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Abstract

Amines are bases that originate from both anthropogenic and natural sources, and they are recognized as candidates to participate in atmospheric aerosol particle formation together with sulfuric acid. Monomethylamine, dimethylamine, and trimethylamine (MMA, DMA, and TMA, respectively) have been shown to enhance sulfuric acid-driven particle formation more efficiently than ammonia, but both theory and laboratory experiments suggest that there are differences in their enhancing potentials. However, as quantitative concentrations and thermochemical properties of different amines remain relatively uncertain, and also for computational reasons, the compounds have been treated as a single surrogate amine species in large-scale modeling studies. In this work, the differences and similarities of MMA, DMA, and TMA are studied by simulations of molecular cluster formation from sulfuric acid, water, and each of the three amines. Quantum chemistry-based cluster evaporation rate constants are applied in a cluster population dynamics model to yield cluster concentrations and formation rates at boundary layer conditions. While there are differences, for instance, in the clustering mechanisms and cluster hygroscopicity for the three amines, DMA and TMA can be approximated as a lumped species. Formation of nanometer-sized particles and its dependence on ambient conditions is roughly similar for these two: both efficiently form clusters with sulfuric acid, and cluster formation is rather insensitive to changes in temperature and relative humidity. Particle formation from sulfuric acid and MMA is weaker and significantly more sensitive to ambient conditions. Therefore, merging MMA together with DMA and TMA introduces inaccuracies in sulfuric acid-amine particle formation schemes.

1. Introduction

Alkylamines, including monomethylamine (MMA), dimethylamine (DMA), and trimethylamine (TMA), are organic base compounds that are emitted to the atmosphere from various sources, such as animal husbandry, oceans, and biomass burning [Ge et al., 2011]. Although the concentrations of amines are significantly lower than ammonia, they are still among the most abundant atmospheric bases [Ge et al., 2011]. Due to their higher basicity, amines are likely to bind to sulfuric acid molecules more efficiently than ammonia [Qiu and Zhang, 2013] and have recently been shown by various studies to influence new particle formation (NPF) processes involving sulfuric acid. Despite their potential importance for atmospheric aerosol formation, quantitative estimates on the emissions, concentrations, and thermochemical properties of atmospheric amines are still relatively uncertain. As a result, recent large-scale modeling studies have treated amines through the introduction of a single surrogate amine species, whose total emissions combine together MMA, DMA, and TMA but which resembles DMA or TMA in its various properties [see, e.g., Bergman et al., 2015]. In conditions where atmospheric concentrations of amines are elevated due to, e.g., application of carbon sequestration techniques involving amines [Belman et al., 2009], it is important to evaluate the validity of the surrogate approach.

A number of theoretical studies have focused on examining the stabilities of small molecular clusters of sulfuric acid and amines by calculations of the thermodynamic properties of the clusters with quantum chemical methods. Kurtén et al. [2008] first concluded that different amine species generally stabilize
sulfuric acid clusters considerably more efficiently than ammonia. Similar results on the stabilities of acid-ammonia and acid-dimethylamine clusters of a few molecules have been obtained since by, for instance, Loukonen et al. [2010], Nadyko et al. [2011], Ortega et al. [2012], and DePalma et al. [2014]. While the quantitative results of quantum chemical calculations performed at different levels of theory may somewhat vary (see, e.g., Leverentz et al. [2013] and Kupiainen-Määttä et al. [2013] for method comparisons), the qualitative results point to atmospheric amines being likely to form stable clusters with sulfuric acid.

Several laboratory studies conducted using particle counters have recently addressed particle formation in the presence of amines. Erupe et al. [2011] and Yu et al. [2012] observed elevated ~2 nm particle concentrations upon the addition of trimethylamine or dimethylamine to sulfuric acid and water vapors in a flow tube setup. Almeida et al. [2013] deduced particle formation rates from particle concentration measurements in a chamber experiment and showed that dimethylamine can increase the formation rate by more than 3 orders of magnitude compared to ammonia. Glasoe et al. [2015] studied particle formation in a flow tube using sulfuric acid, water, and different bases including ammonia and amines. The measured particle concentrations indicated that the relative efficiency of the bases to form particles with sulfuric acid increases from ammonia as the weakest, to monomethylamine as the next, and finally to dimethylamine and trimethylamine as the strongest stabilizers.

Comparing particle counter measurements to predictions of cluster stabilities is, however, not straightforward: counters mainly detect clusters larger than what can be studied with quantum chemistry and do not provide direct information on the cluster composition. Instead, high-resolution mass spectrometers can be used to determine the elemental composition of electrically charged clusters down to single molecules, and the same methods can be used for electrically neutral clusters by combining a chemical ionization unit with a mass spectrometer [see, e.g., Zhao et al., 2011; Kürten et al., 2014]. Kürten et al. [2014] were able to detect a spectrum of electrically neutral molecular clusters containing up to 14 acid and 16 dimethylamine molecules in a chamber experiment involving sulfuric acid, dimethylamine, and water. Jen et al. [2014] performed flow tube measurements on sulfuric acid-base-water systems, where the base was either ammonia or monomethylamine, dimethylamine, or trimethylamine. They measured the concentration of neutral clusters containing two sulfuric acid molecules stabilized by base molecules at different acid and base vapor concentrations at fixed temperature and relative humidity and reported the same relative stabilization efficiencies for the bases as Glasoe et al. [2015]. The mass spectrometer technique can, however, affect the composition of especially the smallest clusters, which may lose one or more molecules while being charged or via possible fragmentation processes inside the instrument [Zhao et al., 2011; Kürten et al., 2014; Ortega et al., 2014]. Specifically, sulfuric acid dimers are likely to lose all base and water molecules upon chemical ionization using nitrate [Jen et al., 2014].

Finally, a direct comparison between theory and observations is not possible solely via predictions on cluster stabilities: quantum chemical approaches probe the properties of individual clusters, while NPF experiments principally address cluster concentrations that result from the combination of all dynamic processes involving the clusters and vapor molecules. Connecting the predictions with measurable quantities thus requires modeling a population of clusters considering collisions, evaporations, vapor sources, attachment of clusters to surfaces, and possibly other processes depending on the situation. Quantum chemical results can be used in cluster population modeling for obtaining cluster evaporation rate constants, which can be calculated from the formation free energies and collision rate constants. Cluster populations have been modeled in such a manner for sulfuric acid, ammonia, and/or dimethylamine by, e.g., Kupiainen et al. [2012], Olenius et al. [2013], and Almeida et al. [2013], showing that dimethylamine forms clusters with acid more efficiently than ammonia and leads to higher particle formation rates.

To summarize, dimethylamine has hitherto been the most studied atmospheric amine. While other similar amine species have been assumed to have comparable average properties with respect to clustering [e.g., Loukonen et al., 2010; Bergman et al., 2015], both experimental [Jen et al., 2014; Glasoe et al., 2015] and theoretical [Kurtén et al., 2008; Paasonen et al., 2012] studies suggest that there may be differences between the stabilization potentials of different alkylamines at least for the smallest clusters. Systematic comparisons of different amine species are scarce, but they are needed to assess how to treat this complex array of species in atmospheric models. In this work, the capabilities of monomethylamine, dimethylamine, and trimethylamine to bind to small electrically neutral sulfuric acid clusters are examined using consistent
computational methods. Previously published quantum chemical data sets of sulfuric acid-amine-water clusters are complemented with additional clusters and hydrates for monomethylamine and trimethylamine, and the quantum chemistry-based cluster evaporation rate constants are implemented in a parameter-free dynamic cluster population model to study the cluster distributions and growth kinetics at different ambient conditions. First, we consider a situation corresponding to the experiment by Jen et al. [2014]. We demonstrate a good agreement between the modeled and observed cluster concentrations and proceed by simulating the cluster populations in a set of conditions relevant to the atmosphere, where the sulfuric acid concentration is generally lower than in the flow tube experiment, and the temperature and relative humidity cover a range of typical values. We present results on sulfuric acid-amine clustering in the form of observable quantities and discuss the similarities and differences of the three alkylamines. We aim to address the following question: Can these species be approximated as a single surrogate amine, and if not, what kind of effects can the surrogate assumption have?

2. Methods

We study three sets of sulfuric acid-amine molecular clusters, where the amine is monomethylamine, dimethylamine, or trimethylamine, henceforth abbreviated as MMA, DMA, and TMA, respectively. Simulations of acid-ammonia clusters are also shown for comparison. The simulation systems cover cluster sizes containing up to \( n \) \( \text{H}_2\text{SO}_4 \) and \( n \) base molecules hydrated by 0–5 water molecules, where \( n = 5 \) for \( \text{NH}_3 \), 3 for MMA, 4 for DMA, and 2 for TMA. The system sizes are slightly different for the different base species, as more weakly bound systems require including larger clusters in the simulation, and due to computational reasons, water molecules are not included in some of the largest clusters. All studied clusters are listed in Table S1 in the supporting information. The electronic energies and thermochemical parameters of the clusters were first computed with quantum chemical methods. The data were then implemented in a dynamic cluster distribution model as cluster evaporation rate constants calculated from the Gibbs free energies of formation.

2.1. Quantum Chemical Calculations

Thermochemical data for \( \text{H}_2\text{SO}_4 \)-amine clusters were computed with a quantum chemical multistep method described by Ortega et al. [2012]. The method uses the B3LYP functional with a CBSB7 basis set for geometry optimizations and vibrational frequency calculations (performed with Gaussian09) [Frisch et al., 2009] and the RICC2 method with an aug-cc-pVTZ basis set for single point energies (calculated with Turbomole) [Ahlrichs et al., 1989]. Data for \( \text{NH}_3 \) and DMA, as well as few MMA and TMA clusters, have been published previously in our other works [Olenius et al., 2013, 2014; Henschel et al., 2014, 2016], and in this work the data sets were completed for MMA and TMA.

As there can be significant differences in the quantitative energy values calculated at different quantum chemical levels of theory, the electronic energies of the smallest clusters consisting of one \( \text{H}_2\text{SO}_4 \) and one base molecule were computed also at the RHF, MP2-F12, CCSD-F12a, and CCSD(T)-F12a levels (with Molpro 2012.1) [Werner et al., 2012] using either the VDZ-F12 or VTZ-F12 basis set in order to assess uncertainties related to the initial clustering. Moreover, we performed clustering simulations also using thermochemical data published by Nadykto et al. [2014], where all quantities have been computed using the PW91PW91 functional with the 6-311++G(3df) basis set.

2.2. Cluster Population Modeling

We used the Atmospheric Cluster Dynamics Code to simulate the kinetics of molecular clusters populations. The code generates and solves the cluster birth-death equations, that is, the time derivatives of the cluster concentrations to obtain the time development of the concentrations of all clusters included in the simulation [see, e.g., Olenius et al., 2013; Henschel et al., 2016]. The time derivatives include all possible collision and evaporation processes between the simulated clusters and molecules, as well as possible external source and sink terms. The collision rate constants were calculated from the kinetic gas theory assuming spherical clusters with the radii calculated from the molecular masses (18.02, 98.08, 17.04, 31.06, 45.08, and 59.11 g mol\(^{-1}\) for \( \text{H}_2\text{O} \), \( \text{H}_2\text{SO}_4 \), \( \text{NH}_3 \), MMA, DMA, and TMA, respectively) and liquid densities (997, 1830, 696, 656, 4680, and 627 kg m\(^{-3}\) for \( \text{H}_2\text{O} \), \( \text{H}_2\text{SO}_4 \), \( \text{NH}_3 \), MMA, DMA, and TMA, respectively, mostly determined at 20–25°C [see Haynes, 2014]) of the pure compounds assuming ideal mixing. The evaporation rate
constants were calculated from the Gibbs free energies of formation of the clusters according to the concept of detailed balance [see, e.g., Ortega et al., 2012]. Explicit numerical treatment of coupled kinetic processes with extremely large differences in the rate constants is often in practice impossible. For the molecular systems of this work, such differences originate from the collision and evaporation rate constants of water, which are approximately 10 orders of magnitude higher than those of the other compounds. Therefore, sulfuric acid and base molecules and acid-base clusters were considered explicitly in the simulations, and water was treated implicitly by assuming equilibrium hydrate distributions for all the molecules and clusters. This means that instead of, for instance, assuming some average water content for the clusters, each hydrate containing a different number of water molecules is considered, but the water equilibration is assumed to occur instantaneously for each time step [see Henschel et al., 2016]. When a collision resulted in a cluster outside of the simulated size range, the cluster was let to grow out of the system if its composition could be considered relatively stable (see supplementary information); otherwise, the cluster was brought back to the simulation system by monomer evaporations. The cluster growth pathways were tracked as described by Olenius et al. [2013].

The flux of clusters growing successfully out of the $n \times n$ simulation system, where $n$ is the maximum number of H$_2$SO$_4$ and base molecules in the studied clusters (see Table S1), was recorded as the formation rate $J$. The particle size corresponding to the formation rate is slightly different for the different base systems: the approximate mass diameter of the outgrowing clusters is $\sim 1.1$ nm for NH$_3$ (corresponding to a molecular content of at least six H$_2$SO$_4$, five NH$_3$, and any number of H$_2$O molecules; see section 1 in the supporting information and Figure 3), 1.0 nm for MMA ($\geq 4$ H$_2$SO$_4$ and $\geq 3$ MMA molecules), 1.2 nm for DMA ($\geq 5$ H$_2$SO$_4$ and $\geq 4$ DMA molecules or $\geq 4$ H$_2$SO$_4$ and $\geq 5$ DMA molecules), and 1.4 nm for TMA ($\geq 3$ H$_2$SO$_4$ and $\geq 2$ TMA molecules). As the formation rate cannot be directly measured, we also present the total concentration $\sum [(H_2SO_4)_n]$ of clusters consisting of two H$_2$SO$_4$ molecules and any number of base and water molecules as a representative measurable quantity characterizing the stabilization potential of the different bases. The dimer concentration $\sum [(H_2SO_4)_2]$ has recently been measured in different types of laboratory [Almeida et al., 2013; Jen et al., 2014] and field [Kürten et al., 2016] experiments.

The cluster populations were modeled in two different situations: a time-dependent situation corresponding to a laminar flow tube and a time-independent steady state in conditions relevant to the atmospheric boundary layer.

### 2.2.1. Laminar Flow Tube Simulations

The simulation setup mimicking the conditions of a laminar flow tube is similar to that described by Olenius et al. [2014]. In this work, the vapor concentrations and diffusion loss constants were set to correspond to the experimental conditions of Jen et al. [2014]. Their measurements were conducted using a flow tube with an inner radius of 2.5 cm at a total pressure of 0.97 atm. The temperature was maintained at 295–305 K and the relative humidity at 30%. Base vapor was injected to the sulfuric acid-containing flow of humidified nitrogen gas along the centerline of the tube, after which dilution mixing decreased the centerline base concentration. The concentrations of clusters containing one and two sulfuric acid molecules with any number of base and water molecules were then measured with a chemical ionization mass spectrometer at the end of the tube. The measured sulfuric acid concentration ranged from approximately $10^7$ to $10^9$ cm$^{-3}$, and the base concentration varied between a few and $\sim 200–300$ parts per trillion (ppt) ($\sim 10^{-7}–10^8$ cm$^{-3}$ … $5 \cdot 10^8–7 \cdot 10^9$ cm$^{-3}$) for amines and between 100 and 6000 ppt ($2 \cdot 10^9$ … $10^{11}$ cm$^{-3}$) for ammonia.

In the simulations, sulfuric acid and base vapors were set to have initial concentrations corresponding to the base injection point in the flow tube, after which the vapor and cluster concentrations were allowed to evolve as the air parcel travels through the tube. The simulation does not resolve the 2-D or 3-D flow, but corresponds to the central streamline, around which radial concentration gradients are assumed to be small. Due to the short equilibrium time scales of water, losses of water vapor were neglected and the relative humidity was assumed to have a fixed value throughout the simulation. The time development of the cluster distribution along the central streamline was simulated at 298.15 K for the residence time of 3 s reported for the flow tube. All clusters and molecules apart from water were assumed to be lost on the walls of the flow tube at a diffusion-limited loss frequency $k_{\text{wall},i} (\text{s}^{-1})$ calculated as [see, e.g., Olenius et al., 2014]

$$k_{\text{wall},i} = \frac{3.65D_iN_i}{r^2},$$  \hspace{1cm} (1)
where $D_{N_2}$ (m$^2$ s$^{-1}$) is the diffusion coefficient of species $i$ in nitrogen gas, $r$ (m) is the inner radius of the flow tube (here 2.5 cm), and subscript $i$ refers to a specific cluster or molecule. The diffusion coefficients were calculated from the kinetic gas theory as

$$D_{N_2} = \frac{3}{8} \frac{\left( k_B T \right)^{3/2}}{P_{\text{tot}}(r_i + r_{N_2})} \left[ \frac{1}{2\pi} \left( \frac{1}{m_i} + \frac{1}{m_{N_2}} \right) \right]^{1/2},$$

(2)

where $k_B$ is the Boltzmann constant, $T$ is the temperature, $P_{\text{tot}}$ is the total pressure in the flow tube (here 0.97 atm), and $r_i$ and $m_i$ are the radius and mass of cluster or molecule $i$ and $r_{N_2}$ and $m_{N_2}$ those of the nitrogen molecule. The radii of the studied clusters and molecules were calculated from the masses and bulk densities of the compounds, and the radius of the nitrogen molecule $r_{N_2}$ was assumed to depend on the viscosity $\eta_{N_2}$ of pure nitrogen gas as

$$r_{N_2} = \frac{1}{2} \left( \frac{5}{16\eta_{N_2}} \right)^{1/2} \left( m_{N_2} k_B T \right)^{1/4}.$$

(3)

The temperature-depend viscosity was calculated according to the Sutherland formula based on a reference value of $\eta_{N_2,0} = 17.8771$ Pa s at $T_0 = 300$ K [Lemmon and Jacobsen, 2004] as

$$\eta_{N_2} = \eta_{N_2,0} \left( \frac{T_0 + C}{T + C} \right)^{3/2} \left( \frac{T}{T_0} \right),$$

(4)

where the constant $C$ for nitrogen is 111 K [Crane, 1982].

In the setup of Jen et al. [2014], the base vapor is injected separately to the flow and is therefore expected to have higher losses from the central streamline due to radial dilution. Jen et al. [2014] estimated the centerline base concentration at the injection point to be approximately 10 times higher than at the detection point. We thus tested different initial base concentrations and a higher loss frequency from the centerline for the base molecules than for the other species (see supporting information).

### 2.2.2. Steady State Simulations Corresponding to the Atmosphere

The second simulation setup considers a time-independent steady state situation at different vapor concentrations, relative humidities, and temperatures representative of conditions in the lower atmosphere. Evaporation rate constants of individual clusters depend on temperature and hydration, which motivates studies on the cluster populations at different temperatures and relative humidities. Furthermore, the role of evaporation becomes more significant as the absolute vapor concentrations decrease, and the sulfuric acid concentration relevant to atmospheric NPF events is often down to an order of magnitude lower than the lowest concentrations of the flow tube experiment by Jen et al. [2014]. The exact concentrations of atmospheric amines are not well known, but depending on the location, they may also have values lower than those included in the experimental range [Ge et al., 2011]. The relative contributions of collisions and evaporation also vary as the cluster population evolves in time. Typical time scales of variations in the ambient conditions in the atmosphere are of the order of minutes to hours, which is considerably longer than the flow tube residence time. While the temporal variability may be prominent also in the atmosphere, the time to reach the steady state at a constant vapor production rate is relatively short for the smallest cluster sizes, often of the order of ~30 min. Thus, the steady state was chosen as a simplified representative situation to examine the effects of different atmospheric conditions. The sulfuric acid concentration (referring to the measurable concentration, i.e., the sum of all clusters containing one acid molecule and any number of base and water molecules) was set to $10^6$-$10^8$ cm$^{-3}$, and the amine or ammonia concentration to 0.1–100 ppt (~3 · 10$^5$-3 · 10$^9$ cm$^{-3}$), depending on the base. The temperature was varied between 260 and 300 K and the relative humidity between 0 and 100%. An external sink corresponding to scavenging by a preexisting population of larger particles was used for all clusters and molecules. As proposed by Lehtinen et al. [2007], the coagulational loss frequency $k_{\text{coag},i}$ (s$^{-1}$) was approximated to depend on the cluster radius $r_i$ according to the power law

$$k_{\text{coag},i} = k_{\text{coag},\text{ref}} \left( \frac{r_i}{r_{\text{ref}}} \right)^m,$$

(5)

where $k_{\text{coag},\text{ref}}$ is the loss rate constant of a reference size $r_{\text{ref}}$ and $m$ is a constant. The sulfuric acid molecule was used as the reference size, and its loss frequency was set to $10^{-3}$ s$^{-1}$ based on observations in boreal
Table 1. Electronic Energies (Δ\text{E}_{\text{elec}}), Enthalpies (ΔH_{298.15 \text{ K}}), Gibbs Free Energies (ΔG_{298.15 \text{ K}}), and Entropies (ΔS_{298.15 \text{ K}}) of Formation From Monomers Computed at the RICC2/aug-cc-pVT+dZ/B3LYP/CBSB7 Level of Theory for H$_2$SO$_4$-MMA and H$_2$SO$_4$-TMA Clusters and Their Hydrates$^*$

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Δ\text{E}_{\text{elec}}\text{ (kcal mol}^{-1}\text{)}</th>
<th>ΔH_{298.15 \text{ K}}\text{ (kcal mol}^{-1}\text{)}</th>
<th>ΔG_{298.15 \text{ K}}\text{ (kcal mol}^{-1}\text{)}</th>
<th>ΔS_{298.15 \text{ K}}\text{ (cal K}^{-1}\text{mol}^{-1}\text{)}</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$SO$_4$-MMA Clusters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH$_3$NH$_2$+H$_2$O</td>
<td>−7.34</td>
<td>−5.40</td>
<td>2.55</td>
<td>−26.66</td>
</tr>
<tr>
<td>CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−17.03</td>
<td>−13.15</td>
<td>4.19</td>
<td>−58.15</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$</td>
<td>−22.83</td>
<td>−20.82</td>
<td>−11.46</td>
<td>−31.36</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$+H$_2$O</td>
<td>−38.41</td>
<td>−34.10</td>
<td>−13.74</td>
<td>−68.29</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−53.04</td>
<td>−46.85</td>
<td>−18.13</td>
<td>−96.32</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$(H$_2$O)$_3$</td>
<td>−65.17</td>
<td>−57.07</td>
<td>−20.07</td>
<td>−124.09</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$</td>
<td>−56.47</td>
<td>−52.54</td>
<td>−30.39</td>
<td>−74.31</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$+H$_2$O</td>
<td>−69.55</td>
<td>−63.65</td>
<td>−32.44</td>
<td>−104.69</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−81.67</td>
<td>−74.12</td>
<td>−33.75</td>
<td>−135.41</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_3$</td>
<td>−97.54</td>
<td>−88.36</td>
<td>−36.06</td>
<td>−175.48</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_4$</td>
<td>−81.57</td>
<td>−76.22</td>
<td>−42.43</td>
<td>−113.32</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$+H$_2$O</td>
<td>−38.17</td>
<td>−35.23</td>
<td>−16.36</td>
<td>−63.31</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−53.98</td>
<td>−48.48</td>
<td>−19.13</td>
<td>−98.45</td>
</tr>
<tr>
<td>H$_2$SO$_4$+CH$_3$NH$_2$(H$_2$O)$_3$</td>
<td>−68.92</td>
<td>−61.27</td>
<td>−22.29</td>
<td>−130.74</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$</td>
<td>−83.11</td>
<td>−76.23</td>
<td>−44.23</td>
<td>−107.34</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−100.09</td>
<td>−91.04</td>
<td>−48.36</td>
<td>−143.18</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_3$</td>
<td>−115.45</td>
<td>−104.42</td>
<td>−51.24</td>
<td>−178.36</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_4$</td>
<td>−126.24</td>
<td>−115.23</td>
<td>−51.86</td>
<td>−212.55</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$</td>
<td>−140.01</td>
<td>−125.17</td>
<td>−53.13</td>
<td>−241.64</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_2$</td>
<td>−114.79</td>
<td>−106.30</td>
<td>−61.77</td>
<td>−149.36</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_3$</td>
<td>−55.63</td>
<td>−50.13</td>
<td>−18.89</td>
<td>−104.75</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$(H$_2$O)$_4$</td>
<td>−99.92</td>
<td>−91.39</td>
<td>−48.45</td>
<td>−144.03</td>
</tr>
<tr>
<td>(H$_2$SO$_4$)$_2$+CH$_3$NH$_2$</td>
<td>−148.31</td>
<td>−136.78</td>
<td>−80.35</td>
<td>−189.26</td>
</tr>
<tr>
<td>H$_2$SO$_4$-TMA Clusters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CH$_3$)$_2$N+H$_2$O</td>
<td>−8.19</td>
<td>−6.27</td>
<td>1.81</td>
<td>−27.11</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N</td>
<td>−28.49</td>
<td>−26.04</td>
<td>−15.74</td>
<td>−34.54</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$^b$</td>
<td>−40.52</td>
<td>−36.10</td>
<td>−16.58</td>
<td>−65.45</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_2$$^b$</td>
<td>−53.28</td>
<td>−46.80</td>
<td>−16.84</td>
<td>−100.51</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_3$</td>
<td>−67.64</td>
<td>−50.31</td>
<td>−17.49</td>
<td>−137.58</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_4$</td>
<td>−57.86</td>
<td>−53.24</td>
<td>−31.27</td>
<td>−73.70</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O</td>
<td>−70.50</td>
<td>−64.50</td>
<td>−32.98</td>
<td>−105.71</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_2$</td>
<td>−86.35</td>
<td>−78.44</td>
<td>−34.88</td>
<td>−146.09</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_3$</td>
<td>−98.01</td>
<td>−88.15</td>
<td>−34.79</td>
<td>−178.98</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_4$</td>
<td>−45.79</td>
<td>−42.23</td>
<td>−20.87</td>
<td>−71.66</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_5$</td>
<td>−58.86</td>
<td>−52.46</td>
<td>−21.82</td>
<td>−102.79</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N+H$_2$O$_6$</td>
<td>−70.21</td>
<td>−61.79</td>
<td>−22.07</td>
<td>−133.21</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$N</td>
<td>−92.65</td>
<td>−84.48</td>
<td>−49.17</td>
<td>−118.41</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$NP+H$_2$O</td>
<td>−96.71</td>
<td>−87.30</td>
<td>−43.61</td>
<td>−146.53</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$NP+H$_2$O$_2$</td>
<td>−110.36</td>
<td>−98.98</td>
<td>−46.98</td>
<td>−174.41</td>
</tr>
<tr>
<td>H$_2$SO$_4$+(CH$_3$)$_2$NP+H$_2$O$_3$</td>
<td>−121.71</td>
<td>−107.72</td>
<td>−44.20</td>
<td>−213.05</td>
</tr>
</tbody>
</table>

$^*$Data for H$_2$SO$_4$-DMA and H$_2$SO$_4$-NH$_3$ clusters can be found in the works of Olenius et al. [2013] and Henschel et al. [2014, 2016]. All values are at 298.15 K and 1 atm reference pressure.

$^b$Values published in our previous work [Olenius et al., 2014] replaced after finding a more stable structure.

environments [Dal Maso et al., 2008]. $m$ was assumed to be −1.7, as determined for a similar environment by Lehtinen et al. [2007].

3. Results and Discussion

Cluster formation energies of H$_2$SO$_4$-MMA-H$_2$O and H$_2$SO$_4$-TMA-H$_2$O clusters obtained at the RICC2/aug-cc-pVT+dZ/B3LYP/CBSB7 level of theory are presented in Table 1; data for H$_2$SO$_4$-NH$_3$-H$_2$O and H$_2$SO$_4$-DMA-H$_2$O clusters are given in the works by Henschel et al. [2014, 2016]. The energies of the first hydrates of the H$_2$SO$_4$-MMA cluster found here are similar to those reported by Bustos et al. [2014], Lv et al. [2015], and Nadyko et al. [2011], except for that our calculations suggest the first hydration step to be less exergonic.
278 K and RH = 0 by 1.5 kcal/mol more favorable than the corresponding hydration step in the sulfuric acid-DMA system. At which the latter value could be computed. This indicates (as expected from previous studies on other F12a/VDZ-F12 and CCSD(T)-F12a/VTZ-F12 binding energies is less than 0.3 kcal/mol for the three clusters for fairly small for all three explicitly correlated methods. Most importantly, the difference between the CCSD(T)-F12a/aug-cc-pV(T+d)Z behaves similarly to MP2-F12, but the degree of overbinding compared to the best available aDF-MP2-F12 using the 3C(FIX) ansatz.

Table 2. Binding Energies (Electronic Energies of Formation, Not Including Zero-Point Vibrational Contributions, in kcal/mol) of H2SO4-Base Clusters at Various Levels of Theory and Using Either the VDZ-F12 (“VDZ”) or VTZ-F12 (“VTZ”) Basis Sets

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Basis Set</th>
<th>Method</th>
<th>RHF</th>
<th>MP2-F12a</th>
<th>CCSD-F12a</th>
<th>CCSD(T)-F12a</th>
<th>RICC2/aug-cc-pV(T+d)Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2SO4·NH3</td>
<td>VDZ</td>
<td>RHF</td>
<td>11.40</td>
<td>16.91</td>
<td>-15.47</td>
<td>-16.27</td>
<td>-17.39</td>
</tr>
<tr>
<td></td>
<td>VTZ</td>
<td>RHF</td>
<td>11.13</td>
<td>16.87</td>
<td>-15.42</td>
<td>-16.33</td>
<td></td>
</tr>
<tr>
<td>H2SO4·CH3NH2</td>
<td>VDZ</td>
<td>RHF</td>
<td>12.58</td>
<td>21.76</td>
<td>-19.01</td>
<td>-20.30</td>
<td>-22.83</td>
</tr>
<tr>
<td></td>
<td>VTZ</td>
<td>RHF</td>
<td>12.56</td>
<td>21.82</td>
<td>-19.09</td>
<td>-20.59</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VTZ</td>
<td>RHF</td>
<td>16.37</td>
<td>25.68</td>
<td>-23.03</td>
<td>-24.56</td>
<td></td>
</tr>
<tr>
<td>H2SO4(CH3)2N</td>
<td>VDZ</td>
<td>RHF</td>
<td>17.26</td>
<td>26.48</td>
<td>-23.78</td>
<td>-25.18</td>
<td>-28.49</td>
</tr>
<tr>
<td></td>
<td>VTZ</td>
<td>RHF</td>
<td>16.56</td>
<td>26.46</td>
<td>-23.78</td>
<td>-25.18</td>
<td></td>
</tr>
</tbody>
</table>

* DF-MP2-F12 using the 3C(FIX) ansatz.

than reported in these previous articles. For the hydration of the (H2SO4)2·MMA and the H2SO4·TMA cluster our calculations yield somewhat more negative free energies as compared to Lv et al. [2015] and Nadykto et al. [2011], respectively.

In general, the free energies of hydration of the MMA-containing clusters are very similar to those previously reported for ammonia-containing clusters [Henschel et al., 2014]. The H2SO4·MMA is somewhat more and the (H2SO4)2·MMA slightly less hydrophilic compared to the corresponding ammonia-containing cluster: for instance, at 278 K and RH > 20%, the average number of water molecules is ~2–2.5 for H2SO4·MMA and ~1.5–2 for H2SO4·NH3 (Figure S3 in the supporting information). For the (H2SO4)2-base cluster, the average water content increases steadily to ~1 for MMA and to ~2 for NH3 as RH increases from 0 to 100%. The free energies of hydration of the TMA-containing clusters follow a pattern very similar to that of the previously described DMA-containing clusters [Henschel et al., 2014]. Hydration of TMA-containing clusters is in most cases even less favorable than for the corresponding DMA clusters (and in most cases by more than 1.5 kcal/mol). Only the second hydration step of both the (H2SO4)2·TMA and the (H2SO4)2·TMA2 cluster is by 1.5 kcal/mol more favorable than the corresponding hydration step in the sulfuric acid-DMA system. At 278 K and RH = 0–100%, the average water contents of H2SO4·TMA and H2SO4·DMA increase to ~0.1 and ~1.5, respectively, and those of (H2SO4)2·TMA and (H2SO4)2·DMA to ~1 (Figure S3). The (H2SO4)2·(DMA/TMA)2 clusters remain in practice unhydrated.

Table 2 shows the electronic energies computed for the unhydrated H2SO4-base complexes using a variety of wave function-based methods and either the VDZ-F12 or VTZ-F12 basis sets, with the RICC2/aug-cc-pV(T+d)Z values also given for reference. (For the H2SO4·TMA cluster, the CCSD(T)-F12/VTZ-F12 calculation was unfortunately computationally too demanding.) Note that all binding energies have been evaluated using the same (B3LYP/CBSB7) geometries. Several patterns can be discerned from Table 2. First, quantitatively accurate binding energies clearly require high-level treatment of electron correlation. For most cluster and basis set combinations, the differences between the most accurate CCSD(T)-F12a values on one hand, and the less accurate CCSD-F12a or MP2-F12 values on the other hand, are on the order of 1 kcal/mol (with a maximum difference of 1.5 kcal/mol). CCSD consistently underestimates the binding energy (i.e., inclusion of the perturbative triples contribution strengthens the binding), while MP2-F12 consistently overestimates it. RICC2/aug-cc-pV(T+d)Z behaves similarly to MP2-F12, but the degree of overbinding compared to the best available CCSD(T) results is stronger, about 1 kcal/mol for the H2SO4·NH3 complex and 2–3 kcal/mol for the amines.

Second, the difference between results obtained with the two different basis sets (VDZ-F12 and VTZ-F12) is fairly small for all three explicitly correlated methods. Most importantly, the difference between the CCSD(T)-F12a/VDZ-F12 and CCSD(T)-F12a/VTZ-F12 binding energies is less than 0.3 kcal/mol for the three clusters for which the latter value could be computed. This indicates (as expected from previous studies on other hydrogen-bonded clusters [see, e.g., Lane and Kjaergaard, 2009]) that the CCSD(T)-F12a/VTZ-F12 binding energies are close to the CCSD(T) basis set limit—which in turn should be accurate to within ~1 kcal/mol or better for these electronically well-behaved closed-shell systems [Karton, 2016]. The effect of the density functional and basis set used for the geometry optimization on the coupled-cluster binding energies is likely to be quite small [Myllys et al., 2016]. However, the accuracy of the free energies may be lower than that...
indicated by the CCSD(T) electronic energy calculations due to errors in the thermal contributions computed using the rigid rotor and harmonic oscillator approximations, especially for the entropy contributions. Third, the relative stability of the four different clusters is well predicted already by quite modest (e.g., MP2-F12/VDZ-F12) levels of theory. All method/basis set combinations, including RICC2/aug-cc-pV(T+d)Z, predict the correct order of the H2SO4-base cluster stabilities. Quantitatively, the difference between the ammonia-containing and the amine-containing clusters is overestimated by MP2-F12 and RICC2 and underestimated by CCSD. A comparison of RICC2 and CCSD(T) results thus indicate that as suggested previously [e.g., Leverentz et al., 2013], the former method predicts somewhat too strong binding for sulfuric acid-amine clusters and also somewhat exaggerates the differences between different bases (e.g., amines versus NH3 or DMA/TMA versus MMA). Thus, the results presented here for sulfuric acid-base particle formation should be considered likely upper limits both with respect to the formation rates for any particular base and with respect to the quantitative differences predicted between different bases. However, the qualitative differences between different bases are likely correctly predicted, as demonstrated by Table 2.

3.1. Comparison to Experimental Flow Tube Data

Figure 1 presents the comparison of the simulated H2SO4 dimer concentrations, i.e., the sums of concentrations of all clusters consisting of two H2SO4 molecules and any numbers of water and one of the four bases, to the flow tube measurements by Jen et al. [2014]. Figure 1 shows simulations performed with initial base concentrations corresponding to the reported observed concentrations, and results for higher initial base concentrations and approximative additional dilution losses for the base vapor are given in Figure S15. The overall agreement is good: the trends and relative concentrations are mostly reproduced by the simulations. The effect of the base vapor concentration is generally somewhat larger for the model data than for the experiments, and for the H2SO4-NH3 system, the absolute dimer concentrations are underestimated for all [NH3]. The MMA case shows the best agreement between the simulation and measurement in the absolute values: the dependence of the dimer concentration on both sulfuric acid and MMA concentrations is well
captured by the model. For DMA and TMA, the effect of sulfuric acid concentration compares well with the observations, while the dependence on base concentration is overpredicted. The increasing mismatch between the experimental and modeled base dependence as a function of base strength may be related to uncertainties in the centerline concentration of the base vapor: higher values of \([\text{base}]\) make the simulated \(\Sigma(\text{H}_2\text{SO}_4)\) less dependent on the base in the case of DMA and TMA (see Figure S15). The binding energy errors discussed in the previous section are also expected to affect the base dependence. Compared to high-level (CCSD(T)-F12a) results, the overestimation of the binding energy by the RICC2 method increases with the base strength (in the order \(\text{NH}_3 < \text{MMA} < \text{DMA} < \text{TMA}\)); on the other hand, destabilizing the clusters is expected to result in even stronger base dependence (Figure S11), suggesting that the differences to the observations are not primarily due to uncertainties in the energies.

For the \(\text{H}_2\text{SO}_4-\text{DMA}\) mixture, similar comparisons of observed and simulated dimer concentrations in the case of steady state conditions of a nucleation chamber experiment were previously presented by Almeida et al. [2013] and Kupiainen-Määttä et al. [2015]. In these comparisons, the absolute dimer concentration is somewhat overpredicted, while the dependence on \([\text{H}_2\text{SO}_4]\) is well reproduced and the dependence on [DMA] is slightly underpredicted (it must be kept in mind, however, that the comparisons are also likely to be affected by the different instruments and their settings used in the different experiments; see section 3.3). Altogether, the comparisons of Figure 1, as well as those shown in the previous works, demonstrate that the modeling tools used here are robust and capable of reliably describing the clustering dynamics in the studied \(\text{H}_2\text{SO}_4\)-base systems. The differences may be due to several sources of uncertainty related to both modeling and experimental data, discussed in section 3.3.

### 3.2. Steady State Formation Rates and Cluster Concentrations in Atmospheric Conditions

Figure 2 shows the steady state formation rate of particles growing out of the simulation systems and the sulfuric acid dimer concentrations as a function of monomer concentration at 278 K, \(\text{RH} = 38\%\), and a coagulation sink corresponding to average boundary layer conditions (equation (5)). The dashed lines show the formation rates with no coagulation losses, and the inset shows the steady state dimer concentration. Note that due to the relatively lower formation rates and dimer concentrations, the \(y\) axes for the ammonia system are different than for the other systems.

Figure 2. Simulated particle formation rate \(J\) out of the simulation system (the size over which \(J\) is determined is different for the studied bases because of the different sizes of the systems) as a function of monomer concentration at 278 K, \(\text{RH} = 38\%\), and a coagulation sink corresponding to average boundary layer conditions (equation (5)). The dashed lines show the formation rates with no coagulation losses, and the inset shows the steady state dimer concentration. Note that due to the relatively lower formation rates and dimer concentrations, the \(y\) axes for the ammonia system are different than for the other systems.
temperatures and RHs correspond to recent chamber experiments [e.g., Almeida et al., 2013] and can be found in the boundary layer. The simulations were performed both in the presence and in the absence of a size-dependent coagulational scavenging sink (equation (5)).

The steady state simulations confirm the order of the stabilization capability of the studied bases suggested earlier: DMA ≥ TMA > MMA > NH3. It can be noted that while the qualitative effect of the different bases on NPF is indicated by their relative proton affinities [see, e.g., Ruusuvuori et al., 2013], the clustering efficiency is affected also by other factors. Although the gas-phase basicity of TMA is much higher than that of DMA, TMA does not bind significantly more strongly to sulfuric acid, and it is not more efficient in enhancing NPF, as it is able to form only one hydrogen bond. For DMA and TMA, the cluster formation is limited by the acid concentration at the studied conditions: the system becomes saturated with respect to base, and further increase in the base vapor has very little effect. In general, all amine cases yield roughly at least 10–10^3-fold dimer concentrations and at least 10^2–10^5-fold formation rates as compared to the simulations with ammonia as the base, with the differences increasing with decreasing vapor concentrations. At the studied conditions the effect of coagulation losses is overall quite small but nonnegligible at [H2SO4] ≲ 10^7 cm^-3.

The growth pathways presented in Figure 3 depict the fundamental differences between the different bases: for the three amines, the first step of growth is the strong binding of a single acid molecule to a base molecule, whereas in the sulfuric acid-ammonia system, the acid molecule tends to bind to another acid instead of ammonia. For the studied amines, the initial growth step occurs virtually always via the H2SO4-base complex (that consists of one acid, one amine, and any number of water molecules); for the ammonia system, the acid dimer is more stable than the relatively weakly bound H2SO4-NH3, and most (~90% in Figure 3) of the initial growth to (H2SO4)2-NH3 proceeds through (H2SO4)2. For the strongest bases DMA and TMA, the

Figure 3. Main clustering pathways at [H2SO4] = 5 × 10^6 cm^-3, [amine (NH3)] = 1 (100) ppt (3 · 10^7 (3 · 10^9) cm^-3), T = 278 K, and RH = 38% (only pathways that are at least 5% of the net flux into the cluster are shown). The color and width of the arrows depict the relative magnitude of the particle flux in each system.
concentration of H$_2$SO$_4$-base clusters is high enough for the cluster populations to grow also by collisions involving the H$_2$SO$_4$-base complex and possibly also larger clusters (Figure 3) in addition to the attachment of single molecules and their hydrates. This is in line with observations by Lehtipalo et al. [2016] and suggests that simplified growth schemes which consider only some of the kinetic processes can lead to significant uncertainties in describing the dynamics of different H$_2$SO$_4$-base systems.

### 3.2.1. Effect of Temperature

Figure 4 shows the temperature-dependent behavior of the formation rates and cluster concentrations in the range of 260–300 K. The formation of H$_2$SO$_4$-base clusters decreases drastically with increasing temperature for NH$_3$ and MMA. For TMA, the formation rate and dimer concentration remain unaltered up to ~280 K after which they start to decrease; for DMA $J$ starts to decrease at ~290 K, while $\Sigma[H_2SO_4]_2$ very slightly increases, likely due to the reduced outgoing particle flux. The effect of increasing temperature is more prominent at the lower base concentrations ([amine (NH$_3$)] = 1 (10) ppt (3 · 10$^7$ (3 · 10$^8$) cm$^{-3}$); lighter lines) especially in the case of TMA. The temperature trends demonstrate the importance of quantitative understanding of cluster evaporation for assessing the response to ambient conditions: The more weakly bound systems are sensitive to the temperature, although the relative changes in the evaporation rate constants of individual clusters are of the same order as for the strongly binding systems (Figure S1 in the supporting information). When the absolute evaporation frequencies are very low compared to the collision frequencies, as for DMA and TMA, increases of even a couple of orders of magnitude in them do not have a large effect on the cluster concentrations.

In addition to the evaporation rate constants of individual clusters and their hydrates, the temperature can also affect the hydrate distributions and thus the relative contribution of different hydrates to the rate constants. For instance, the average number of water molecules decreases for clusters (H$_2$SO$_4$)$_2$ (~1 water less) and (H$_2$SO$_4$)$_2$-NH$_3$ (~0.5 waters less) as the temperature increases from 260 K to 300 K at RH = 38% (Figure S2 in the supporting information). For the H$_2$SO$_4$-amine clusters along the main growth pathways of the systems, the effect of temperature rise on cluster hydration is minor (Figure S2).

### 3.2.2. Effect of Relative Humidity

The effect of relative humidity on cluster formation is presented in Figure 5. Clusters containing the weaker bases NH$_3$ and MMA take up water more efficiently than DMA and TMA, and hydration stabilizes many of the...
key clusters in these systems leading to enhanced particle formation. On the other hand, some clusters become less stable with respect to the evaporation of H$_2$SO$_4$ and base molecules, and thus, hydration can also suppress net cluster formation as is the case for NH$_3$ at high RH. The effect depends on [H$_2$SO$_4$], [base] and temperature and can be considerably stronger at different conditions (for the detailed effects on $J$, see Figures S8 and S9). Stabilization of small clusters by hydration is most important for the H$_2$SO$_4$-MMA system, where $J$ and $\Sigma[(H_2SO_4)_{2}]$ increase ~1 order of magnitude due to hydrate formation in the conditions of Figure 5. For DMA or TMA, the effect is insignificant: $J$ and $\Sigma[(H_2SO_4)_{2}]$ are not notably affected by humidity in the studied conditions (see also Figures S8 and S9). The effect of RH is due to changes in the effective evaporation rate constants of the key clusters, shown in Figure 6. As the evaporation rate constants can either increase or decrease due to hydration, the overall effects on the system dynamics can be complex. The collision rate constants increase monotonically as the collision cross sections increase, but the changes are very small [see Henschel et al., 2016]. The scavenging rate constants slightly decrease due to lowered cluster mobility (roughly up to ~20% decrease at the studied conditions).

For NH$_3$, the most weakly bound clusters on the growth pathways in dry conditions (H$_2$SO$_4$-NH$_3$, (H$_2$SO$_4$)$_2$, (H$_2$SO$_4$)$_2$-NH$_3$), and (H$_2$SO$_4$)$_3$-NH$_3$) are stabilized by hydration, whereas the more tightly bound clusters ((H$_2$SO$_4$)$_2$-NH$_3$, (H$_2$SO$_4$)$_2$-NH$_3$), and (H$_2$SO$_4$)$_3$-NH$_3$) become slightly less stable against evaporation (Figure 6). The overall effect of humidity on the dimer concentration and formation rate is a nonlinear combination of the effects of changes in the stabilities of the key clusters. Thus, the resulting trend can vary according to the vapor concentrations which affect the growth routes (Figures S8 and S9). On the other hand, the growth routes can also be altered by changes in the effective rate constants (see Figure S10).

For MMA, the evaporation rate constants are lower at higher RH except for (H$_2$SO$_4$)$_2$-MMA, which in any case has a low evaporation frequency (Figure 6). The small depression in the dimer concentration at RH ~5% is due to the almost unchanged evaporation rate constant of the H$_2$SO$_4$-MMA cluster in the region. The evaporation frequencies of DMA clusters have overall a slightly increasing trend with respect to RH, while the H$_2$SO$_4$-DMA complex is stabilized. H$_2$SO$_4$-TMA clusters, on the other hand, are destabilized by hydration relative to their respective evaporation products (Figure 6) and generally take up only very little water (Figures S3 and S7).

Figure 5. Simulated steady state formation rate $J$ and dimer concentration as a function of relative humidity at 278 K.
In general, hydration may have complicated, nonlinear effects on the dynamics of systems with significant cluster evaporation. On the other hand, for systems where the role of evaporation is minor, hydration does not have a strong effect. Similar conclusions have been deduced in the work by Henschel et al. (2016), where detailed discussions on the effect of water for particle formation from H$_2$SO$_4$ and NH$_3$ as compared to H$_2$SO$_4$ and DMA can be found.

### 3.3. Uncertainty Assessments

The largest source of uncertainty affecting the quantitative simulation results is the cluster free energies, on which the evaporation rate constants depend exponentially. To assess the effect of uncertainties in the stabilities of the very initial clusters, we performed test simulations using the CCSD(T)-F12a/VTZ-F12 electronic energies for the H$_2$SO$_4$-base clusters (for H$_2$SO$_4$-TMA for which the VTZ-F12 value could not be achieved, we used the VDZ-F12 value), shown in Figures S11 and S12. For the H$_2$SO$_4$-NH$_3$ system, the results do not change as the role of H$_2$SO$_4$-NH$_3$ is very minor. For MMA, the steady state formation rates and dimer concentrations decrease ~1–2 orders of magnitude. For DMA and TMA, $J$ and $\Sigma[(H_2SO_4)_2]$ become clearly dependent on the amine concentration: at [amine] = 10 ppt (3 $\cdot$ 10$^8$ cm$^{-3}$), there are no large differences compared to the RICC2/aug-cc-pV(T+d)Z results, but at the lower amine concentrations $J$ and $\Sigma[(H_2SO_4)_2]$ decrease around 1–2 orders of magnitude depending on the vapor concentrations. For DMA, the overall growth pathways still include contributions from collisions with H$_2$SO$_4$-DMA and other clusters, while in the TMA system, cluster self-coagulation becomes negligible. However, otherwise, the qualitative results remain the same: the DMA and TMA systems behave similarly with respect to quantitative $J$ and $\Sigma[(H_2SO_4)_2]$, while the MMA system shows weaker cluster formation. The principal first growth step in the amine systems is the formation of the H$_2$SO$_4$-base complex also with the CCSD(T)-F12a data. Changes in $\Sigma[(H_2SO_4)_2]$ are qualitatively similar for the flow tube simulations; however, the flow tube results and thus the comparison to the observations are affected also by hydration (the CCSD(T) energies were calculated only for dry clusters) and uncertainties in the base concentration (see below). In addition, the thermal contributions in the free energies involve uncertainties related to the rigid rotor-harmonic oscillator approximation, which may be comparable to the uncertainties in the electronic energies estimated based on the CCSD(T)-F12a calculations.

![Figure 6. Effective total evaporation rate constants of individual clusters as a function of relative humidity at 278 K. Letters A, N, M, D, and T refer to H$_2$SO$_4$, NH$_3$, MMA, DMA, and TMA, respectively.](image-url)
For the H$_2$SO$_4$-DMA system, we also performed simulations using data calculated at the PW91PW91/6-311+ +G(3df) level by Nadykto et al. [2014] as described in the supporting information. This data set predicts significantly weaker particle formation compared to the RICC2//B3LYP data and also to the experiments by Jen et al. [2014] (Figures S13 and S14), suggesting that the PW91PW91 values can be considered as lower limit estimates for the binding of H$_2$SO$_4$-DMA clusters.

In addition to evaporation rate constants, also, collision rate constants involve uncertainties: For instance, compared to hard-sphere collision rates used in this work, the collision constants between small clusters and molecules may be increased because of attractive forces due to permanent or induced dipoles. Test simulations performed with all collision constants increased by a factor of 2 showed an approximately twofold to fivefold increase in the formation rates for all studied systems, but the relative differences between the different bases were not affected.

Comparisons with cluster measurements involve also various experimental uncertainties: determining the cluster-dependent transmission efficiency of the mass spectrometers and converting signal counts to concentrations is not straightforward [see, e.g., Jen et al., 2014]. Different instrumental settings can affect the detected distribution via effects on cluster transmission and fragmentation [e.g., Schobesberger et al., 2013], which should be kept in mind when comparing observations to modeled concentrations. In case of flow tube experiments, the measurement result may be affected also by nonuniform mixing of the species in the sample flow due to, e.g., strong radial gradients which affect the loss rate constants from the central streamline (Figure S15). Further, the sample measured from a laminar flow consists of clusters with a range of residence times. Examination of the time-dependent cluster concentrations in simulations corresponding to the flow tube of Jen et al. [2014] suggests that changes in the residence time may play a nonnegligible role (Figure S16). Computational fluid dynamics applications are currently being developed to resolve the details of flow tube setups [Hanson et al., 2017].

4. Conclusions

The potential role of different alkylamines in atmospheric new particle formation (NPF) involving sulfuric acid and water was explored by simulations of molecular cluster formation in a range of ambient conditions relevant to the lower troposphere. The capabilities of amines to stabilize small clusters of sulfuric acid have previously been assessed by quantum chemical calculations on cluster formation thermodynamics. In this work, we applied quantum chemical data in cluster population dynamics simulations to yield cluster concentrations and formation rates, which provide information on the stabilization potential of different compounds in the form of quantities that can be measured or directly applied in atmospheric NPF modeling.

It is established that amines generally enhance sulfuric acid-driven NPF more than the most abundant base precursor ammonia; the detailed effects, however, depend on the amine type. The relative stabilization efficiencies of monomethylamine, dimethylamine, and dimethylamine (MMA, DMA, and TMA) in terms of cluster formation are in line with previous observations in laboratory experiments: the stabilizing strength of the amines with respect to each other and ammonia is DMA $\geq$ TMA $>$ MMA $>$ NH$_3$. The studied bases can be roughly divided into two categories: the stronger stabilizers DMA and TMA form stable H$_2$SO$_4$-base clusters for which evaporation is suppressed, while clusters of the weaker bases MMA and NH$_3$ evaporate significantly. As the evaporation rate constants depend on the temperature and relative humidity, the absolute cluster concentrations and formation rates in systems of the weaker stabilizers are more sensitive to variations in these ambient conditions.

While temperature has a straightforward, lowering effect on cluster formation rates, the effect of hydration is more complex and depends on the amine. DMA clusters become partly hydrated with increasing RH, but the effect on cluster stability is very minor. Small TMA clusters take up only very little water and become destabilized against evaporation with increasing humidity. For DMA and TMA, the overall effect of hydration is small; cluster formation involving MMA, on the other hand, is generally enhanced by water in the studied conditions.

These findings address the question of what level of simplification is justifiable in atmospheric NPF modeling: using a surrogate amine species is beneficial for, e.g., large-scale models with less detailed chemistry. The presented results point to approximating DMA and TMA as a lumped species being a reasonable approach.
if a detailed description is not required or affordable: cluster formation and its response to changes in the ambient temperature and relative humidity are roughly similar for them. MMA enhances particle formation less than DMA and TMA, and the qualitative trends often resemble those of ammonia rather than those of the stronger amines. For detailed process modeling, including interpretation of laboratory experiments, MMA cannot be approximated as DMA and TMA. For large-scale modeling of NPF, on the other hand, the significant differences in the formation rates may not lead to notable changes in cloud condensation nuclei (CCN) concentrations due to possible feedbacks between nanoparticle formation and growth to much larger sizes given that the formation rate for MMA is nonnegligible [Westerveld et al., 2014]. Differences in concentrations of much larger particles and CCN can be mainly expected for conditions where particle formation rate for DMA and TMA is significant (>1 cm^{-3} s^{-1}) and for MMA negligible (<1 cm^{-3} s^{-1}), namely, at lower [H_2SO_4], [amine], and RH and higher boundary layer temperatures (in the simulations of this work, approximately at [H_2SO_4] = ~10^6 cm^{-3}, [amine] = ~1 ppt (~10^{-7} cm^{-3}), RH ≤ 20%, and temperatures of ≥ 290 K). In these conditions, including MMA emissions in a NPF scheme which assumes the clustering properties of DMA and TMA can be considered to give an upper limit for H_2SO_4-amine-based particle formation, which should be borne in mind when interpreting model results.

As a final remark, as amines form strongly bound complexes with sulfuric acid, cluster self-coagulation is likely to be nonnegligible for the kinetics of H_2SO_4-amine systems. This makes theoretical nucleation schemes considering only cluster-monomer interactions, such as approaches based on the classical nucleation theory, not valid for these systems: solving the particle formation rate requires more sophisticated treatment of the clustering dynamics.
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