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For the first time, a search for the rare decay of the \( W \) boson to three charged pions has been performed. Proton-proton collision data recorded by the CMS experiment at a center-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 77.3 fb\(^{-1}\), have been analyzed. No significant excess is observed above the background expectation. An upper limit of \( 1.01 \times 10^{-6} \) is set at 95\% confidence level on the branching fraction of the \( W \) boson to three charged pions. This provides a strong motivation for theoretical calculations of this branching fraction.
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Exclusive decays of the \( W \) boson to hadrons, if observed, would provide a new precision measurement of the mass of the \( W \) boson that is based solely on visible decay products. This as yet unobserved probe of the strong interaction at the boundary of perturbative and nonperturbative domains could also provide insight into quantum chromodynamics (QCD), in particular factorization and meson form factors at high energy scales [1–3]. Upper limits on the branching fractions (\( B \)) of two exclusive \( W \) boson decays were set previously at a 95\% confidence level (CL): \( B(W^{\pm} \rightarrow D^{\pm}_s \gamma) < 1.3 \times 10^{-3} \) [4] and \( B(W^{\pm} \rightarrow \pi^{\pm} \gamma) < 7.0 \times 10^{-6} \) [5]. For the \( Z \) boson, there are many more results on searches for such rare exclusive decays [6]. The decay \( W^{\pm} \rightarrow \pi^{\pm} \pi^{\mp} \pi^{\mp} \) could be the first exclusive decay of the \( W \) boson to hadrons to be observed because the low particle multiplicity in the final state provides a clean signature in a collider experiment. There exists no theoretical calculation of \( B(W^{\pm} \rightarrow \pi^{\pm} \pi^{\mp} \pi^{\mp}) \), but it is expected to be the same order of magnitude as \( B(Z \rightarrow \pi^{\pm} \pi^{\mp} \pi^{0}) \), and within the range \( 10^{-8} \) and \( 10^{-5} \) [2,7].

This Letter reports a first search for the rare \( W^{\pm} \rightarrow \pi^{\pm} \pi^{\mp} \pi^{\mp} \) decay. The analysis relies on an innovative use of algorithms designed to trigger on and identify \( \tau \) to hadrons + \( \nu_{\tau} \) weak decays [8,9]. The data correspond to an integrated luminosity of 77.3 fb\(^{-1}\) recorded in proton-proton (\( pp \)) collisions at a center-of-mass energy of 13 TeV in 2016 (35.9 fb\(^{-1}\)) and 2017 (41.4 fb\(^{-1}\)). The two data-taking periods are analyzed separately and then combined. For simplicity, in the following the charges of the particles are omitted.

The central feature of the CMS apparatus is a superconducting solenoid 6 m in internal diameter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter reside within the solenoid volume. Each of these systems is composed of a barrel and two end cap sections. Forward hadron calorimeters extend the pseudorapidity (\( \eta \)) coverage provided by the barrel and end cap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. Events of interest are selected using a two-tiered trigger system [10]. A more detailed description of the CMS detector, together with a definition of its coordinate system and relevant kinematic variables, can be found in Ref. [11].

The signal process \( W \rightarrow 3\pi \) is simulated at leading order (LO) in perturbative QCD using the Monte Carlo (MC) event generator PYTHIA 8.212 [12]. The transverse momentum spectrum of the \( W \) boson [\( p_T(W) \) spectrum] is corrected to match that observed in a \( W \rightarrow \ell \nu \) (\( \ell = e, \mu, \tau \)) simulation in MADGRAPH5_aMC@NLO v2.3.3 [13] using the jet matching and merging scheme simulated at next-to-LO (NLO) through the FxFx algorithm [14]. The \( Z/\gamma^*(\rightarrow \ell\ell) \) background is generated at LO using MADGRAPH5_aMC@NLO with the MLM jet matching algorithm [15]. Small background contributions from \( WW \), \( WZ \), and \( ZZ \) (diboson) production are simulated at NLO with MADGRAPH5_aMC@NLO, whereas the \( t\bar{t} \) process is simulated with the POWHEG 2.0 [16–20] generator. The generators are interfaced to PYTHIA to model parton showering and fragmentation. The PYTHIA parameters affecting the description of the underlying event are set to the CUETP8M1 tune [21]. The NNPDF 3.0 [22] parton distribution functions (PDF), with the order matching that used in the MC generation, are used in the simulation of all processes. Generated events are processed through a simulation of the CMS detector based on GEANT4 [23], and are reconstructed with the same algorithms used for
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data. Additional $pp$ collisions in the same or nearby bunch crossings (pileup) are simulated, and reweighted to reproduce the pileup multiplicity measured in data.

The reconstruction of events relies on the particle-flow (PF) algorithm [24], which combines information from the subdetectors to reconstruct and identify individual particles in an event. Combinations of these PF objects are used to reconstruct higher-level objects such as jets and hadronically decaying $\tau$ leptons, denoted as $\tau_h$. The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is the primary $pp$ interaction vertex. The physics objects are the jets, clustered using a jet-finding algorithm [25,26] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum is the negative vector sum of the $p_T$ of those jets. The jets are reconstructed from PF objects with the anti-$k_T$ algorithm [25] implemented in the FASTJET library [26,27], using a distance parameter of 0.4.

Charged pions are reconstructed using the hadrons-plus-strips (HPS) algorithm [8,9], which is primarily designed to reconstruct $\tau_h$ candidates. This allows us to align the offline object reconstruction with the requirements of the analysis trigger, which are based on the presence of two high-$p_T$ $\tau_h$ candidates, and to use advanced discriminators developed for the HPS algorithm to reject quark and gluon jets, electrons, and muons. The HPS algorithm is seeded using jets, and combines tracks and energy depositions in the ECAL to form $\tau_h$ candidates. Three decay modes are reconstructed: 1-prong, 1-prong + $\pi^0$, and 3-prong [8,9]. The 1-prong decay mode of the HPS algorithm targets $\tau$ leptons decaying to a charged pion and a $\nu_\tau$. About 85% of $\tau$ leptons decaying to a charged pion and a $\nu_\tau$, and 15% of $\tau$ leptons decaying to a charged pion, a neutral pion, and a $\nu_\tau$, are reconstructed as 1-prong $\tau_h$ candidates. Charged-pion candidates are required to be reconstructed in the 1-prong decay mode of the algorithm. They need to be isolated, in that the sum of the $p_T$ of charged particles and photons with $p_T > 0.5$ GeV reconstructed with the PF algorithm around the $\tau_h$ object within a cone of $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ is required to be less than 2 GeV, where $\phi$ denotes the azimuthal angle measured in radians. This isolation criterion has an efficiency above 90% for each pion. The pion candidates must also pass veto requirements for electrons and muons [8,9]. The discriminator against muons makes use of information from the muon detectors. The efficiency for true $\tau_h$ or pions is larger than 99%, while the misidentification rate is about $3.5 \times 10^{-3}$ [9]. The discriminator against electrons uses various hadron calorimeter and ECAL variables. Its efficiency is about 80%, with the misidentification rate of the order of $3 \times 10^{-3}$ [9]. Pions must meet the minimum requirement that the distance of closest approach to the primary vertex satisfies $|d_z| < 0.01$ cm along the beam direction, and $d_{xy} < 0.01$ cm in the transverse plane.

Events are selected using triggers that require the presence of two $\tau_h$ candidates with $p_T$ thresholds greater than 35 or 40 GeV, depending on the run. About 3% of the signal events have two pions with $p_T > 35$ GeV at generator level. Offline, the two pion candidates that correspond to the trigger objects are required to be reconstructed in the 1-prong $\tau_h$ decay mode, and to have $p_T > 35$ GeV (or 40 GeV, depending on the trigger) and $|\eta| < 2.1$. In addition, a third pion candidate is required to be present in the event, and be reconstructed as a 1-prong $\tau_h$ candidate with $p_T > 18$ GeV and $|\eta| < 2.3$. The selected 1-prong $\tau_h$ candidates are required to be separated from each other by at least $\Delta R = 0.3$, be isolated, and pass the discriminator against muons. They must not all have the same electric charge. At least two of the pions are also required to pass the discriminator against electrons. The reconstructed $p_T$ of the $W$ boson, computed as the vectorial sum of the $p_T$ of the three pion candidates, is required to be greater than 40 GeV. This selection criterion has an efficiency greater than 90% for signal events passing the other criteria listed above, because the $W$ bosons must have sufficiently high $p_T$ to pass the trigger requirements, and rejects more than two-thirds of the background events.

The background is dominated by standard model events composed of jets produced through the strong interaction, referred to as QCD multijet events. This component is estimated from data, using a control region (CR1) with events that contain at least one HPS-reconstructed pion candidate failing the isolation condition. Such events are reweighted using an extrapolation factor that depends on the invariant mass of the three pions, $m_{3\pi}$, to obtain the QCD multijet contribution in the signal region (SR). The extrapolation factor is obtained from events complementary to the SR, selected with $p_T(W) < 40$ GeV. The dependence on $m_{3\pi}$ is parametrized with a linear function. Because of the poor statistical uncertainty in the region with $p_T(W) < 40$ GeV, the chosen linear dependence on mass suffices to parametrize the $m_{3\pi}$ spectrum. The contribution to CR1 of processes other than QCD multijet events, in particular $Z/\gamma^* \rightarrow \ell\ell$ events, is estimated from simulations and subtracted.

The second largest background corresponds to $Z/\gamma^* \rightarrow \ell\ell$ events. The contribution from $Z/\gamma^* \rightarrow \tau\tau$ events, with $\tau$ decays to one charged hadron and a neutrino, is dominant, but $Z/\gamma^* \rightarrow ee$ and $Z/\gamma^* \rightarrow \mu\mu$ events also enter the SR because electrons and muons can easily be wrongly reconstructed as isolated 1-prong $\tau_h$ candidates by the HPS algorithm. The normalization of the $Z/\gamma^* \rightarrow \ell\ell$ background is estimated from simulation using the cross section computed in FEWZ 3.1.b2 [28]. The $p_T$ of the $Z$ boson and the mass spectra found in the LO simulation are corrected to match the data using correction factors obtained from $Z \rightarrow \mu\mu$ events [29]. The $m_{3\pi}$ distribution for $Z/\gamma^* \rightarrow \ell\ell$ background in the SR comes from another control region in data (CR2), similar to the SR, but with the exception that two of the pion candidates are required to fail the discriminator that rejects electrons misidentified as $\tau_h$ candidates. The CR2 is enriched in $Z/\gamma^* \rightarrow ee$ events, but
the $m_{3\pi}$ distribution has been verified to be compatible for all $Z/\gamma^{(*)} \rightarrow \ell\ell$ decays.

The yields of the diboson, single top quark, $t\bar{t}Z$, $t\bar{t}W$, and triboson backgrounds are small, and these processes are estimated from simulation. The normalization of the $t\bar{t}$ background is estimated from simulation, while the $m_{3\pi}$ distribution for these events is taken from data in a different control region (CR3) where there is at least one jet identified as originating from a bottom quark [30], and where the pion candidates pass relaxed criteria that discriminate against muons and electrons.

The results are obtained by using a binned maximum likelihood fit to the $m_{3\pi}$ distribution. The mass resolution for the signal process is about 7%. Systematic uncertainties are treated as nuisance parameters in the fit. The statistical uncertainty of the collected data constitutes about 90% of the total uncertainty in the final results.

The uncertainty in the integrated luminosity, applied to the signal and to backgrounds estimated from simulation, amounts to 2.5% in 2016 [31] and 2.3% in 2017 [32]. Because of the limited size of the simulated samples in the SR, and data in CR1, CR2, and CR3, statistical uncertainties in individual bins of the $m_{3\pi}$ distributions are treated as Poissonian nuisance parameters for all processes.

The leading systematic uncertainty is related to the pion identification efficiency and amounts to 5% per pion. This corresponds to an uncertainty of 15% for an event with three pions. The magnitude of the uncertainty is determined through a dedicated measurement in $Z \rightarrow \tau_\mu\tau_\mu$ events, where the $\tau_\mu$ candidates are reconstructed in the 1-prong decay mode and $\tau_\mu$ denotes a $\tau$ lepton decaying to a muon and neutrinos. The uncertainty in the trigger efficiency is uncorrelated with the pion identification efficiency and amounts to an additional 3.5% for each pion accepted by the trigger [9]. For pions with $35 < p_T < 40$ GeV, the trigger efficiency uncertainty is inflated by 10% because this $p_T$ region corresponds to a turn-on of the trigger, where uncertainties in the energy scale of trigger objects lead to large uncertainties in the efficiency. The signal sample contains about 65% of the events that have both triggering pions with $p_T > 40$ GeV, and 30% that have one triggering pion with $35 < p_T < 40$ GeV. The uncertainty in the pion energy scale is also measured in $Z \rightarrow \tau_\mu\tau_\mu$ events, and amounts to 1.2% [9]. It affects both the normalization and the $m_{3\pi}$ distribution for simulated processes with pions or genuine $\tau$ leptons. All these uncertainties are uncorrelated between the 2016 and 2017 data.

The uncertainty in the QCD multijet background comes from two sources. The first source reflects the parametrization of the extrapolation factor as a function of $m_{3\pi}$ for events with at least one nonisolated pion candidate in CR1. The uncertainty in the slope of the linear function is propagated to the $m_{3\pi}$ spectrum and treated as an uncertainty in the dependence of the distribution. The second source is related to the background estimation method, which makes use of events where at least one pion candidate is not isolated. This uncertainty amounts to 30%, and is also uncorrelated between the two data-taking periods. The magnitude of the uncertainty is estimated from the results of three studies. The first compares the default background estimate to that obtained from reweighting events where one of the pions fails the isolation condition but still has an isolation value below a weaker threshold as high as 6 GeV, resulting in a normalization difference up to 18%. In the second study, the default background estimate is compared to that obtained when the extrapolation factor is parametrized as a function of the leading pion $p_T$ or of $p_T(W)$. These alternative parametrizations lead to variations up to 20% in the QCD multijet background normalization. And in a third study, the agreement between data and predicted backgrounds is verified in a dedicated control region (CR4), where at least one of the pion candidates fails the $d_{xy}$ or $d_z$ requirements. The difference between the predicted backgrounds and data amounts to 23% in CR4. The uncertainty related to the subtraction of simulated events in CR1 is negligible with respect to the statistical uncertainty in the $m_{3\pi}$ distribution of the QCD multijet background.

The theoretical uncertainty in the yield of the $Z/\gamma^{(*)} \rightarrow \ell\ell$ background is 2%, as determined in FEWZ 3.1.b2 [28]. The number of simulated $Z/\gamma^{(*)} \rightarrow \ell\ell$ events selected in the SR is small, and a statistical uncertainty in the normalization must be included explicitly because a smoothed $m_{3\pi}$ distribution from CR2 is used in the SR. The statistical uncertainty in the $Z/\gamma^{(*)} \rightarrow \ell\ell$ yield amounts to 30 (20)% in 2016 (2017). The cross sections of the diboson production processes and their uncertainties arise from next-to-NLO computations made using MCFM (v8.0) [33]. The full next-to-NLO with next-to-next-to-leading logarithmic order resummation of soft gluon corrections [34–39], performed with the TOP++ 2.0 program [40], is used to compute a $t\bar{t}$ production cross section equal to $382^{+40}_{-45}$ pb using a top quark mass of 172.5 GeV.

The theoretical uncertainty in the yield of $W$ bosons is 4%, as determined with FEWZ 3.1.b2 [41,42]. It includes PDF and scale uncertainties. An uncertainty in the reweighting of the PYTHIA signal sample to NLO as a function of the generated $p_T(W)$ is also included. It amounts to 5% and is dominated by statistical uncertainties. As verified in $Z \rightarrow \mu\mu$ events, the difference in the $p_T$ spectra of the vector bosons between data and NLO simulation is at the subpercent level, and is therefore neglected.

Combining both data-taking periods, the $m_{3\pi}$ distribution is shown in Fig. 1. No significant excess above the expected background is observed. Upper limits at a 95% CL are set on the branching fraction of the $W$ boson to three charged pions using the CL$_s$ method [43–45] and are shown in Fig. 2. These are $1.66 \times 10^{-6}$ in the 2016 data, $1.36 \times 10^{-6}$ in the 2017 data. The combination of the two data sets leads to
In summary, the first search for the rare decay of the $W$ boson to three charged pions has been performed. The data correspond to an integrated luminosity of $77.3 \text{ fb}^{-1}$ of proton-proton collisions collected in the CMS detector at a center-of-mass energy of 13 TeV. Events with $W$ bosons are selected with a trigger designed to identify events with two $\tau$ leptons decaying to hadrons and a neutrino. The data are compatible with the background hypothesis. The upper limit on the branching fraction of the $W$ boson to three charged pions is $1.01 \times 10^{-6}$ at 95% CL, which reduces the previous range of values and motivates theoretical calculations of this branching fraction.
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