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ABSTRACT: Results of a search for nonresonant production of Higgs boson pairs, with each Higgs boson decaying to a $b\bar{b}$ pair, are presented. This search uses data from proton-proton collisions at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 35.9 fb$^{-1}$, collected by the CMS detector at the LHC. No signal is observed, and a 95% confidence level upper limit of 847 fb is set on the cross section for standard model nonresonant Higgs boson pair production times the squared branching fraction of the Higgs boson decay to a $b\bar{b}$ pair. The same signature is studied, and upper limits are set, in the context of models of physics beyond the standard model that predict modified couplings of the Higgs boson.
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1 Introduction

The detailed understanding of the properties of the Higgs boson (H) discovered in 2012 by the CERN LHC experiments [1–3] remains an important subject in fundamental physics. Current determinations of the properties of the new particle by the ATLAS and CMS Collaborations are found to be in agreement with standard model (SM) predictions [4, 5]. However, there are still many measurements that could reveal unexpected deviations from the SM. A number of models of physics beyond the SM (BSM) can be tested using their predictions of the properties of the observed state, including the Higgs boson self-coupling and couplings to bosons and fermions [6–10].
The production of Higgs boson pairs (HH) is the most direct way to access the Higgs boson self-coupling [11] and to study in detail the SM Higgs potential. The HH production cross section predicted by the SM for 13 TeV proton-proton (pp) collisions and $m_H = 125.09$ GeV [5, 12] is $33.49^{+4.3%}_{-6.0%}$ (scale) $\pm 2.3% (\alpha_S) \pm 2.1% (PDF)$ fb [13–17], where the uncertainty is due to the variation of the renormalization ($\mu_R$) and factorization ($\mu_F$) scales (scale), the strong coupling constant ($\alpha_S$) uncertainties, and the uncertainty in parton distribution functions (PDF). The predicted cross section results in a low expected event rate, and the acceptance for HH events in the detector is small. This means that the SM HH production process cannot be observed with the data collected so far at the LHC: the expectation is that it will only be possible to set an upper limit on the HH production cross section, as discussed, e.g. in refs. [18, 19]. However, the cross section can be enhanced by anomalous couplings in BSM models [20] and in some cases the enhancement is large enough that HH production could be observed with the current data.

The first searches for nonresonant HH production were performed by LHC experiments using pp collisions data at $\sqrt{s} = 8$ TeV [21, 22]. The data collected in 2015 and 2016 at $\sqrt{s} = 13$ TeV were used for improved analyses in the decay channels: $b\bar{b}b\bar{b}$ [19], $b\bar{b}e^+e^-$ [23], $b\bar{b}q\bar{q}$ [24], $b\bar{b}\tau\tau$ [18, 25], $b\bar{b}\gamma\gamma$ [26, 27], $\gamma\gamma WW^*$ [28], and WW*WW* [29]. An additional search in the $b\bar{b}b\bar{b}$ decay channel focused on the region of phase space where one $b\bar{b}$ pair is highly Lorentz-boosted and is reconstructed as a single large-area jet [30]. In the cases mentioned above, at least one of the two Higgs bosons is required to decay to $b\bar{b}$ to exploit the large branching fraction of this decay. Results were found to be compatible within uncertainties to the expected SM background contribution. The measurement of nonresonant HH production at the LHC with the tightest expected upper limit (15 times the SM rate) was made in the $b\bar{b}b\bar{b}$ channel [25], yielding an observed upper limit equivalent to 13 times the SM rate.

This article reports the results of a search for HH production with both Higgs bosons decaying into bottom quark pairs, resulting in four resolved hadronic jets. The search is performed using 13 TeV pp collisions data corresponding to an integrated luminosity of 35.9 fb$^{-1}$, collected by the CMS detector in 2016. The final state containing four $b$ quarks has the highest branching fraction of all possible HH final states, corresponding to $10^{-339}$ for an SM Higgs boson with a mass of 125 GeV. It is one of the most sensitive signatures for the investigation of HH production, as confirmed by the results of a similar search recently performed by the ATLAS Collaboration [19]. The main challenge for this analysis is the large background from multijet final states produced by quantum chromodynamics (QCD) processes, which collectively yield rates exceeding that of the signal by several orders of magnitude. We address this by fully exploiting the distinctive features of the signal: the presence of four $b$ quarks and the kinematical properties of the decay process. In a sample selected by requiring four $b$ quark jets, a multivariate event classifier is trained to discriminate signal from background. This sample is studied by comparing it to a model of all contributing background processes, which is completely based on data. Because of the use of different data sets, triggers, and offline selection requirements, this analysis is fully independent from the CMS searches mentioned above [18, 23, 26, 30].
Figure 1. Feynman diagrams that contribute to HH production via gluon-gluon fusion at LO. Diagrams (a) and (b) correspond to SM-like processes, while diagrams (c), (d), and (e) correspond to pure BSM effects: (c) and (d) describe contact interactions between the Higgs boson and gluons, and (e) describes the contact interaction of two Higgs bosons with top quarks.

2 Beyond-the-standard-model extensions

In the SM, HH production occurs predominantly by gluon-gluon fusion (ggF) via an internal fermion loop, where the top quark (t) contribution is dominant. In the absence of new light states, the ggF HH production at the LHC can be generally described (considering operators up to dimension 6) by five parameters controlling the tree-level interactions of the Higgs boson. Without considering CP violating effects, the relevant part of the Lagrangian then takes the form:

\[ \mathcal{L}_H = \frac{1}{2} \partial_\mu H \partial^\mu H - \frac{1}{2} m_H^2 H^2 - \kappa_\lambda \lambda_{\text{SM}} v H^3 - \frac{m_t}{v} \left( v + \kappa_t H + \frac{c_2}{2v} H H \right) (\bar{t}_L t_R + \text{h.c.}) + \frac{1}{4} \frac{\alpha_S}{3\pi v} \left( c_\beta H - \frac{c_2\beta}{2v} H H \right) G_{\mu\nu} G^{\mu\nu}. \] (2.1)

This Lagrangian follows from extending the SM with operators of mass dimension between four and six in the framework of an effective field theory [31], encoding the effects of new heavy states currently beyond experimental reach. The five parameters of the Lagrangian, named \( \kappa_\lambda, \kappa_t, c_\beta, c_2\beta, \) and \( c_2 \), are related to the Higgs boson couplings. In particular, the multiplicative factors \( \kappa_\lambda = \lambda_{HHH}/\lambda_{\text{SM}} \) and \( \kappa_t = y_t/y_{\text{SM}} \) parametrize deviations from the SM values of, respectively, the Higgs boson trilinear coupling and the top quark Yukawa coupling. The former is given by \( \lambda_{\text{SM}} = m_H^2/2v^2 \), with \( v \) being the vacuum expectation value of the Higgs field. The absolute couplings \( c_\beta, c_2\beta, \) and \( c_2 \) parametrize contact interactions not predicted by the SM, i.e. the coupling of the Higgs boson to gluons and those of the two Higgs bosons to two gluons or to a top quark-antiquark pair, which could arise through the mediation of very heavy new states. In eq. (2.1), \( m_t \) is the mass of the top quark, and \( G_{\mu\nu} \) the gluon field. We neglect possible modifications of the bottom quark Yukawa coupling \( \kappa_b \), which is already constrained by LHC data [32]. The Feynman diagrams contributing to HH production in pp collisions at leading order (LO) are shown in figure 1. The translation of the above parametrization to the flavour-diagonal Higgs basis (as discussed in ref. [31]) is trivial; we use the notation of eq. (2.1) for simplicity.

The parameter space for the Higgs boson couplings in a BSM scenario has five dimensions. Constraints on the ranges of the five parameters come from measurements of
Table 1. The values of the anomalous coupling parameters for the 13 benchmark models studied [33]. For reference, the values of the parameters in the SM are also included.

<table>
<thead>
<tr>
<th>Benchmark point</th>
<th>$\kappa_\lambda$</th>
<th>$\kappa_4$</th>
<th>$c_2$</th>
<th>$c_g$</th>
<th>$c_{2g}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.5</td>
<td>1.0</td>
<td>-1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.5</td>
<td>-0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>1.0</td>
<td>-1.5</td>
<td>0.0</td>
<td>-0.8</td>
</tr>
<tr>
<td>4</td>
<td>-3.5</td>
<td>1.5</td>
<td>-3.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.8</td>
<td>-1.0</td>
</tr>
<tr>
<td>6</td>
<td>2.4</td>
<td>1.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>7</td>
<td>5.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>8</td>
<td>15.0</td>
<td>1.0</td>
<td>0.0</td>
<td>-1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>-0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>10</td>
<td>10.0</td>
<td>1.5</td>
<td>-1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>2.4</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>12</td>
<td>15.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Box</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>SM</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The search for BSM signals presented here is focused on these benchmarks.

3 The CMS detector

The CMS detector is a multipurpose apparatus designed to reconstruct the high-energy interactions produced by the LHC. Its central feature is a superconducting solenoid with an internal diameter of 6 m. The solenoid generates a magnetic field of 3.8 T inside a volume occupied by four main sub-detectors, each composed of a barrel and two endcap sections: silicon pixel and strip tracker detectors, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL). The pixel
tracker provides an impact parameter resolution for charged tracks of about 15 μm, which allows for a precise reconstruction of secondary vertices, crucially used to identify jets originating from the hadronization of b quarks (b jets). Muons are measured in gas-ionization detectors embedded in a steel flux return yoke outside the solenoid. Information from the calorimeters and muon detectors is used by the first level of the CMS trigger [34], a system based on custom hardware processors that provides the first online event selection. The second level of the CMS trigger, also called high-level trigger and consisting of a farm of processors running a version of the full event reconstruction software optimized for fast processing, further selects events using information from the whole detector before sending them downstream for detailed processing and storage. Particles produced in the pp collisions are detected in the pseudorapidity range $|\eta| < 5$. Pseudorapidity is defined as $|\eta| = -\ln \tan(\theta/2)$, where the polar angle $\theta$ is measured from the z-axis, which points along the beam direction toward the Jura mountains from LHC Point 5. A more detailed description of the CMS detector can be found in [35].

4 Data sets

The online event selection for the data used in this analysis is designed to select a sample of multijet events enriched with b quark decays, reducing the rate from the QCD multijet background with light quarks and gluons. The combined secondary vertex (CSVv2) algorithm [36] is used to identify b jets. This algorithm exploits the relatively long lifetime of hadrons containing b quarks ($c\tau \sim 450 \mu\text{m}$), which results in a displaced decay point of the produced b hadrons. The reconstructed trajectories of charged decay products from b hadrons thus exhibit significant impact parameters with respect to the b quark production point. The CSVv2 algorithm uses the impact parameter information together with information on other characteristics of the jets to discriminate jets originating from b quarks from those produced by the hadronization of light quarks or gluons. Two trigger paths contribute to the online selection. In the first trigger path jets are considered if their momentum transverse to the beam direction, $p_T$, is above 30 GeV and $|\eta| < 2.6$. Selected events must contain at least four such jets of which at least three are tagged as b jets by the CSVv2 algorithm and at least two have $p_T > 90$ GeV. The second trigger path requires at least four jets with $p_T > 45$ GeV with at least three tagged as b jets by the CSVv2 algorithm. The logical OR between these two selections provides the data used in this analysis.

The production of nonresonant HH in the SM is simulated following the prescriptions of ref. [37] at LO with MadGraph5_aMC@NLO 2.2.2 [38] used as the generator. Loop factors are calculated on an event-by-event basis and applied to an effective model, from ref. [37]; the NNPDF30_lo_as_0130_nf4 PDF set [39] is used. In addition, for the study of BSM models involving anomalous Higgs boson couplings, we generate for each of the parameter space points listed in table 1 a set of 300 000 simulated events.

The 14 simulated signal samples are added together to obtain a larger signal sample. We will refer to this ensemble of events as the Pangea sample. This sample is then reweighted to reproduce the physics of any particular point in the BSM phase space. The
weights are obtained by looking at the matrix element information for $m_{HH}^\text{gen}$ and $\cos \theta_{gen}^*$ from dedicated simulations, as described in ref. [40]. The numbers of events used to determine the weights at generator level are 3,000,000 for the SM sample and 50,000 for each BSM benchmark. In the following, we always use the Pangea sample instead of the 14 original samples to study signal properties in each model considered.

Although our search employs an approach fully based on data to model backgrounds, we make use of a simulation of QCD processes for several cross-checks. This simulation consists of a collection of seven simulated data sets of contiguous ranges in the $H_T^\text{gen}$ variable, which is defined as the scalar sum of the $p_T$ of all partons that originate from the hard-scattering process in a simulated event. The samples are generated by MADGRAPH5_AMC@NLO 2.2.2 at LO, using the NNPDF30_lo_as_0130 set, and are then interfaced with PYTHIA 8.212 [41] for fragmentation and parton showering, using the MLM matching [42]; their equivalent integrated luminosity depends on the $H_T^\text{gen}$ range considered and increases from 0.06 to 400 fb$^{-1}$ as $H_T^\text{gen}$ varies between 200 and 2000 GeV. For additional studies of the sub-dominant background from top quark pairs, a large next-to-leading order (NLO) POWHEG 2.0 [43–45] sample of inclusive $t\bar{t}$ events is used. The behaviour of minor backgrounds is verified and a study of their contamination of our selected sample is carried out using POWHEG 2.0 NLO samples of single top quark $t$ channel [47], $t\bar{t}H$ [48], single Higgs boson production [49], and associated $ZH$ production [50]. In addition, we use single top quark $s$ channel, $t\bar{t}t$, $t\bar{b}b$, and $b\bar{b}H$ samples generated with MADGRAPH5_AMC@NLO 2.2.2 at NLO. All of those samples are interfaced with PYTHIA 8.212 for parton showering and fragmentation. The $t\bar{t}$ sample utilises the generator tune CUETP8M2T4 [51] for the underlying event activity, other samples interfaced with PYTHIA use the tune CUETP8M1 [52]. The $t\bar{t}$, $t\bar{t}H$, single Higgs boson, and $ZH$ samples are generated using the NNPDF30_nlo_as_0118 PDF set. The single top quark, $t\bar{t}t$, and $b\bar{b}H$ samples are generated with the NNPDF30_nlo_nf_4_pdfas set. The NNPDF30_nlo_nf_5_pdfas set is used to generate the $t\bar{t}t$ sample. All of the PDF sets are taken from the LHAPDF6 set [53]. The response of the CMS detector is modelled using GEANT4 [54].

Finally, in order to study possible discrepancies between the efficiency of the triggers used in our data selection and their modelling by the simulation, we compare the effect of $b$ jet selection requirements on data collected by a trigger requiring a single isolated muon of $p_T > 18$ GeV with its simulation, using a mixture of events from $t\bar{t}$/single-top described above and a MADGRAPH5_AMC@NLO 2.2.2 $W+$jets LO sample using the MLM matching, weighted appropriately, and a $W+$jets sample generated using the NNPDF30_lo_as_0130 PDF set.

5 Event reconstruction

Global event reconstruction is performed by the particle-flow (PF) algorithm [55], which aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. In this process, the identification of the particle type (photon, electron, muon, charged hadron, neutral
hadron) plays an important role in the determination of the particle direction and energy. Electrons (e.g. coming from photon conversions in the tracker material or from b hadron semileptonic decays) are identified as a primary charged particle track and one or more ECAL energy clusters corresponding to this track extrapolation to the ECAL and to possible bremsstrahlung photons emitted along the way through the tracker material. Muons (e.g. from b hadron semileptonic decays) are identified as a track in the central tracker consistent with either a track or several hits in the muon system, associated with an energy deficit in the calorimeters. The objects primarily considered in this analysis are hadronic jets, composed of particles produced by quark fragmentation and hadronization. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. The energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy. Jets are reconstructed from PF candidates using the anti-$k_T$ clustering algorithm [56] with a distance parameter of 0.4, as implemented in the FastJet package [57]. Jet energy corrections are applied to both data and simulation to scale the energy and correct for differences in the detector response in real and simulated collisions [58]. Jet identification criteria are also applied in order to reject fake jets from detector noise and jets originating from primary vertices not associated with the hard interaction [59]. The combined multivariate algorithm (cMVAv2) [36] is used in the offline analysis to identify jets that originate from the hadronization of b quarks. The cMVAv2 builds on the CSV algorithm by adding soft-lepton information to the combined discriminant. The value of the multivariate discriminant used depends on the required suppression of jets from light quarks and gluons. The medium working point of the cMVAv2, defined such that the misidentification rate of light quarks and gluons as b jets is 1%, is used in this analysis. For jets produced by the hadronization of b quarks emitted in HH production events, the medium working point corresponds to a b-tagging efficiency of about 65% for the jets of interest of this analysis.

A weight is applied to each Monte Carlo (MC) event in order to match the distribution of the number of primary interactions per event in data (pileup correction), thus reproducing the effect on the selection efficiency of the varying instantaneous luminosity conditions incurred during data taking. The simulated events are also weighted to account for measured differences in the b tagging efficiency between data and simulation [36]. The trigger efficiency for signal events is evaluated using a full simulation of the trigger [34]. The correction factor for the efficiency is found to be $0.96 \pm 0.02$ based on measurements performed in b-tag multiplicity categories, using a top-pair enriched sample collected with an inclusive muon trigger.

6 Analysis strategy

The focus of this search is the study of nonresonant production of HH in the $b\bar{b}b\bar{b}$ final state, as predicted by the SM and by several BSM extensions. The analysis is optimized for sensitivity to the SM signal. We use the same selection to extract limits on the HH production cross section for the BSM models.
The offline selection, performed on all data events passing one of the two trigger paths described in section 4, aims at increasing the fraction of data events containing two Higgs boson candidates decaying into b quark jet pairs. This includes a preliminary selection of events where four or more jets have been b-tagged by the cMVAv2. Although this selection significantly reduces the QCD multijet background rate, this background still dominates the selected data, with contributions from events where light quark or gluon jets are mistagged by the cMVAv2 and events containing heavy quarks.

After the selection of events with four or more b tags, each reconstructed Higgs boson candidate is composed of a pair of b jets, referred to in the following as “a dijet system” or simply “dijet”. A boosted decision tree (BDT) classifier [60] is then trained to exploit the observable differences between the SM signal and the background. Finally, a search for a signal contribution to the selected data and an extraction of an upper limit in the number of selected signal events is performed by means of a binned fit to the distribution of the BDT classifier output. The limit on the number of events is converted to a limit on the HH production cross section times the square of the branching fraction of the Higgs boson into a \( b \bar{b} \) pair, using the corresponding integrated luminosity and the computed signal efficiency.

Both the optimization of the BDT classifier and the extraction of upper limits on HH production require an accurate modelling of the multijet background. Unfortunately, the precise simulation of QCD processes yielding a large number of final-state partons is notoriously hard, as MC simulations are not complete to beyond LO; in addition, the very large production cross section for those processes makes it wholly impractical to produce simulated data sets corresponding to an integrated luminosity comparable to that of collision data. To address these issues, a dedicated method, fully based on data, was developed to produce a precise model of the kinematical behaviour of background events. This is described in detail in section 8.

7 Event selection

The events of interest are identified by a jet-based selection applied to data collected by the triggers described in section 4, as well as to all simulated samples. Jets are required to have \( p_T > 30 \text{ GeV} \) and \( |\eta| < 2.4 \). We require at least four such jets \( (N_j \geq 4) \) and these need to be defined as b-tagged jets by the medium working point of the cMVAv2 \( (N_b \geq 4) \). These criteria strongly reduce the QCD multijet background and select HH production events where the final state can be fully reconstructed. The number of selected events in the data set studied is 184,879.

The efficiencies for the SM signal are listed in table 2. The efficiency for the 13 BSM points varies from -40% to +10% compared to the SM values. The average number of jets per selected event is \( \approx 5 \). The four jets with the highest cMVAv2 discriminant values are considered as the decay products of two Higgs boson candidates. The pairing of the four jets into Higgs boson candidates is performed by considering the invariant mass of the two dijet candidates calculable for the three possible pairings, and computing the absolute mass differences \( \Delta M_{klmn} = |M_{kl} - M_{mn}| \), where the \( klmn \) indices run on the three permutations of the four jets. The combination resulting in the smallest mass difference
Produced Trigger  $\geq$4 b tags
\begin{tabular}{|l|l|l|}
\hline
N events / fb & 11.4 & 3.9 & 0.22 \\
Relative eff. & 34\% & 5.6\% &  \\
Efficiency & 34\% & 1.9\% &  \\
\hline
\end{tabular}

Table 2. Cut-flow efficiency for the SM signal pp $\rightarrow$ HH $\rightarrow$ b$\overline{b}$b$\overline{b}$; the efficiency and the relative reduction of each successive selection step is shown. The number of expected SM signal events for an integrated luminosity of 1 fb$^{-1}$ is also reported.

between the two dijet systems is chosen as the one best describing the decay topology. This procedure results in a correct pairing of the b quarks to Higgs bosons in 54\% of the cases, as tested on the Pangea MC signal sample. The two selected dijets are then labelled as "leading" and "trailing" according to their invariant mass value. This procedure, which does not explicitly use the known mass of the Higgs boson, allows the dijet masses for the selected combinations to retain the power to discriminate the HH production signal from the background.

A multivariate technique is used in order to improve the sensitivity of the analysis. A BDT discriminator is trained to distinguish the SM signal from backgrounds (as described in section 8), using the XGBoost library [60]. All 13 BSM models use the same BDT as the SM to distinguish signal from background. We supply the BDT algorithm with a set of variables describing the kinematical properties of the event. The list of variables is pruned to discard those not contributing to the overall discrimination power of the algorithm. In table 3 we list the variables chosen to build the classifier.

In order to characterise the HH system we use as mass variables the invariant mass of the HH system ($M_{HH}$), an estimator of the combined mass of the HH system, $M_X$ (defined by eq. (7.1) below), and the invariant masses of the reconstructed Higgs boson candidates ($M_{H_1}$, $M_{H_2}$). The $p_T$ of the HH system and of each Higgs boson candidate ($p_T^{H_1H_2}$, $p_T^{H_1}$ and $p_T^{H_2}$) are used as well as the $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ and $\Delta \phi$ angles between the jets that form each reconstructed Higgs boson ($\Delta R_{jj}^{H_1}$, $\Delta R_{jj}^{H_2}$, $\Delta \phi_{jj}^{H_1}$ and $\Delta \phi_{jj}^{H_2}$). Additionally, we use the $\theta^*$ angles between the HH system and the leading Higgs boson candidate, $\cos \theta_{H_1H_2-H_1}^*$, and between the leading Higgs boson candidate and the leading jet, $\cos \theta_{H_1-j_1}^*$. We further use the following jet-related variables: the $p_T^j$ and $\eta^j$ ($i = 1-4$) of the four jets with the highest values of the cMVAv2 discriminant, the scalar $p_T$ sum of the jets in the event ($H_T$), and of the jets that are not part of the reconstructed HH system (i.e. the rest of the jets, $H_T^{\text{rest}}$). The cMVAv2 values of the third and fourth jets sorted by cMVAv2 value ($CMVA_3$ and $CMVA_4$) are also used. The estimator, $M_X$, of the mass of the system of two Higgs bosons is constructed as:

$$M_X = m_{4j} - \left( M_{H_1} - m_H \right) - \left( M_{H_2} - m_H \right),$$

(7.1)

where $m_H = 125$ GeV. Even though $M_X$ is strongly correlated with other variables used in the BDT, its use improves the discrimination power.

The invariant masses of the reconstructed Higgs boson candidates are the variables with the largest discrimination power, but all the variables used make significant contributions to the classifier.
HH system | H candidates | Jet variables
---|---|---
$M_X, M_{HH}$ | $M_{H1}, M_{H2}$ | $p_{Tj}^{(i=1-4)}, \eta_j^{(i=1-4)}$
$p_{T1}^{H12}$ | $p_{T1}^{H1}, p_{T2}^{H2}$ | $H_T^{\text{rest}}, H_T$
$\cos \theta_{H12-H1}$ | $\cos \theta_{H1j-H1-j}$ | $CMVA_3, CMVA_4$
$\Delta h_{jj}^{H1}, \Delta h_{jj}^{H2}, \Delta \phi_{jj}^{H1}, \Delta \phi_{jj}^{H2}$

Table 3. List of BDT input variables.

We use 60% of the Pangea sample for training the classifier. The remaining 40% of the Pangea sample is employed for the validation (20%) and application (20%) steps; this splitting has been found to produce maximal sensitivity to a possible HH signal. As a background sample, an artificial data set constructed with a custom mixing procedure, as described in section 8, is employed.

8 The background model

A method exploiting collision data only, based on hemisphere mixing, has been developed [61] to perform two separate tasks: first, to provide input to the training of the BDT classifier; and second, to reproduce the expected shape of the BDT output in background-only events. The method does not require the presence of signal-depleted sidebands in order to extract a background estimation; in fact, it aims at creating an artificial background data set using the whole original data set as the input. Thus, rather than a model of a single distribution, a full model of the original data is produced.

8.1 The hemisphere mixing technique

The basic concept at the heart of the method is to divide each data event in two hemispheres. The collection of hemispheres can then be used to create new events by recombining them in pairs. To create a good background model, the kinematical properties of the new events must be as similar as possible to the ones of the original data but also insensitive to the possible presence of signal. In order to define the hemispheres, we use the transverse thrust axis. This is defined as the axis on which the sum of the absolute values of the projections of the $p_T$ of the jets is maximal, and correspondingly, transverse thrust ($T$) is the value of this sum. Once the transverse thrust axis is identified, the event is divided into two halves by cutting perpendicular to the transverse thrust axis. One such half is called a hemisphere ($h$). In a preliminary step, each event in the original $N$-event data set is split into two hemispheres that are collected in a library of $2N$ elements. Once the library is created, each event is used as a basis for creating artificial events. These are constructed by picking two hemispheres from the library that are similar, according to a measure defined below, to the two hemispheres that make up the original event. An illustration of the procedure can be found in figure 2.

The number of jets $N^h_j$ and number of b-tagged jets $N^h_b$ in each hemisphere, together with four jet-related variables, are used to define a hemisphere similarity criterion. The
Figure 2. An illustration of the hemisphere mixing procedure. The transverse thrust axis is defined as the axis on which the sum of the absolute values of the projections of the $p_T$ of the jets is maximal. Once the thrust axis is identified, the event is divided into two halves by cutting along the axis perpendicular to the transverse thrust axis. One such half is called a hemisphere ($h$). In a preliminary step, each event in the original $N$-event data set is split into two hemispheres that are collected in a library of $2N$ hemispheres. Once the library is created, each event is used as a basis for creating artificial events. These are constructed by picking two hemispheres from the library that are similar to the two hemispheres that make up the original event.

Four variables are the combined invariant mass of all jets contained in the hemisphere $M^h_{\text{tot}}$, transverse thrust of the hemisphere $T^h$, the scalar sum of the projections of the $p_T$ of all the jets onto the axis orthogonal to the thrust axis on the transverse plane, $T^h_a$, the projection of the vectorial sum of the momenta of the jets along the beam axis, $\Sigma p^h_z$. If we label the original hemisphere $o$, and $q$ the one in the library that is compared to $o$, the number of jets in $o$ and $q$ is required to be equal, $N^o_j = N^q_j$, and also the number of b-tagged jets are required to be equal, $N^o_b = N^q_b$. These two requirements are used to maintain the topology of the original events and to avoid introducing events that would not pass the selection described in section 7 (e.g. by combining a hemisphere with 2 jets with a hemisphere with 1 jet, resulting in an event with 3 jets). The requirement for equal numbers of jets is waived for the infrequently occurring pairs of hemispheres that both have at least four jets and at least four b-tagged jets. For each hemisphere $q$ in the library fulfilling the above criteria, a multidimensional distance from hemisphere $o$ is computed using the four jet-related variables, as follows:

$$
D(o, q)^2 = \left(\frac{M^o_{\text{tot}} - M^q_{\text{tot}}}{V(M_{\text{tot}})}\right)^2 + \left(\frac{T^o - T^q}{V(T)}\right)^2 + \left(\frac{T^o_a - T^q_a}{V(T^a)}\right)^2 + \left(\frac{|\Sigma p^o_z| - |\Sigma p^q_z|}{V(\Sigma p_z)}\right)^2.
$$  \hspace{1cm} (8.1)

In the equation above, $V(x)$ represents the variance for the variable $x$, within the subset of events of given $N_b$ and $N_j$ characterizing the hemisphere in question. Once all $D(o, q)$ are computed, the $k$th nearest-neighbour hemisphere in the library, with $k \geq 1$ (i.e. the one such that $0 = D(o, 0) < \ldots < D(q, k)$) can be chosen to model the corresponding hemisphere of the original event; the nearest hemisphere, corresponding to $k = 0$, is by construction
the original one. We match the $\Sigma p_z$ variables by considering only their absolute value (assuming forward-backward symmetric detector acceptance to jets, as is safe to do in the case of the CMS detector) and invert the sign of jet $\Sigma p_z$ components in one of the two matched hemispheres ($q_1$ and $q_2$) if $\text{sgn}(\Sigma p_z^o \Sigma p_z^{o'}) \neq \text{sgn}(\Sigma p_z^q \Sigma p_z^{q'})$, where indices $o_1$ and $o_2$ are the two hemispheres of the original event. Finally, the four-vectors of the jets contained in the two hemispheres are rotated along the $\phi$ coordinate to match the original transverse thrust axis of the modelled event. To keep track of the distance criterion used to choose each hemisphere, the artificial event may be labelled as $(k_1, k_2) \text{ using the neighbour indices}$, indicating that one hemisphere of the original event was replaced by its $k_1$th neighbour and the other hemisphere of the original event by its $k_2$th neighbour and these were used to form the artificial event. By applying this procedure to the whole set of events of the data to be modelled, and by choosing a limiting value $K$ for $k$, we obtain a total of $K^2$ data sets, each equal in size to the original one, and each featuring very similar characteristics to the original one, despite being made up entirely of artificial events.

The procedure described above is successful at modelling multijet events because it exploits the fact that their production can be idealized at LO as a $2 \rightarrow 2$ process, which is made complex by a number of sub-leading effects (QCD radiation, pileup, multiple interactions). The reconstruction of the transverse thrust axis, and the decomposition of events into hemispheres using that axis as a seed, uses the independent fragmentation of the two final state partons as a working hypothesis to create artificial replicas of the original events. The method destroys any correlation in the jet distribution between the two hemispheres, so that any physical effect, such as the decay of a heavy object into jet pairs, is washed out in the artificial samples. Because of this, the resulting artificial data sets are unaffected by the presence of a small signal contamination in the original data. This has been verified by signal injection tests. We started with an original data set composed of simulated QCD multijet events to which is added an additional component of signal corresponding to a cross section 100 times larger than the one expected by the SM. After hemisphere mixing, the kinematical properties of the resulting artificial samples are found to resemble closely those from the QCD multijet part of the original data set, which is its dominant component, and unaffected by the minority component (the signal contamination). Naively this can be understood if we note that, if the signal fraction in the original sample amounts to e.g. 0.1%, the probability that a signal event is modelled using two different hemispheres both originally belonging to signal events is of the order of 0.0001%. Event-based variables such as the two Higgs boson candidate masses, which are obtained by the minimum $\Delta M$ criterion described in section 7 and are thus sensitive to the characteristics of both hemispheres together, do not retain their distribution in events where only one hemisphere is taken from an HH decay event.

We apply the hemisphere mixing technique to data events selected with the $N_j \geq 4$, $N_b \geq 4$ criteria, using $K = 10$ neighbour hemispheres to each hemisphere of the original event, which were found to still provide good modelling. The resulting artificial samples are used to provide a background model in the training of the BDT classifier (training sample), as well as an independent set for the BDT validation and optimization (validation sample), and a third data set used to extract the predicted shape of the optimized BDT.
(application sample). Not all of the data sets are fully independent so only a subset can be safely employed for further studies. We use the following collections of artificial events in the measurement: for the training sample, we use all artificial events of types \((1, 1), (1, 2), (2, 1), \) and \((2, 2)\); for the validation sample, all artificial events of types \((3, 4), (5, 6), (7, 8), \) and \((9, 10)\); and for the application sample, all artificial events of types \((4, 3), (6, 5), (8, 7), \) and \((10, 9)\). This split guarantees that the three samples have equal number of events, and that the validation and application samples are independent of each other, being constituted of artificial events made up of different hemispheres. For the training sample the partial use of the same hemispheres in modelling different artificial events might at most slightly degrade the discrimination power but does not have a detrimental effect on the subsequent steps of the analysis. A study is performed by switching the validation and application samples and we find that this does not change the results. The fraction of data events that are totally replicated in the background template is completely negligible. A comparison between the distributions obtained through the procedure described above and by using MC simulation for QCD multijet processes can be seen in figure 3 for a number of variables. The compatibility is good, although the statistical uncertainties in the model from MC simulation are large.

8.2 The background template validation

We perform a number of stringent checks to verify that the background is well modelled by the hemisphere mixing procedure. For this purpose, we define two control regions (CRs): the first one, called the \(m_H\) CR, is obtained by removing from the data events where the leading and trailing dijet masses are in the region \(90 < M_H^1 < 150\) GeV, \(80 < M_H^2 < 140\) GeV. This avoids using events belonging to the signal-enriched region. In the second region, the b tag CR, fully orthogonal to the default selection, we select events with at least four b-tagged jets as defined by the loose working point of the cMVAv2, while vetoing events with any jets that are defined as b-tagged jets according to the medium working point of the cMVAv2. The loose working point of the cMVAv2 has a misidentification rate of \(\approx 10\%\) and a b-tagging efficiency of \(\approx 85\%\) for jets produced by the hadronization of b quarks emitted in HH production events. The distributions of all individual event variables for the artificial data sets are compared to those from the original data set in these two CRs and are found to be in agreement. This is illustrated for a number of variables in figures 4 and 5. However, the power of the technique rests in its ability to provide fully multidimensional modelling. To verify this, a first cross-check consists of comparing the full BDT shape for data and the artificial model in the \(m_H\) CR. We observe an agreement in the shape of the BDT discriminator with a slight excess of background events in the lower range of the BDT output (as can be seen in figure 6, left). A similar trend is seen in the b tag CR.

A high-precision study is required to investigate the need for a correction to the background shape of the BDT discriminator and a corresponding systematic uncertainty. For this purpose, all the possible combinations of neighbouring hemispheres in the range 1 to 10, except the ones used for training \(((1, 1), (1, 2), (2, 1), (2, 2))\), are merged into a unique sample \(M\). We re-sample 200 new replicas with the same number of events as the original
Figure 3. Comparison between the background model obtained with the hemisphere mixing technique and MC simulation of QCD multijet processes for $p_T^1$ (upper left), $\eta^1$ (upper right), $p_T^{H1}$ (lower left), and $M_{HH}$ (lower right). Bias correction for the background model, described in section 8.2, is applied by rescaling the weight of each event using the event yield ratio between corrected and uncorrected BDT distributions. Only statistical uncertainties are shown as the uncertainties related to the bias correction cannot be propagated from the BDT classifier to a different variable.
Figure 4. Comparison between the background model obtained with the hemisphere mixing technique and data in the $m_H$ CR for the variables $p_T^j$ (upper left), $\eta^j$ (upper right), $\cos\theta_H^{1,j}$ (lower left), and $CMVA_4$ (lower right). Bias correction for the background model, described in section 8.2, is applied by rescaling the weight of each event using the event yield ratio between corrected and uncorrected BDT distributions in this CR. Only statistical uncertainties are shown as the uncertainties related to the bias correction can not be propagated from the BDT classifier to a different variable.
Figure 5. Comparison between the background model obtained with the hemisphere mixing technique and data in the $b$ tag CR for the variables $p_T^j$ (upper left), $\eta^j$ (upper right), $M_{H_1}$ (lower left), and $M_{H_2}$ (lower right). Bias correction for the background model, described in section 8.2, is applied by rescaling the weight of each event using the event yield ratio between corrected and uncorrected BDT distributions in this CR. Only statistical uncertainties are shown as the uncertainties related to the bias correction can not be propagated from the BDT classifier to a different variable.

data set without replacement from $M$, each time starting from the full sample $M$. Each of the replicas is then used as a new original data set, and artificial samples are created from it using the hemisphere mixing procedure. The output distribution of a previously trained BDT for the large sample $M$ is then compared to that for its artificial counterpart, obtaining a distribution of differences between actual and predicted data in each of the 80 BDT bins. A schematic of the procedure and the results are available in appendix A. A systematic bias is detected and the background template is corrected for the value obtained from
Figure 6. Left: comparison of the distribution of BDT output for data (left) selected in a region of the leading versus trailing Higgs boson candidate mass plane that excludes a 60-GeV-wide box around the most probable values of the dijet masses of signal events, with the corresponding output on an artificial sample obtained from the same data set by hemisphere mixing. Right: bin-by-bin differences between data and model, in s.d. units before (upper right) and after (lower right) bias correction; pull distribution for the differences, fit to a Gaussian distribution. The bias correction uncertainty is increased to take the s.d. of the residuals to 1.0.

this comparison. The variance related to the background bias extraction, together with expected statistical uncertainty, are estimated and accounted for as a systematic uncertainty in the final fit described in section 10. The validity of this background bias extraction procedure has been checked by applying it to the data in the two CRs previously mentioned. The means of the per bin expectation values minus the observed values are compatible with zero after the bias correction in both control regions, the root-mean-square of the pulls is compatible with one after the bias correction in the b tag CR, but not in the $m_H$ CR, as shown on figure 6 (upper right). To account for this, we increase the uncertainty in the background such that the value of standard deviation (s.d.) becomes 1.0 in the $m_H$ CR after the bias correction is applied (figure 6, lower right).

9 Systematic uncertainties

The sources of systematic uncertainties found to be relevant to this analysis are listed in table 4. The systematic uncertainty in the shape of the background model is accounted for by assigning an uncertainty to each BDT output bin that includes the statistical uncertainty and the systematic uncertainty related to the bias extraction discussed in the previous section. The background normalization is left freely floating in the BDT distribution fit. The uncertainty due to the b tagging efficiencies is estimated by varying them within their uncertainties. The uncertainty due to the pileup modelling is computed by considering
Table 4. Systematic uncertainties considered in the analysis and relative impact on the expected limit for the SM HH production. The relative impact is obtained by fixing the nuisance parameters corresponding to each source and recalculating the expected limit.

<table>
<thead>
<tr>
<th>Source</th>
<th>Affects</th>
<th>Exp. limit variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bkg. shape</td>
<td>bkg.</td>
<td>30%</td>
</tr>
<tr>
<td>Bkg. norm.</td>
<td>bkg.</td>
<td>8.6%</td>
</tr>
<tr>
<td>b tagging eff.</td>
<td>sig</td>
<td>2.8%</td>
</tr>
<tr>
<td>Pileup</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>Jet energy res.</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>Int. luminosity</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>Trigger eff.</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>$\mu_F$ and $\mu_R$ scales</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>PDF</td>
<td>sig</td>
<td>&lt;0.01%</td>
</tr>
</tbody>
</table>

a ±4.6% variation in the total inelastic cross section value at 13 TeV [62]. The effect of jet energy resolution is evaluated by smearing jet energies according to their estimated uncertainty. The jet energy scale is varied within one s.d. as a function of jet $p_T$ and $|\eta|$, and the efficiency of the selection criteria is recomputed. The trigger efficiency correction factor discussed in section 5 is affected by a 2% uncertainty that is taken as a systematic uncertainty in the related source. In the mentioned sources of systematic uncertainty, both shape and normalization shifts are considered in the model. The signal yield for a given production cross section is affected by a systematic uncertainty in the measured integrated luminosity of 2.5% [63]. The effect of variation of the $\mu_R$ and $\mu_F$ scales on the signal acceptance is estimated by taking the maximum and the minimum difference with respect to the nominal acceptance when varying $\mu_F$ and $\mu_R$ each individually as well as both together up and down by a factor of two. Lastly, to estimate the signal acceptance uncertainty due to PDF uncertainties, the PDF4LHC [64] recommendation is followed, using as the uncertainty the s.d. in the acceptance for a set of 100 MC replicas of the NNPDF 3.0 set [39].

10 Results

We search for the presence of HH events in CMS data collected in the 2016 run of the LHC using the BDT discriminant trained on the SM signal simulation and artificial background data. Two-component likelihood fits to the binned BDT output distributions are performed, using the BDT distribution for the background resulting from the artificial data set described in section 8 and the signal simulations corresponding to the SM and each of the BSM benchmark points. The validation samples were used to study the dependence of both the expected limit and the compatibility of the data and background distributions on the value of the BDT discriminator used for the selection. Selecting BDT discriminator values $>0.2$ results in a small loss of sensitivity ($\approx1.5\%$) with improved data-background
Figure 7. Results of the fit to the BDT distribution for the SM HH production signal. In the bottom panel a comparison is shown between the best fit signal and best fit background subtracted from measured data. The band, centred at zero, shows the total uncertainty.

compatibility. As a result, the 64 bins with BDT $>0.2$ are used to extract the limits. The fit to the SM signal is shown in figure 7 and the postfit distributions of reconstructed Higgs boson masses are shown in figure 8. Minor background contamination arising from $t\bar{t}H$, $ZH$, $b\bar{b}H$, and single Higgs boson production processes do not show a signal-like BDT distribution and their effect is found to be negligible in the selected data at our level of sensitivity.

The observed and expected 95% confidence level (CL) upper limits on the cross section for $pp \to HH \to b\bar{b}b\bar{b}$ nonresonant production, are computed using the asymptotic approximation [65] of the CL$_s$ criterion [66-68], using a test statistic based on the profile likelihood ratio (the LHC test statistic) [65]. The systematic uncertainties are treated as nuisance parameters and are profiled in the minimization. The limits are shown in table 5 together with the 1 s.d. and 2 s.d. CL intervals around the expected limits. For the SM process, the expected limit is 419 fb, which corresponds to $\approx 37$ times the SM HH production cross section times the square of the branching fraction for the $H \to b\bar{b}$ decay. The observed upper limit obtained is 847 fb, which is $\approx 2$ s.d. above the expected upper limit. This corresponds to an observed limit of 2496 fb for $\sigma(pp \to HH)_{SM}$. 
Figure 8. Post-fit distribution of $M_{H_1}$ (left) and $M_{H_2}$ (right). Bias correction for the background model is applied by rescaling the weight of each event using the event yield ratio between corrected and uncorrected BDT distributions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Observed</th>
<th>Expected</th>
<th>-2 s.d.</th>
<th>-1 s.d.</th>
<th>+1 s.d.</th>
<th>+2 s.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM $HH \rightarrow b\bar{b}b\bar{b}$</td>
<td>847</td>
<td>419</td>
<td>221</td>
<td>297</td>
<td>601</td>
<td>834</td>
</tr>
</tbody>
</table>

Table 5. The observed and expected upper limits on $\sigma(pp \rightarrow HH \rightarrow b\bar{b}b\bar{b})$ in the SM at 95% CL in units of fb.

We perform the procedure described above in turn on the 13 BSM benchmark models considered. The results are shown in figure 9 and reported in table 6. The difference between observed and expected limits is similar for SM and all the benchmark models. This is explained by the fact that the benchmark points use the same BDT as SM, resulting in the same background shape as an input to the fit. The background shape has a deficit of events compared to data in the last bins of the BDT distribution, as seen in figure 7. We also search for HH production with values of $\kappa_\lambda$ in the range [-20, 20], assuming $\kappa_t = 1$, and the results are shown in figure 10. The kinematic properties vary significantly across the points in this range. We do not exclude any values of $\kappa_\lambda$, assuming $\kappa_t = 1$.

11 Summary

This paper presents a search for nonresonant Higgs boson pair (HH) production with both Higgs bosons decaying into $b\bar{b}$ pairs. The standard model (SM) production has been studied along with 13 beyond the SM (BSM) benchmark models, using a data set of $\sqrt{s} = 13$ TeV proton-proton collision events, corresponding to an integrated luminosity of 35.9 fb$^{-1}$ collected by the CMS detector during the 2016 LHC run. The analysis of events acquired by a hadronic multijet trigger includes the selection of events with 4 b-tagged jets and a classification using boosted decision trees, optimized for discovery of the SM
Table 6. The observed and expected upper limits on the $\sigma(pp \rightarrow HH \rightarrow b\bar{b}b\bar{b})$ cross section for the 13 BSM benchmark models at 95% CL in units of fb.

<table>
<thead>
<tr>
<th>Benchmark point</th>
<th>Observed</th>
<th>Expected</th>
<th>-2 s.d.</th>
<th>-1 s.d.</th>
<th>+1 s.d.</th>
<th>+2 s.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>602</td>
<td>295</td>
<td>155</td>
<td>209</td>
<td>424</td>
<td>592</td>
</tr>
<tr>
<td>2</td>
<td>554</td>
<td>269</td>
<td>141</td>
<td>190</td>
<td>389</td>
<td>548</td>
</tr>
<tr>
<td>3</td>
<td>705</td>
<td>346</td>
<td>182</td>
<td>245</td>
<td>497</td>
<td>691</td>
</tr>
<tr>
<td>4</td>
<td>939</td>
<td>461</td>
<td>244</td>
<td>327</td>
<td>662</td>
<td>920</td>
</tr>
<tr>
<td>5</td>
<td>508</td>
<td>248</td>
<td>131</td>
<td>176</td>
<td>357</td>
<td>501</td>
</tr>
<tr>
<td>6</td>
<td>937</td>
<td>457</td>
<td>240</td>
<td>323</td>
<td>657</td>
<td>916</td>
</tr>
<tr>
<td>7</td>
<td>3510</td>
<td>1710</td>
<td>905</td>
<td>1210</td>
<td>2440</td>
<td>3390</td>
</tr>
<tr>
<td>8</td>
<td>686</td>
<td>336</td>
<td>177</td>
<td>238</td>
<td>483</td>
<td>674</td>
</tr>
<tr>
<td>9</td>
<td>529</td>
<td>259</td>
<td>136</td>
<td>183</td>
<td>373</td>
<td>520</td>
</tr>
<tr>
<td>10</td>
<td>2090</td>
<td>1000</td>
<td>527</td>
<td>709</td>
<td>1440</td>
<td>2010</td>
</tr>
<tr>
<td>11</td>
<td>1080</td>
<td>525</td>
<td>277</td>
<td>372</td>
<td>755</td>
<td>1050</td>
</tr>
<tr>
<td>12</td>
<td>1744</td>
<td>859</td>
<td>455</td>
<td>611</td>
<td>1230</td>
<td>1710</td>
</tr>
<tr>
<td>Box</td>
<td>1090</td>
<td>542</td>
<td>286</td>
<td>384</td>
<td>775</td>
<td>1080</td>
</tr>
</tbody>
</table>

Figure 9. The observed and expected upper limits at 95% CL on the $\sigma(pp \rightarrow HH \rightarrow b\bar{b}b\bar{b})$ cross section for the 13 BSM models investigated. See table 1 for their respective parameter values.
HH signal. Limits at 95% confidence level on the HH production cross section times the square of the branching fraction for the Higgs boson decay to b quark pairs are extracted for the SM and each BSM model considered, using binned likelihood fits of the shape of the boosted decision tree classifier output. The background model is derived from a novel technique based on data that provides a multidimensional representation of the dominant quantum chromodynamics multijet background and also models well the overall background distribution. The expected upper limit on $\sigma(pp \rightarrow HH \rightarrow b\bar{b}b\bar{b})$ is 419 fb, corresponding to 37 times the expected value for the SM process. The observed upper limit is 847 fb. Anomalous couplings of the Higgs boson are also investigated. The upper limits extracted for the HH production cross section in the 13 BSM benchmark models range from 508 to 3513 fb.
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Figure 11. Diagram describing the procedure used to estimate the background bias correction. All possible combinations of mixed hemispheres except those used for training are added together to create a large sample $M$ of $96N$ events from which we repeatedly subsample without replacement 200 replicas $M_i$ of $N$ events. The hemisphere mixing procedure is then carried out again for each of this replicas to produce a set of re-mixed data replicas $R_i$. The trained multivariate classifier trained is then evaluated over all the events of $M$ and each $R_i$, and the histograms of the classifier output are compared to obtain a the differences for each of the replicas. The median difference is taken as bias correction.
Figure 12. Bias estimation by resampling, in relative units of the statistical uncertainty of the predicted background, used to correct the background estimation. The median (red line) and the upper and lower one s.d. quantiles (green lines) have been computed from 200 subsamples of the re-mixed data comparing the predicted background $n_p^b$ with the observed $n_o^b$. The variability due to the limited number of subsamples is estimated by bootstrap and it is shown for each estimation using a coloured shadow around the quantile estimation. The light yellow shadow represents the uncertainty due to the limited statistics of the reference observed sample. The separation between the one s.d. quantiles is compatible with the expected variance if the estimation was Poisson or Gaussian distributed.
Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References


[19] ATLAS collaboration, Search for pair production of Higgs bosons in the $bb\bar{b}\bar{b}$ final state using proton-proton collisions at $\sqrt{s} = 13$ TeV with the ATLAS detector, JHEP 01 (2019) 030 [arXiv:1804.06174] [SPIRE].


[22] CMS collaboration, Search for Higgs boson pair production in the $b\bar{b}\tau\tau$ final state in proton-proton collisions at $\sqrt{s} = 8$ TeV, Phys. Rev. D 96 (2017) 072004 [arXiv:1707.00350] [SPIRE].

[23] CMS collaboration, Search for resonant and non-resonant Higgs boson pair production in the $b\bar{b}\gamma\gamma$ final state in proton-proton collisions at $\sqrt{s} = 13$ TeV, JHEP 01 (2018) 054 [arXiv:1708.04188] [SPIRE].

[24] ATLAS collaboration, Search for Higgs boson pair production in the $b\bar{b}WW^*$ decay mode at $\sqrt{s} = 13$ TeV with the ATLAS detector, submitted to JHEP [arXiv:1811.04671] [SPIRE].


[26] CMS collaboration, Search for Higgs boson pair production in the $\gamma\gamma b\bar{b}$ final state in $pp$ collisions at $\sqrt{s} = 13$ TeV, Phys. Lett. B 788 (2019) 7 [arXiv:1806.00408] [SPIRE].

[27] ATLAS collaboration, Search for Higgs boson pair production in the $\gamma\gamma b\bar{b}$ final state with 13 TeV $pp$ collision data collected by the ATLAS experiment, JHEP 11 (2018) 040 [arXiv:1807.04873] [SPIRE].


[29] ATLAS collaboration, Search for Higgs boson pair production in the $WW(\gamma)WW(\gamma)$ decay channel using ATLAS data recorded at $\sqrt{s} = 13$ TeV, submitted to JHEP [arXiv:1811.11028] [SPIRE].


[34] CMS collaboration, The CMS trigger system, 2017 *JINST* **12** P01020 [arXiv:1609.02366] [insPIRE].

[35] CMS collaboration, The CMS experiment at the CERN LHC, 2008 *JINST* **3** S08004 [insPIRE].


[50] G. Luisoni, P. Nason, C. Oleari and F. Tramontano, $H W^+/HZ + 0$ and 1 jet at NLO with the POWHEG BOX interfaced to GoSam and their merging within MiNLO, JHEP 10 (2013) 083 [arXiv:1306.2542] [inSPIRE].

[51] CMS collaboration, Investigations of the impact of the parton shower tuning in Pythia 8 in the modelling of $\bar{t}t$ at $\sqrt{s} = 8$ and 13 TeV, CMS-PAS-TOP-16-021.


[54] CMS collaboration, Particle-
reconstruction and global event description with the CMS detector, 2017 JINST 12 P10003 [arXiv:1706.04965] [inSPIRE].


The CMS collaboration

Yerevan Physics Institute, Yerevan, Armenia
A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik, Wien, Austria

Institute for Nuclear Problems, Minsk, Belarus
V. Chekhovsky, V. Mossolov, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Ghent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
Universidade Estadual Paulista a, Universidade Federal do ABC b, São Paulo, Brazil
S. Ahuja a, C.A. Bernardes a, L. Calligaris a, T.R. Fernandez Perez Tomei a, E.M. Gregores b, P.G. Mercadante b, S.F. Novaes a, Sandra S. Padula a

Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria
A. Aleksandrov, R. Hadjiiska, P. Iaydjiev, A. Marinov, M. Misheva, M. Rodozov, M. Shopova, G. Sultanov

University of Sofia, Sofia, Bulgaria
A. Dimitrov, L. Litov, B. Pavlov, P. Petkov

Beihang University, Beijing, China
W. Fang 5, X. Gao 5, L. Yuan

Institute of High Energy Physics, Beijing, China

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China
Y. Ban, G. Chen, A. Levin, J. Li, L. Li, Q. Li, Y. Mao, S.J. Qian, D. Wang

Tsinghua University, Beijing, China
Y. Wang

Universidad de Los Andes, Bogota, Colombia
C. Avila, A. Cabrera, C.A. Carrillo Montoya, L.F. Chaparro Sierra, C. Florez, C.F. González Hernández, M.A. Segura Delgado

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia
B. Courbon, N. Godinovic, D. Lelas, I. Puljak, T. Sculac

University of Split, Faculty of Science, Split, Croatia
Z. Antunovic, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, A. Starodumov 7, T. Susa

University of Cyprus, Nicosia, Cyprus

Charles University, Prague, Czech Republic
M. Finger 8, M. Finger Jr. 8
Escuela Politecnica Nacional, Quito, Ecuador
E. Ayala

Universidad San Francisco de Quito, Quito, Ecuador
E. Carrera Jarrin

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt
H. Abdalla, A.A. Abdelalim, A. Mohamed

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
S. Bhowmik, A. Carvalho Antunes De Oliveira, R.K. Dewanjee, K. Ehtash, M. Kadastik, M. Raidal, C. Veelken

Department of Physics, University of Helsinki, Helsinki, Finland
P. Eerola, H. Kirschenmann, J. Pekkanen, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
T. Tuuva

IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, Ecole polytechnique, CNRS/IN2P3, Université Paris-Saclay, Palaiseau, France

Université de Strasbourg, CNRS, IPHC UMR 7178, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France
S. Gadrat
Karlsruhe Institute of Technology, Karlsruhe, Germany

Institute of Nuclear and Particle Physics (INPP), NCSR Demokritos, Aghia Paraskevi, Greece

National and Kapodistrian University of Athens, Athens, Greece
G. Karathanasis, P. Kontaxakis, A. Panagiotou, I. Papavergou, N. Saoulidou, E. Tziaferi, K. Vellidis

National Technical University of Athens, Athens, Greece
K. Kousouris, I. Papakrivopoulos, G. Tsipolitis

University of Ioánnina, Ioánnina, Greece

MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary

Wigner Research Centre for Physics, Budapest, Hungary
G. Bencze, C. Hajdu, D. Horvath, Á. Hunyadi, F. Sikler, T.Á. Vámi, V. Veszpremi, G. Vesztergombi

Institute of Nuclear Research ATOMKI, Debrecen, Hungary
N. Beni, S. Czellar, J. Karancsi, A. Makovec, J. Molnar, Z. Szillasi

Institute of Physics, University of Debrecen, Debrecen, Hungary
P. Raics, Z.L. Trocsanyi, B. Ujvari

Indian Institute of Science (IISc), Bangalore, India
S. Choudhury, J.R. Komaragiri, P.C. Tiwari

National Institute of Science Education and Research, HBNI, Bhubaneswar, India

Panjab University, Chandigarh, India
INFN Sezione di Catania, Università di Catania, Catania, Italy
S. Albergo, A. Di Mattia, R. Potenza, A. Tricomi, C. Tuve

INFN Sezione di Firenze, Università di Firenze, Firenze, Italy

INFN Laboratori Nazionali di Frascati, Frascati, Italy
L. Benussi, S. Bianco, F. Fabbri, D. Piccolo

INFN Sezione di Genova, Università di Genova, Genova, Italy
F. Ferro, R. Mulargia, F. Ravera, E. Robutti, S. Tosi

INFN Sezione di Milano-Bicocca, Università di Milano-Bicocca, Milano, Italy

INFN Sezione di Napoli, Università di Napoli ‘Federico II’, Napoli, Italy

INFN Sezione di Padova, Università di Padova, Padova, Italy, Università di Trento, Trento, Italy

INFN Sezione di Pavia, Università di Pavia, Pavia, Italy
A. Braghieri, A. Magnani, P. Montagna, S.P. Ratti, V. Re, M. Ressegotti, C. Riccardi, P. Salvini, I. Vai, P. Vitulo

INFN Sezione di Perugia, Università di Perugia, Perugia, Italy
M. Biasini, G.M. Bilei, C. Cecchi, D. Ciangottini, L. Fanò, P. Lariccia, R. Leonard, E. Manoni, G. Mantovani, V. Mariani, M. Menichelli, A. Rossi, A. Santocchia, D. Spiga
INFN Sezione di Pisa $^a$, Università di Pisa $^b$, Scuola Normale Superiore di Pisa $^c$, Pisa, Italy
K. Androsov$^a$, P. Azzurri$^a$, G. Bagliesi$^a$, L. Bianchini$^a$, T. Boccali$^a$, L. Borrello, R. Castaldi$^a$, M.A. Ciocci$^{a,b}$, R. Dell’Orso$^a$, G. Fedi$^a$, F. Fiori$^{a,c}$, L. Giannini$^{a,c}$, A. Giassi$^a$, M.T. Grippi$^a$, F. Ligabue$^{a,c}$, E. Manca$^{a,c}$, G. Mandorli$^{a,c}$, A. Messineo$^{a,b}$, F. Palla$^a$, A. Rizzi$^{a,b}$, G. Rolandi$^{20}$, P. Spagnolo$^a$, R. Tencini$^a$, G. Tonelli$^{a,b}$, A. Venturi$^a$, P.G. Verdini$^a$

INFN Sezione di Roma $^a$, Sapienza Università di Roma $^b$, Rome, Italy
L. Barone$^{a,b}$, F. Cavallari$^a$, M. Cipriani$^{a,b}$, D. Del Re$^{a,b}$, E. Di Marco$^{a,b}$, M. Diemoz$^a$, S. Gelli$^{a,b}$, E. Longo$^{a,b}$, B. Marzocchi$^{a,b}$, P. Meridiani$^a$, G. Organtini$^{a,b}$, F. Pandolfi$^a$, R. Paramatti$^{a,b}$, F. Preiato$^{a,b}$, S. Rahatlou$^{a,b}$, C. Rovelli$^a$, F. Santanastasio$^{a,b}$

INFN Sezione di Torino $^a$, Università di Torino $^b$, Torino, Italy, Università del Piemonte Orientale $^c$, Novara, Italy
N. Amapane$^{a,b}$, R. Arcidiacono$^{a,c}$, S. Argiro$^{a,b}$, M. Arneodo$^{a,c}$, N. Bartosik$^a$, R. Bellan$^{a,b}$, C. Biino$^a$, A. Cappati$^{a,b}$, N. Cartiglia$^a$, F. Cenna$^{a,b}$, S. Cometti$^a$, M. Cost$^{a,b}$, R. Covarelli$^{a,b}$, N. Demaria$^a$, B. Kiani$^{a,b}$, C. Mariotti$^a$, S. Maselli$^a$, E. Migliore$^{a,b}$, V. Monaco$^{a,b}$, E. Monteil$^{a,b}$, M. Monteno$^a$, M.M. Obertino$^{a,b}$, L. Pache$^{a,b}$, N. Pastrone$^a$, M. Pellicioni$^a$, G.L. Pinna Angioni$^{a,b}$, A. Romero$^{a,b}$, M. Ruspa$^{a,c}$, R. Sacchi$^{a,b}$, R. Salvatico$^{a,b}$, K. Shchelina$^{a,b}$, V. Sola$^a$, A. Solano$^{a,b}$, D. Soldi$^{a,b}$, A. Staiano$^a$

INFN Sezione di Trieste $^a$, Università di Trieste $^b$, Trieste, Italy
S. Belforte$^a$, V. Candelise$^{a,b}$, M. Casarsa$^a$, F. Cossutti$^a$, A. Da Rold$^{a,b}$, G. Della Ricca$^{a,b}$, F. Vazzoler$^{a,b}$, A. Zanetti$^a$

Kyungpook National University, Daegu, Korea

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea
H. Kim, D.H. Moon, G. Oh

Hanyang University, Seoul, Korea
B. Francois, J. Gol$^{30}$, T.J. Kim

Korea University, Seoul, Korea

Sejong University, Seoul, Korea
H.S. Kim

Seoul National University, Seoul, Korea
Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia
V. Golovtsov, Y. Ivanov, V. Kim 37, E. Kuznetsova 38, P. Levchenko, V. Murzin, V. Oreeshkin, I. Smirnov, D. Sosnov, V. Sulimov, L. Uvarov, S. Vavilov, A. Vorobyev

Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
V. Epshteyn, V. Gavrilov, N. Lychkovskaya, V. Popov, I. Pozdnyakov, G. Safronov, A. Spiridonov, A. Stepenkov, V. Stolin, M. Toms, E. Vlasov, A. Zhokin

Moscow Institute of Physics and Technology, Moscow, Russia
T. Aushev

National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia

P.N. Lebedev Physical Institute, Moscow, Russia
V. Andreev, M. Azarkin, I. Dremin 36, M. Kirakosyan, A. Terkulo

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
A. Baskakov, A. Belyaev, E. Boos, V. Bunichev, M. Dubinin 40, L. Dudko, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, I. Miagkov, S. Obraztsov, S. Petrushanko, V. Savrin, A. Snigirev

Novosibirsk State University (NSU), Novosibirsk, Russia
A. Barnakov 41, V. Blinov 41, T. Dimova 41, L. Kardapoltsev 41, Y. Skovpen 41

Institute for High Energy Physics of National Research Centre ‘Kurchatov Institute’, Protvino, Russia
National Research Tomsk Polytechnic University, Tomsk, Russia
A. Babaev, S. Baidali, V. Okhotnikov

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic, P. Cirkovic, D. Devetak, M. Dordevic, J. Milosevic

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, J.F. de Trocóniz

Universidad de Oviedo, Oviedo, Spain

Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain

University of Ruhuna, Department of Physics, Matara, Sri Lanka
N. Wickramage

CERN, European Organization for Nuclear Research, Geneva, Switzerland
Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine
B. Grynyov

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, United Kingdom

Rutherford Appleton Laboratory, Didcot, United Kingdom

Imperial College, London, United Kingdom

Brunel University, Uxbridge, United Kingdom
J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, C.K. Mackay, A. Morton, I.D. Reid, L. Teodorescu, S. Zahid

Baylor University, Waco, U.S.A.
K. Call, J. Dittmann, K. Hatakeyama, H. Liu, C. Madrid, B. McMaster, N. Pastika, C. Smith

Catholic University of America, Washington DC, U.S.A.
R. Bartek, A. Dominguez

The University of Alabama, Tuscaloosa, U.S.A.
A. Buccilli, S.I. Cooper, C. Henderson, P. Rumerio, C. West

Boston University, Boston, U.S.A.

Brown University, Providence, U.S.A.
University of California, Davis, Davis, U.S.A.

University of California, Los Angeles, U.S.A.

University of California, Riverside, Riverside, U.S.A.

University of California, San Diego, La Jolla, U.S.A.

University of California, Santa Barbara - Department of Physics, Santa Barbara, U.S.A.

California Institute of Technology, Pasadena, U.S.A.

Carnegie Mellon University, Pittsburgh, U.S.A.

University of Colorado Boulder, Boulder, U.S.A.

Cornell University, Ithaca, U.S.A.

Fermi National Accelerator Laboratory, Batavia, U.S.A.
Lawrence Livermore National Laboratory, Livermore, U.S.A.
F. Rebassoo, D. Wright

University of Maryland, College Park, U.S.A.
A. Baden, O. Baron, A. Belloni, S.C. Eno, Y. Feng, C. Ferraioli, N.J. Hadley, S. Jabeen,
G.Y. Jeng, R.G. Kellogg, J. Kunkle, A.C. Mignerey, S. Nabili, F. Ricci-Tam, Y.H. Shin,
A. Skuja, S.C. Tonwar, K. Wong

Massachusetts Institute of Technology, Cambridge, U.S.A.
D. Abercrombie, B. Allen, V. Azzolini, A. Baty, G. Bauer, R. Bi, S. Brandt, W. Busza,
D. Cali, M. D’Alfonso, Z. Demiragli, G. Gomez Ceballos, M. Goncharov, P. Harris,
D. Hsu, M. Hu, Y. Iiyama, G.M. Innocenti, M. Khute, D. Kovalskyi, Y.-J. Lee, P.D. Luckey,
B. Maier, A.C. Marini, C. Mcginn, C. Mironov, S. Narayanan, X. Niu, C. Paus, C. Roland,
G. Roland, Z. Shi, G.S.F. Stephans, K. Sumorok, K. Tatar, D. Velicanu, J. Wang,
T.W. Wang, B. Wyslouch

University of Minnesota, Minneapolis, U.S.A.
A.C. Benvenuti, R.M. Chatterjee, A. Evans, P. Hansen, J. Hiltbrand, Sh. Jain, S. Kalafut,

University of Mississippi, Oxford, U.S.A.
J.G. Acosta, S. Oliveros

University of Nebraska-Lincoln, Lincoln, U.S.A.
E. Avdeeva, K. Bloom, D.R. Claes, C. Fangmeier, F. Golf, R. Gonzalez Suarez, R. Kamalieddin,
I. Kravchenko, J. Monroy, J.E. Siado, G.R. Snow, B. Stieger

State University of New York at Buffalo, Buffalo, U.S.A.
A. Godshalk, C. Harrington, I. Iashvili, A. Kharchilava, C. Mclean, D. Nguyen, A. Parker,
S. Rappoccio, B. Roozbahani

Northeastern University, Boston, U.S.A.
G. Alverson, E. Barberis, C. Freer, Y. Haddad, A. Hortiangtham, D.M. Morse, T. Orimoto,
R. Teixeira De Lima, T. Wamorkar, B. Wang, A. Wisecarver, D. Wood

Northwestern University, Evanston, U.S.A.
S. Bhattacharya, J. Bueghly, O. Charaf, K.A. Hahn, N. Mucia, N. Odell, M.H. Schmitt,
K. Sung, M. Trovato, M. Velasco

University of Notre Dame, Notre Dame, U.S.A.
R. Bucci, N. Dev, M. Hildreth, K. Hurtado Anampa, C. Jessop, D.J. Karmgard, N. Kellams,
K. Lannon, W. Li, N. Loukas, N. Marinelli, F. Meng, C. Mueller, Y. Musienko,
M. Planer, A. Reinsvold, R. Ruchti, P. Siddireddy, G. Smith, S. Taroni, M. Wayne, A. Wightman,
M. Wolf, A. Woodard

The Ohio State University, Columbus, U.S.A.
J. Alimena, L. Antonelli, B. Bylsma, L.S. Durkin, S. Flowers, B. Francis, C. Hill, W. Ji,
T.Y. Ling, W. Luo, B.L. Winer
Princeton University, Princeton, U.S.A.

University of Puerto Rico, Mayaguez, U.S.A.
S. Malik, S. Norberg

Purdue University, West Lafayette, U.S.A.

Purdue University Northwest, Hammond, U.S.A.
T. Cheng, J. Dolen, N. Parashar

Rice University, Houston, U.S.A.

University of Rochester, Rochester, U.S.A.

Rutgers, The State University of New Jersey, Piscataway, U.S.A.

University of Tennessee, Knoxville, U.S.A.
A.G. Delannoy, J. Heideman, G. Riley, S. Spanier

Texas A&M University, College Station, U.S.A.

Texas Tech University, Lubbock, U.S.A.

Vanderbilt University, Nashville, U.S.A.
University of Virginia, Charlottesville, U.S.A.
M.W. Arenton, P. Barria, B. Cox, R. Hirosky, M. Joyce, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, Y. Wang, E. Wolfe, F. Xia

Wayne State University, Detroit, U.S.A.

University of Wisconsin - Madison, Madison, WI, U.S.A.

†: Deceased
1: Also at Vienna University of Technology, Vienna, Austria
2: Also at IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
3: Also at Universidade Estadual de Campinas, Campinas, Brazil
4: Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil
5: Also at Université Libre de Bruxelles, Bruxelles, Belgium
6: Also at University of Chinese Academy of Sciences, Beijing, China
7: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
8: Also at Joint Institute for Nuclear Research, Dubna, Russia
9: Also at Cairo University, Cairo, Egypt
10: Also at Helwan University, Cairo, Egypt
11: Now at Zewail City of Science and Technology, Zewail, Egypt
12: Also at Department of Physics, King Abdulaziz University, Jeddah, Saudi Arabia
13: Also at Université de Haute Alsace, Mulhouse, France
14: Also at Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
15: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
16: Also at RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
17: Also at University of Hamburg, Hamburg, Germany
18: Also at Brandenburg University of Technology, Cottbus, Germany
19: Also at Institute of Physics, University of Debrecen, Debrecen, Hungary
20: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
21: Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary
22: Also at Indian Institute of Technology Bhubaneswar, Bhubaneswar, India
23: Also at Institute of Physics, Bhubaneswar, India
24: Also at Shoolini University, Solan, India
25: Also at University of Visva-Bharati, Santiniketan, India
26: Also at Isfahan University of Technology, Isfahan, Iran
27: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran
28: Also at Università degli Studi di Siena, Siena, Italy
29: Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy
30: Also at Kyunghee University, Seoul, Korea
31: Also at International Islamic University of Malaysia, Kuala Lumpur, Malaysia
32: Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia
33: Also at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico
34: Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland
35: Also at Institute for Nuclear Research, Moscow, Russia
36: Now at National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia
37: Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia
38: Also at University of Florida, Gainesville, U.S.A.
39: Also at P.N. Lebedev Physical Institute, Moscow, Russia
40: Also at California Institute of Technology, Pasadena, U.S.A.
41: Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia
42: Also at Faculty of Physics, University of Belgrade, Belgrade, Serbia
43: Also at INFN Sezione di Pavia a, Università di Pavia b, Pavia, Italy
44: Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
45: Also at National and Kapodistrian University of Athens, Athens, Greece
46: Also at Riga Technical University, Riga, Latvia
47: Also at Universität Zürich, Zurich, Switzerland
48: Also at Stefan Meyer Institute for Subatomic Physics (SMI), Vienna, Austria
49: Also at Gaziosmanpasa University, Tokat, Turkey
50: Also at Adiyaman University, Adiyaman, Turkey
51: Also at Istanbul Aydin University, Istanbul, Turkey
52: Also at Mersin University, Mersin, Turkey
53: Also at Piri Reis University, Istanbul, Turkey
54: Also at Ozyegin University, Istanbul, Turkey
55: Also at Izmir Institute of Technology, Izmir, Turkey
56: Also at Marmara University, Istanbul, Turkey
57: Also at Kafkas University, Kars, Turkey
58: Also at Istanbul University, Faculty of Science, Istanbul, Turkey
59: Also at Istanbul Bilgi University, Istanbul, Turkey
60: Also at Hacettepe University, Ankara, Turkey
61: Also at Rutherford Appleton Laboratory, Didcot, United Kingdom
62: Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom
63: Also at Monash University, Faculty of Science, Clayton, Australia
64: Also at Bethel University, St. Paul, U.S.A.
65: Also at Karamanoğlu Mehmetbey University, Karaman, Turkey
66: Also at Utah Valley University, Orem, U.S.A.
67: Also at Purdue University, West Lafayette, U.S.A.
68: Also at Beykent University, Istanbul, Turkey
69: Also at Bingol University, Bingol, Turkey
70: Also at Sinop University, Sinop, Turkey
71: Also at Mimar Sinan University, Istanbul, Istanbul, Turkey
72: Also at Texas A&M University at Qatar, Doha, Qatar
73: Also at Kyungpook National University, Daegu, Korea