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Abstract

The number of experiments characterizing sub-3 nm aerosol particle dynamics has increased significantly over the recent years. In these experiments, it is essential to know/determine size resolved particle number concentrations accurately. Despite particle concentration measurement being relatively simple experiment, it can contain large uncertainties from various sources in the sub-3 nm size range. In this study we aim to identify and examine some of these sources. We simulated four different condensation particle counters (CPCs) (TSI 3777, ADI vWCPC, Airmodus A11 and an ideal CPC with $d_{50}$ (lowest detection threshold) of 1.5 nm) and one differential mobility analyzer (DMA) (TSI nano DMA) and study the resulting uncertainties when using them to measure three different particle size distributions. First, we show that Poisson uncertainty $\frac{\sqrt{N}}{N}$ represents the statistical uncertainty in all CPC and DMPS counting experiments. Second, the state-of-the-art DMA-CPC particle sizing system is examined with respect to counting statistics. Third, the performance of the instruments is assumed to be well-known, and instrumental non-idealities and the inversion routine are assessed. Fourth, ±0.5 nm offset is inserted to the CPC $d_{50}$, and its effect on the measured particle concentration is examined. Our results highlight the importance of knowing the CPC $d_{50}$ accurately to narrow down the particle concentration uncertainty. Furthermore, the results show that the current DMA-CPC measurements are subject to considerable counting uncertainty in low particle concentration environments. Based on the analysis we summarize suggestions for further research and instrumental development for more accurate sub-3 nm particle concentration measurements in the future.

1 Introduction

In recent years, great efforts have been made to understand the formation and growth of sub-3 nm particles in the atmosphere (Jiang et al., 2011c; Kulmala et al., 2013; Bianchi et al., 2016; Sipilä et al., 2016) and in controlled conditions in chamber studies (Kirkby et al., 2011; Almeida et al., 2013; Ehn et al., 2014; Kirkby et al., 2016). Simultaneously, a need has emerged for the optimization of specific industrial applications and particle synthesis methods related to phase transition of vapor to liquid or solid nanoparticles (Alanen et al., 2015; Kangasluoma et al., 2015; Carbone et al., 2016; Nosko et al., 2016; Wang et al., 2016, 2017). The current view is that atmospheric gas-to-particle conversion occurs via formation of molecular clusters from low-volatile vapors and their subsequent growth to larger aerosol particles (e.g. Kulmala et al., 2014). The growth of the clusters is hindered e.g. by coagulation losses to the aerosol population and diffusional losses to the near-by surfaces, both of which are the highest for the smallest sizes. Therefore, particle populations with a continuous formation of the molecular clusters are typically characterized by a strong decrease in the particle concentration with the increasing particle size in the sub-3 nm size range (Jiang et al., 2011c; Kulmala et al., 2013).

A direct measurement of the particle formation includes both chemical characterization of the nucleating species by mass spectrometric methods (Smith et al., 2010; Jokinen et al., 2012; Ehn et al., 2014; Lopez-Hilfiker et al., 2015) and a size resolved particle concentration measurement by condensation particle counting methods (Jiang et al., 2011c; Kulmala et al., 2013). The time dependent and size resolved particle concentrations are further used to infer the size resolved particle nucleation and growth rates (Jiang et al., 2011c; Kuang et al., 2012; Kulmala et al., 2013; Lehtipalo et al., 2016; Tröstl et al., 2016). Despite the recent advances, large uncertainties exist in the particle concentration measurements in the sub-3 nm size range. The particle concentration measurement uncertainties
arise, for example, from low particle counting statistics (Jiang et al., 2011b), from chemical composition dependent variation in the lowest threshold diameter of the particle counters (Jiang et al., 2011b; Kangasluoma et al., 2014) or from unknown charging probabilities in the sub-3 nm size range (Premnath et al., 2011). The uncertainties in the measured particle concentrations accumulate into the derived parameters, such as the nucleation and growth rates.

Almost all of the recent experimental efforts to characterize sub-3 nm particle dynamics rely on diethylene glycol (DEG) based condensation particle counters (CPCs) (Iida et al., 2009; Jiang et al., 2011c; Kirkby et al., 2011; Kuang et al., 2012; Yu et al., 2012; Almeida et al., 2013; Kulmala et al., 2013; Yu et al., 2014; Alainen et al., 2015; Kangasluoma et al., 2015; Bianchi et al., 2016; Kirkby et al., 2016; Kontkanen et al., 2016; Nosko et al., 2016; Wang et al., 2016; Kontkanen et al., 2017). However, a well-known challenge of a DEG based CPC is that the particle detection efficiency at mobility diameters below 3 nm largely depends on the chemical composition of the particles. Previously e.g. Jiang et al. (2011b), Kangasluoma et al. (2014) and Kangasluoma et al. (2016b) have determined the detection efficiency of the DEG based CPCs in the laboratory for clusters of variable chemical composition. The results show that the difference between the lowest and the highest d50 (diameter at which the detection efficiency is 50% of the plateau value) of the DEG based CPC can be approximated to be at maximum 1 nm. This translates to an offset value of ± 0.5 nm in the d50 value, if the particle chemical composition is completely unknown. However, this source of uncertainty can be minimized almost to a negligible value, when the CPC is calibrated with the same type of particles as sampled in the experiment (Kangasluoma et al., 2015). Unfortunately, this is currently not possible for many applications, such as for atmospheric observations.

In addition to the uncertainties related to the particle composition dependent detection probability, there are numerous other factors causing difficulties in the accurate measurement of the sub-3 nm particle concentrations. The CPC calibrations rely on charged test particles as they can be linked to the concentrations determined with electrometers, while there are no established concentration reference instruments for electrically neutral sub-3 nm particles. Furthermore, there is a lack of sources capable of producing electrically neutral and size selected particles with known chemical composition. As heterogeneous nucleation of charged particles takes place at lower supersaturation than that of neutral particles (Winkler et al., 2008; Kangasluoma et al., 2016b; Kangasluoma et al., 2017), uncertainty in the d50 arises if charging state of the calibration aerosol is not similar to the charging state of the measured aerosol. This source of uncertainty is most pronounced when the measured aerosol is mostly electrically neutral and CPC calibration is conducted with charged test particles. Also, if large but unknown fraction of the measured particles is charged, the effect of charge on the d50 is difficult to take into account even with a proper calibration. Only few sub-3 nm CPC calibrations with the size selected, electrically neutral particles have been conducted so far (Kangasluoma et al., 2016b; Kangasluoma et al., 2017). They suggest an increase of 0.1–0.5 nm in the d50 for the neutral particles compared to the identical experiment with the charged particles. Thus, if the effect of charge on the d50 is not known in a given experiment, one could assume an increase of 0.3 nm to the d50, obtained from calibration with charged particles, which can be taken into account in the data inversion. Thereby the d50 offset can be estimated as ± 0.2 nm, which covers the range of d50 variation of current experimental data.

Brownian motion causes uncertainty in the sub-3 nm particle concentration measurements in two ways. On one hand, the small particles are lost to sampling line walls very efficiently, which causes uncertainty in the measured particle concentration. However, the size dependent losses can be characterized experimentally and the effect can be corrected as long as there is at least some part of the particles that penetrate through the sampling lines. The most straightforward way to overcome this challenge is to use core sampling in the sampling line, which can increase the transmission of sub-3 nm particles almost to unity (Kangasluoma et al., 2016a). On the other hand, the particle diffusion hinders the particle size classification resolution (e.g. Stolzenburg and McMurry, 2008) of differential
mobility analyzers (DMAs). The challenges arise, when a DMA with a wide transfer function ($\Omega_{\text{DMA}}$) relative to the sampled particle size distribution is used, as discussed later in this study.

Diffusion charging of aerosol particles larger than 10 nm in size is rather well understood (e.g. Wiedensohler and Fissan, 1990), and similarly is chemical ionization via charge transfer at the molecular scale (e.g. Eisele and Tanner, 1993; Lindinger et al., 1998). However, the transition from the chemical charge transfer to the diffusion based charging taking place at the size scale of molecular clusters is not well understood. Therefore, possibly a large source of uncertainty is related to the charging efficiency of sub-3 nm particles and molecular clusters, which depend on the chemical composition of the clusters themselves and the ions responsible for their charging. Overall, this process is essential in the electrical mobility analysis based measurements. Few studies in the past have probed the charging characteristics of the sub-3 nm particles. Alonso et al. (1997) presented experimental data on bipolar charging probabilities of sub-3 nm particles, which underestimates the charging probability by up to a factor of 2 from the Fuchs diffusion based charging theory. Premnath et al. (2011) studied the charge transfer from the small clusters back to the vapor molecules, which is not taken into account in the regularly used diffusion charging theories, and found out that the charge transfer is dependent on both cluster size and chemistry. Due to a lack of experimental data the charge transfer processes at cluster level are not well understood, and these effects are often not discussed as a source of uncertainty in the sub-10 nm particle concentrations measurements. As a reason, our study does not discuss charging related uncertainties any further. This topic requires a separate comprehensive analysis combining theoretical and experimental methods.

Lastly, uncertainties in the concentration obtained from CPC experiments can originate from the number of counted particles. To probe this source of uncertainty, we assume that particle sampling and counting is a Poisson process. A process needs to fulfill three requirements to be a Poisson process (Bertsekas and Tsitsiklis, 2002):

1. Time homogeneity: at each time interval $\tau$ the probability to detect $N$ counts needs to be the same i.e. detection of a count is equally likely at all times.
2. The number of detected counts, $N$, during a time interval $\tau$ is independent of the history of detected counts outside this interval $\tau$, i.e. a detected count does not affect the detection of another count.
3. During a short time interval: the probability to detect a count is roughly $\lambda \tau$ ($\lambda$ is the counting rate), the probability to not detect any counts is roughly $1 - \lambda \tau$, and when $\tau$ becomes smaller, the probability to detect two or more counts becomes negligible.

In a Poisson process counting experiment, which is performed multiple times, the resulting number of counts is a normal distribution around the mean value of count number. For a Poisson process the distribution standard deviation, $\sigma$, equals to $\sqrt{N}$. The relative uncertainties ([%]) are obtained when $\sigma$ or $\sqrt{N}$ are normalized with $N$. Generally, $\sigma/N$ is defined as the statistical uncertainty, while $\sqrt{N}/N$ is the counting (Poisson) uncertainty. In Poisson process these are equal.

For CPC counting the conditions 1 and 2 are satisfied, if the particles in the sample air flow can be considered to be distributed randomly (due to Brownian motion) and uniformly. The condition 3 is satisfied, as there are no processes creating simultaneous counts i.e. each particle is sampled and detected separately.

The purpose of this study is to numerically investigate the uncertainties related to the particle counting with three different size distributions and four CPCs in five different case studies. The main focus is placed upon the challenges arising from narrow input particle number size distributions, when they are sampled with a theoretical CPC parametrized based on Kangasluoma et al. (2017) and Vanhanen et al. (2011). The CPC counting statistics related uncertainty is first studied in a general CPC counting experiment, and then examined based on a published state-of-the-art instrument utilizing the DMA-CPC technique. The effect of non-ideality and offset in the d50 diameter on the detected particle concentration are both studied in cases when a DMA is applied upstream of the CPC, and
without the DMA. Finally, the uncertainties in the particle sizing method utilizing supersaturation scanning with a specific CPC are examined. The study presents the first comprehensive uncertainty analysis on the sub-3 nm particle concentration measurements. Furthermore, suggestions are provided for the future instrumental development to improve the accuracy of sub-3 nm particle concentration measurements. It must be stressed that this study does not criticize any previous work, nor claim anything on the reliability of any specific previous or forthcoming data. Rather, the previous scientific works are appreciated as the inspiration for this analysis.

2 Methods

2.1 Instrumentation used in the numerical simulations

The online sub-3 nm particle sizing methods can be divided into two types of methods, named here as a differential mobility analyzer – condensation particle counter (DMA-CPC) method and a particle size magnifying (PSM) method. The DMA-CPC method functions as follows: the sampled particles are first guided to an aerosol charger. The aerosol, which is assumed to be brought to charge equilibrium in a charger (e.g. Wiedensohler and Fissan, 1990), is further guided to a DMA (Hewitt, 1957; Knutson and Whitby, 1975; Chen et al., 1998), leading to a charged and monodisperse particle population downstream of the DMA. A CPC is used to count the number concentration of the particles. This is a traditional differential mobility particle sizer (DMPS, e.g. Wiedensohler et al., 2012) method used to monitor size resolved particle concentrations.

Sub-3 nm particle measurements can be performed using the DMA-CPC method with a TSI nano DMA (Chen et al., 1998). We base our analysis on the system described in Jiang et al. (2011b), in which the TSI nano DMA is operated at flow rates $Q_s = 2$ liters per minute (lpm) and $Q_d = 20$ lpm for aerosol and sheath flows, respectively. The resolution ($R$) of the DMA (see Flagan, 1999) is defined as the ratio between the selected mobility and the transfer function peak width (full width at half maximum, FWHM) as follows: $R = Z/\Delta Z_{\text{FWHM}}$. In our case with the TSI nano DMA, the corresponding resolution is $3 - 4$ (Jiang et al., 2011a). The CPC used in Jiang et al. (2011b) was a modification from a TSI ultrafine 3025A CPC (Stolzenburg and McMurry, 1991), in which the working fluid was changed from butanol to DEG, and the original counting optics were removed and replaced by another follow-up CPC (Jiang et al., 2011b; Kuang et al., 2012; Wimmer et al., 2013) as DEG is typically not able grow the particles to large enough size to be detected with the optics. In the TSI ultrafine 3025A/3776 CPC design the aerosol flow rate in the condenser is $0.3$ lpm, out of which $0.03$ lpm (in 3025A) or $0.05$ lpm (in 3776) contains the particles and is directed to the counting optics through a narrow capillary and the rest is filtered and saturated sheath flow around the particle flow. This flow arrangement has two implications on the analysis of this study: with the sheathed condenser design the $d_{50}$ curve will be steep as the particles are exposed to a rather constant supersaturation, while the dilution lowers the counting statistics by a factor of 10 with the 3025A compared to TSI 3022, and by a factor of 33 compared to TSI 3772, where all of the sampled particles are directed to the optics with the flow rates of $0.3$ lpm and $1$ lpm, respectively.

The PSM method refers to a mixing type CPC technology initiated by Okuyama et al. (1984), and further developed by Seto et al. (1997) and Gamero-Castano and Fernández de la Mora (2000) and their successors. In this method, the CPC is often named as a particle size magnifier as this instrument was initially used to study the particle growth. The current commercial PSMs use DEG as a working fluid which only initiates the particle growth (Vanhanen et al., 2011), thereby requiring another CPC for the particle counting. The particle sizing in the PSM is based on the fact that heterogeneous nucleation probability at a fixed supersaturation depends on the particle size (Fletcher, 1958). Thus, by scanning the supersaturation in the PSM, the particle size distributions can be inferred from the total concentrations measured with the different $d_{50}$ diameters (Lehtipalo et al., 2014).
combination of Airmodus A10 PSM and A20 butanol CPC is commercially available as the A11 system and the analysis of this study is performed for this setup.

A possible instrument in the future sub-3 nm particle studies is the recently published water based CPC (Hering et al., 2016), which can achieve particle detection near 1 nm. Compared to a conventional water CPC (Hering et al., 2005), the new versatile water CPC (vWCPC) has three temperature stages instead of the previous two. With this kind of setup, it can reach supersaturations high enough to detect particles as small as 1 nm. The vWCPC is a non-sheathed CPC, which subsequently makes the d50 curve more flat relative to for example the original TSI 3025A design.

In this study we investigate the performance of three CPCs introduced above (TSI 3777, Airmodus A11, and vWCPC), to detect particle concentration, and the DMA-CPC and the PSM method to measure particle size distribution. In addition to the real CPCs, an ideal CPC with d50 at 1.5 nm is included as a reference in the analysis to distinguish between the uncertainties related to the CPC d50 curve and other factors.

Figure 1 upper panel presents the d50 curves of the three CPCs, which are published in Kangasluoma et al. (2017) for the vWCPC and 3777 and in Vanhanen et al. (2011) for the A11. The fits to the curves are according to the following equation:

\[ \eta_{\text{ CPC}}(d_p) = A + e^{-(e^{-(d_p-d_{50})})} \]  

where A is the d50 curve plateau value height, \( d_{50} \) is the diameter offset and k is a curvature parameter.

2.2 Test particle size distributions

Three test particle size distributions (SDs) were selected for the study: one from ambient experiments (SD1, Jiang et al., 2011c), one from a flow tube reactor experiment (SD2, Yu et al., 2012) and one from an engine combustion exhaust emission study (SD3, Alanen et al., 2015) (Figure 1 lower panel). The three SDs were chosen to represent the full variability in the number size distributions in the sub-3 nm size range to examine the effect of the sample SD on the uncertainty in the measured particle concentrations. Therefore, these selected SDs contain only particles smaller than 10 nm, which is not realistic e.g. for atmospheric conditions. However, larger Aitken or accumulation mode particles would only increase the offset concentration detected by all the CPCs, which is not relevant for this study as our focus is only on sub-3 nm sizes.

The following characteristics should be noted on the test size distributions: we have normalized all the distributions to peak concentrations of unity for simplicity. Furthermore, in SD1 the concentration decreases from the peak value of 1 at 1 nm to 0.01 at 2 nm, exhibiting a steep negative concentration gradient as a function of particle size. Notably this gradient coincides with the size range of the CPC d50 diameters. This kind of SD is typical for the systems where the clusters are constantly formed from precursor vapors (Jiang et al., 2011c; Kulmala et al., 2013). Also, it should be noted that in SD1 the concentration decreases towards zero below 1 nm, which is not realistic in ambient particle SD. This does not, however, affect the results of the calculations as the CPCs of this study do not detect any particles below 1 nm. In a similar manner, SD2 exhibits a steep concentration gradient, but in this case the gradient is positive at the CPC d50 size range. The SDs similar to this can be observed in particle reactors, where uniform and rapid particle formation and growth takes place, and the particles have a uniform time to form and grow (Yu et al., 2012; Ezell et al., 2014). SD3 presents a much smaller concentration gradient than the first two SDs with a peak concentration at 4 nm. These three size distributions are used in three of the four case studies. In the second case study these SDs are not used, but instead the SD required to achieve certain statistical uncertainty in the CPC counting is calculated.
2.3 Data inversion

In the calculations presented in this study we focus on two parameters: the concentration detected by the CPCs and the inverted concentration from the detected concentration, which gives the particle SD when using the DMA-CPC or PSM method.

**CPC**

The concentration detected by the CPC \(C_{\text{tot}}\) directly monitoring a particular test SD was calculated as:

\[
C_{\text{tot}} = \int_{0}^{\infty} \frac{dC}{ddx} \ast \eta_{\text{CPC}}(d_x) \ast dd_x
\]  

(2)

where \(dC/ddx\) ([arbitrary unit scaled to unity at peak concentration]) denotes the particle number size distribution and \(\eta_{\text{CPC}}(\%)\) is the d50 curve for a given CPC shown in Figure 1. The uncertainties in \(C_{\text{tot}}\) for different CPCs were investigated in case study 1 and 3 (see the next section).

**DMA-CPC**

In the DMA-CPC method the DMA transfer function was calculated according to Stolzenburg and McMurry (2008). A concentration detected by the DMA-CPC system \(C_{\text{det}}(d_p)\) ([arbitrary unit]) monitoring a test SD was calculated as:

\[
C_{\text{det}}(d_p) = \int_{0}^{\infty} \frac{dC}{ddx} \ast \eta_{\text{CPC}}(d_x) \ast \Omega_{DMA}(d_p, d_x) \ast dd_x
\]  

(3)

where \(\Omega_{DMA}(\%)\) is the DMA transfer function. From the \(C_{\text{det}}(d_p)\) the inverted SD, \(C_{\text{inv}}(d_p)\) ([arbitrary unit, same scale as of \(C\)], is calculated as:

\[
C_{\text{inv}}(d_p) = \frac{C_{\text{det}}(d_p)}{\eta_{\text{CPC}}(d_p) \ast A \ast \int_{0}^{\infty} \Omega_{DMA}(d_p, d_x)dd_x}
\]  

(4)

where \(\eta_{\text{CPC}}\) is the detection efficiency of the CPC at a given diameter, \(\int_{0}^{\infty} \Omega_{DMA}\) is the integral over the DMA transfer function and A is the d50 curve plateau value. We assume all particles to be singly charged, as in the sub-3 nm size range the probability of double or more charging is close to zero (Wiedensohler and Fissan, 1990). Note that in the inversion, the use of \(\eta_{\text{CPC}}\) and \(\Omega_{DMA}\) as single values contain the assumption that the SD does not significantly change over the size range where the d50 curve increases from 0 to A, or in the size range of the \(\Omega_{DMA}\). On the contrary, the \(C_{\text{det}}(d_p)\) takes into account the shape of the SD, d50 and \(\Omega_{DMA}\). This is the case in all real DMPS experiments too. In cases studies 3 and 4 we examine the validity of this assumption by sampling the strongly varying SDs as a function of the particle size.

When a CPC of a DMPS system records particle counts, the following parameters need to be taken into account in the inversion: particle sampling losses, charging probability, DMA penetration and CPC detection efficiency, the product of which is the particle size dependent total penetration \(P_{\text{tot}}(d_p)\) of the system. In this study, we follow the DMPS system presented in Jiang et al. (2011b). The total penetration of this system is depicted in Figure 2. As shown in the introduction part, the counting
statistics can be assumed to follow Poisson statistics, i.e. the number of counts in a given time interval
is known on average, but the time interval between two counts is random. Thus, during a fixed time
period the obtained number of counts can deviate from the average. When many identical counting
experiments are conducted, the obtained counts follow a normal distribution. The standard deviation
of this distribution describes the statistical uncertainty of the counting experiment. It can be shown
that the counting uncertainty, which follows Poisson statistics is \( \sqrt{N/N} \) where \( N \) is the number of
counts (see Figure 3). For example, 10 and 100 counts counted by the CPC yields ±31% and ±10%
counting uncertainty, respectively. The individual counts from particles detected by the CPC of a DMPS
system can be calculated from

\[
N = C_{SD}(d_p) * P_{tot}(d_p) * t * Q_o
\]

(5)

where \( C_{SD}(d_p) \) is the sampled concentration of particles, \( P_{tot}(d_p) \) is the total penetration of the DMPS
system, \( t \) is the counting time i.e. the time the DMA spends at one voltage, and \( Q_o \) is the flow rate
through the optical detector of the CPC. This system is examined in the case study 2.

**PSM**

The inversion for the PSM method follows the methodology presented in Lehtipalo et al. (2014).
However, the difference in our inversion is that we use experimentally defined \( \Omega_{PSM} \) as compared to
the selected \( \Omega_{PSM} \) shapes of Lehtipalo et al. (2014). Figure 4 (left hand side panel) shows the PSM
calibration, which is obtained by feeding size selected tungsten oxide particles to the PSM, and
scanning the supersaturation by scanning the saturator flow rate \( (Q_{sat}) \). The calibration curves are
normalized to unity at \( Q_{sat} = 1 \) lpm. From the normalized curves the \( \Omega_{PSM} \) are obtained by subtracting
the calibration curves from each other so that the obtained size bins are 1.1–1.2 nm, 1.2–1.3 nm and
so on. To these \( \Omega_{PSM} \), Gaussian curves are fitted (Figure 4 right hand side panel). \( Q_{sat} \) is converted to
diameter \( (x\)-axis in Figure 4 right hand side panel) by finding out \( Q_{sat} \) for which the detection efficiency
is 50% of the maximum value for each diameter. The diameter for each size bin was selected as the
diameter corresponding the maximum value of each \( \Omega_{PSM} \). These \( \Omega_{PSM} \) can be readily used in the
calculations similarly as the DMA \( \Omega_s \). The concentration detected by the PSM method is given by

\[
C_{det}(d_p) = \int_0^\infty \frac{dC}{dd_x} * \Omega_{PSM}(d_p, d_x) * dd_x
\]

(6)

From \( C_{det}(d_p) \), the inverted concentration is calculated as

\[
C_{inv}(d_p) = \frac{C_{det}(d_p)}{\int_0^\infty \Omega_{PSM}(d_p, d_x)dd_x}
\]

(7)

In case study 5 we examine the PSM inversion, and the effect of diameter offset in \( \Omega_{PSM} \) to the inverted
SDs.

**2.4 Case studies**

Five case studies were performed to address various aspects affecting the uncertainties in measured
sub-3 nm particle concentrations. In cases 1 and 2 we examine statistical uncertainties of CPC and
DMPS counting, and briefly discuss the statistical uncertainties related to cases 3-5. In cases 3-5 the
uncertainty in the measured particle concentrations was studied 1) by assuming well-known d50
curves or 2) by inserting ± 0.5 nm offset to the d50 curve. In the calculations in which no d50 offset
was assumed, the d50s are the ones presented in Figure 1. In the calculations in which the offset is inserted to the d50 curve, it is conducted so that the initial d50 curve is shifted by +0.5 nm, which is taken as the reference d50 curve, and then ±0.5 nm offset is inserted to this reference curve. The reasoning for this is that the d50s presented here (and in the manufacturer brochures) are the best case curves i.e. the lowest d50 values obtained using particles that are easily detected with the instrument. The offset value of ±0.5 nm is taken from our previous studies (Kangasluoma et al., 2014; Kangasluoma et al., 2016b) to reflect the case where composition of the sampled particles is unknown. In real experiments the d50 offset can be larger, for example ±0.75 nm, if the effect of charge and relative humidity are not considered, but also smaller (even negligible) if the particle composition and charging state are known and taken into account in the instrument calibration. For this study, the absolute value of the d50 offset is important in the sense that if it was larger, the resulting uncertainties in the detected particle concentrations would be larger, and vice versa. It must be highlighted that the uncertainty can be narrowed down by a proper instrument calibration as shown for example in Kangasluoma et al. (2015), and data presented here do not represent any specific experiment.

**Case 1: Statistical uncertainty in CPC sampling**

We performed Monte Carlo simulations to test the validity of our subsequent non-statistical analysis. In the simplest case, the real CPCs sample a particle distribution representing the SD1. The number of sampled particles from the SD, N, was set to 10, 100, 1000, 10000 and 100000 on average. As sampling of particles in our study is assumed to be a Poisson process, in each simulation N is a random number from normal distribution around N with \( \sigma = \sqrt{N} \). The probability of detection for each sampled particle was according to the CPC d50 curve, with uniform detection probability. This simulation was conducted 10000 times for each N, and the number of counted particles was analysed. From the distribution of counted particles the uncertainty can be calculated in two ways: statistical uncertainty as \( \sigma/N \), or Poisson counting uncertainty as \( \sqrt{N}/N \).

**Case 2: DMA-CPC statistical uncertainty**

In this case study the performance of the complete DMPS system, described in Section 2.1, with respect to counting of sub-3 nm particles and counting statistics is examined. The only studied uncertainty is the counting uncertainty, and other variables are assumed to be well-known. In this case study, we determine which sampled size distribution yields counting uncertainty smaller than 5%, 15% and 50%, which correspond to 400, 44 and 4 counts, respectively (Figure 3). The SD is directly obtained from Eq. 5 by solving it for \( C_5(d_50) \). In the calculations \( t \) is set to 15 s and \( Q_c \) to 0.03 lpm. The value of \( t \) is calculated from Jiang et al. (2011b) assuming constant \( t \) at each DMA voltage. In many DMPS systems \( t \) might not be constant as a function of size but the counting time is increased for the smallest particles. However, the results from this study scale linearly with \( t \), i.e. doubling \( t \) reduces the required concentration to half.

**Case 3: CPC sampling**

In the third case study the four CPCs (3777, A11, vWCPC, and ideal CPC) directly sample the three SDs (Eq. 2), first assuming no error in the d50 curve, and then including a ±0.5 nm offset to the d50 curve as explained in Section 2.4. When no offset is assumed, the parameters of interest are the ratio between the detected concentration and the real concentration above the nominal d50, and the fraction of the detected particles that are smaller than the nominal d50 of a CPC. When the ±0.5 nm offset is inserted to the d50, the detected concentration is compared to a number which the CPC should detect in an ideal case, that is, the concentration above the nominal d50 in the SD.

**Case 4: DMA-CPC sampling**
In the fourth case study a DMA is placed upstream of the CPC and the DMA-CPC system samples the test SDs with the four different CPCs (Eqs. 3 and 4). We do not consider any uncertainties related to particle sampling or charging. Similar analysis is performed as in the second case study: firstly the inverted concentrations are analyzed with respect to the initial SD assuming no error in the d50, and secondly ±0.5 nm offset is added to the d50. The inverted concentrations are compared to the initial SDs, the parameter of interest being the ratio of these two.

**Case 5: PSM sampling**

In the last case study, the uncertainties related to the PSM method are examined similarly as in the cases 3 and 4 by using Eqs. (6) and (7). Firstly the deviations in the inverted concentrations from the initial SDs are studied, when no error in the d50 is assumed, and secondly the \( \Omega_{PSM} \) of the A11 are exposed to an offset of ±0.5 nm. It is assumed that all the \( \Omega_{PSM} \) shift with a constant value of ±0.5 nm, which, however, might not be a completely accurate assumption.

### 3 Results and discussion

#### 3.1 Case 1: Statistical uncertainty in CPC sampling

An example figure of the first simulation is shown in Figure 5, the top panel showing one size distribution with \( N = 1000 \) (on average) where on top the SD1 and CPC d50 curves are plotted. The second panel presents the counted particle frequency for the 10000 simulations for the vWCPC with \( N = 1000 \). By calculating the two uncertainties, statistical and counting, from the distributions such as the one shown in the second panel, we obtain numbers in the Table 1. The uncertainty of the counted particles follows Poisson counting uncertainty as shown in the Table 1 (similar values for \( \sigma/N \) and \( \sqrt{N}/N \)), so, the uncertainty is only dependent on the number of counted particles. This is expected from the properties of the Poisson process: if we consider only particle of one size, its detection can be assumed to follow Poisson statistics. If we consider particles of two different sizes with unequal detection rates which are independent of each other, their sum still follows Poisson statistics. This can be generalized to \( n \) different independent sizes of particles with unequal detection rates, the sum of which follows Poisson statistics. Based on this, we can make a simple calculation for a usual CPC counting experiment: let us assume CPC optics flow rate of 1 lpm, counting time of 1 s and sampled concentration of 100 particles cm\(^{-3}\). This gives us counted particles of \( N = 1660 \) (on average) and counting uncertainty of ±2.5%. Based on the relatively good counting statistics in a normal CPC counting experiments, we can conclude that the counting, and thus, statistical uncertainties are quite low in most CPC counting experiments. Possibly excluded situations are CPCs with very low optics flow rates or/and environments with very low particle concentrations, such as artic areas or clean room facilities. In these cases the counting statistics are easily improved by longer counting time.

Importantly, the previous still holds when the particles are sampled with a DMPS system: the sum of particles with different detection rates (inside the width of a DMA transfer function originating from different charging and DMA transmission probabilities, and changing size distribution) obey the Poisson process and statistics. The fact that particle counting with both a CPC and a DMPS follow Poisson statistics generalizes the statistical uncertainties of concentration measurements to Poisson uncertainty. In general, this is useful observation, since very seldom the measured processes are slow enough to obtain sufficient amount of scans with a DMPS system to calculate the \( \sigma/N \), and the number of counted particles in the DMPS system is not often high enough to neglect the counting uncertainties for a single measurement.

Tables 2 and 3 list the statistical uncertainties obtained for the parameters listed in Tables 4 and 5 for SD1 at various N values. Table 4 lists the ratio of detected concentration and true concentration above the CPC d50, while Table 5 lists the ratio of detected concentration and detected concentration below the CPC d50. We selected these two parameters to describe the CPC
performance in measuring particle concentrations at sizes close to the CPC d50. Statistical uncertainties of these parameters do not follow Poisson uncertainty, as they are calculated from two variables that are dependent on each other. Based on the current study we cannot generalize these uncertainties quantitatively, but only qualitatively as follows: the uncertainties are lower when the number of counted particles is higher. On the other hand, the uncertainties are lower when the CPC d50 is the steeper or the particle SD is flatter. The former is trivial and observed in Tables 2 and 3. The latter can be reasoned as follows: a counting experiment with an ideal CPC does not suffer from the non-idealities of the parameters of Tables 4 and 5, and the steeper the d50 curve, the smaller the possibility of counting particles below the nominal d50. Similarly, the steeper the SD, the more important parameter the CPC d50 is in determining the particle concentration accurately, as is obvious from later parts of this study.

We do not study the magnitudes or uncertainties of these uncertainties that do not follow Poisson uncertainties more deeply because they are very case dependent and depend strongly on the SD shape, d50 shape, counted particle number and factors causing d50 offset. Due to the previous, more general approach nor more deep analysis has not been done also for the numbers obtained in Figures 8 and 10, and in Tables 6a and 6b. However, we can conclude that, at least for such parameters listed in Tables 4 and 5, if number of detected particles is 1e4 or more, the statistical uncertainties of the parameters are less than 5%. This is most probably a good estimate for the data of Figures 8 and 10, and Tables 6a and 6b, since those parameters are calculated from two similar (but not independent) variables as in Tables 2 and 3.

All in all, in most normal CPC and DMPS experiments, and our cases 3 and 5, the statistical uncertainties can be assumed to be equal to Poisson uncertainty, and all derivative parameters of this study to have statistical uncertainties smaller than 5% if number of counted particles is more than 1e4.

3.2 Case 2: DMA-CPC counting uncertainty

In the third case study, we assume that all the instrumental parameters are well-known, and we only examine the uncertainty related to counting statistics in the DMA-CPC system. The DMPS system follows the performance of the only published DMPS system measuring particles down to 1 nm by Jiang et al. (2011b) (Figure 2). Figure 6 shows the particle SDs with the concentrations required to achieve 4, 44 and 400 counts to the CPC of the examined system. These counts represent the number of counts in any counting experiment which yield counting uncertainties smaller than 50%, 15% and 5%. It can be seen from the figure that the studied DMPS system requires the sampled particle concentration of approximately 1e7 cm\(^{-3}\) at 1 nm to achieve the counting uncertainty smaller than 5%. At 3 nm, the respective concentration is approximately 1e5 cm\(^{-3}\). To achieve the counting uncertainties smaller than 15% and 50%, the respective concentrations are approximately one and two orders of magnitudes lower than the ones for 5%. This result clearly implies that to obtain statistically reliable data (or any data at all), one needs very high particle concentrations at the DMPS system inlet. There exist at least two methods to rather easily increase the counting statistics of the studied DMPS system: using a detector with a higher optics flow rate and optimizing sampling line penetration. For example, the TSI 3777 (Kangasluoma et al., 2017) offers the detected flow rate of 0.15 lpm and the A11 system the flow rate of 1 lpm, which enable better counting statistics by a factor of 5 and 33, respectively, compared to the TSI 3025A. The sampling system presented in Kangasluoma et al. (2016a) practically removes inlet line losses, producing almost a tenfold increase to the signal at 1 nm. By implementing the improved counting statistics by a factor of 33 by replacing the 3025A with an A11 and improved sampling line, the required concentrations presented in Figure 6 would be approximately two orders of magnitude smaller. Further improvements would be obtained by improving the transmission of the DMA, or by improving the charging efficiency, which at the current stage will require more fundamental research.
3.3 Case 3: CPC sampling

For the three studied SDs, the ratios of the detected concentration to the real concentration above the d50 of each CPCs are listed in Table 4. The errors in the detected concentrations, indicated as the ratio between the CPC response to the ideal performance (ratio’s deviation from unity), result from the changing size distribution at the size range where the d50 increases from 0 to A. Therefore, the errors are the largest (-12% to 272%) for the vWCPC as its d50 curve increases from 0 to A in the largest diameter range (see Fig. 1). The d50 curves of the 3777 and A11 are similarly steep but placed at different concentration gradient of the SDs. Because the concentration gradient is larger at the d50 of the 3777 compared to the A11, the errors are also larger for the 3777 (-4% – 32%) than for the A11 (-1% or less).

The fractions of the detected particles that are smaller than the nominal d50 of CPC, are given in Table 5 for different SDs. As expected, the ideal CPC does not detect anything below its d50 but the real CPCs detect particles that are smaller than the nominal d50 of a CPC due to the non-ideal d50 curves. The smallest fractions (less than 2%) are observed for the SD3 in which the concentration gradient is positive and relatively small at the size of the CPC d50s, and most of the particles in the SD are larger than the d50 values. For the SD2 with a larger but positive concentration gradient at the d50 sizes, the fractions are also relatively low, less than 10%. However, when the gradient is large and negative, as is the case for SD1, a significant fraction of the detected particles is below the nominal d50 values. For vWCPC the fraction of the particles detected below the d50 value is the highest (67%) as the d50 curve reaches to much smaller diameters as its nominal d50 value. The d50 curves of 3777 and A11 exhibit similar steepness, but as the d50 of the 3777 is at the region of higher concentration gradient for the SD1, the fraction of the particles detected below d50 is larger (37%) than the value of A11 (12%) (Table 5). These results imply that non-idealities of the d50 curve can cause significant measurement error, particularly in the cases when the SD is narrow. In the worst case it can cause either an overestimation up to some hundred percent (SD1) or an underestimation of some ten percent (SD2) (Tables 4 and 5).

Next, ±0.5 nm error was applied to the d50 curve, and the detected concentrations are compared to the real concentration above the nominal, correct d50 values. Tables 6a and 6b present the concentration ratios for the d50 offsets of +0.5 nm and -0.5 nm, respectively. Errors in the detected concentrations are again the smallest for the SD3, approximately ±15%, due to the smallest concentration gradient and the fact that most particles in the SD are larger than the d50s. For SD2, in which the peak concentration is close to the d50 values, the ± 0.5 nm error in d50 curve causes errors of approximately -70% to +130% to the detected concentrations. The errors in the detected concentration are the largest for the SD1, ranging from -98% to > 1000%. This is because in SD1 there is a strong negative concentration gradient in the size range of the d50s of all the CPCs. The observed errors in the detected concentrations imply strongly that the knowledge on the d50 is crucial when determining the particle concentrations in systems where particle formation takes place, producing steep particle size distributions. The magnitude of the error is determined by the combination of how CPC d50 is located relative to the SD and the shape of the d50 curve. The stronger the concentration gradient is, more uncertainty in the detected concentration is induced, if d50 is not exactly known.

Most importantly, universal uncertainty in the detected concentration cannot be given even if the uncertainty in the d50 can be known, as the concentration uncertainty always depends on the sampled particle SD.

3.4 Case 4: DMA-CPC sampling
In case study 4 a $\Omega_{DMA}$ is included in between the particle SD and CPC, and inverted concentrations are studied. The inverted concentrations are limited to values where the detection efficiency of the CPC is larger than 5% and where the size distribution is more than 0.1% from the peak value. This is to avoid the most extreme and uncertain values, which probably would not be used in a real experiment either. Figures 7a-c present the inverted SDs and the ratios of inverted SDs to the initial SD for different SDs with all CPCs. In these plots the d50 is assumed to be known, and all errors in the inverted concentrations arise from the fact that the particle concentration changes in the size range of the $\Omega_{DMA}$ and d50 curve.

From Figure 7 it can be observed that the ideal CPC underestimates the concentration close to the d50 value for all the SDs. This is because the DMA transmits also particles smaller than the d50, which are not detected by the CPC. At the sizes where all the particles are larger than the ideal CPC d50, the ideal CPC, like all other CPCs, overestimates the detected concentration by approximately 0 – 15%. This results from the fact that the particle concentration in the SD decreases exponentially as a function of size, and therefore the concentration at the $\Omega_{DMA}$ maximum value does not represent the average concentration over the whole $\Omega_{DMA}$ width. For the real CPCs, two processes are competing below the CPC d50 value: the concentration is underestimated because particles smaller than the d50 are transmitted through the DMA, since the concentration gradient is strongly negative in the SD at the d50 size. Simultaneously the concentration is overestimated because the particles larger than the d50 size are also transmitted, and they are detected at a higher probability than the value of $\eta_{CPC,dp}$ (CPC detection efficiency at a given diameter) used in the inversion. Correction to the detected particle concentration due to $\eta_{CPC,dp}$ increases with the decreasing particle size, and the net effect leads to the underestimated particle concentration. This overestimation is most pronounced for the SDs 2 and 3 in which the concentration gradient at the sizes of d50 is positive, and therefore relatively more particles larger than the d50 are transmitted through the DMA.

Thus, in the case of the DMA-CPC system the instrumental non-idealities alone can cause significant error in the detected concentration. In our calculations, these errors range from -60% up to 560% depending on the diameter, the initial SD and the characteristics of the CPC. The largest overestimations are associated to diameters where the CPC detection efficiency is lower than 0.5*A (half of the d50 curve plateau value). The overestimation is smaller for the vWCPC than for the 3777 and A11 because its d50 is the least steep. As mentioned above, for these calculations we used only diameters at which the CPC detection efficiency was larger than 5%. However, to avoid the observed underestimation and overestimation problems in data inversion, using diameters at which the CPC detection efficiency is larger than 0.9*A is suggested. At diameters where $\eta_{CPC} > 0.9*A$, the error was smaller than 15% for SD1 and smaller than 2% for SD2 and SD3. The high uncertainties arise again from the steep SDs as a function of particle size. The magnitude of the errors cannot be estimated, if the size distribution is not known before the inversion routine, which is always the case in real experiments.

Next, ±0.5 nm error is introduced to the d50 values of the CPCs. The ratios of inverted concentration to the initial size distribution in this case are shown in Figures 8a-c. The observed deviations in the inverted concentration from the real concentration follow rather similar patterns for all the CPCs and SDs. The uncertainties range from -100% to > 1000% and they are again most pronounced for the SD1 due to the strong negative concentration gradient at the d50 sizes. These results further show that if the d50 of a CPC is not exactly known for the studied system, the safest way is to use a DMA-CPC system that starts from a diameter where the CPC detection efficiency is above 90% of the plateau value for the worst case d50. With the DEG based CPCs this limit lies somewhere around 2 – 3 nm (Kangasluoma et al., 2014).

### 3.5 Case 5: PSM sampling
In the last case study, we investigate the performance of the A11 method in retrieving the SDs by means of scanning the supersaturation. Following the similar analysis as in the case studies 3 and 24 we first analyze the inversion without uncertainties in the $\Omega_{\text{PSM}}$, and subsequently add a $\pm 0.5$ nm error to the $\Omega_{\text{PSM}}$ presented in Figure 4. The analysis is again limited to the SD diameters, where the concentration is larger than 0.1% of the peak concentration. As in the case of the DMA-CPC inversion, the PSM inversion includes uncertainties resulting from the fact that the particle concentration changes significantly within the width of a $\Omega_{\text{PSM}}$. As seen from Figure 9, SD1 is overestimated at 2 nm while SD2 is underestimated at this size. This is due to $\Omega_{\text{PSM}}$ which are skewed toward larger sizes. On the other hand, the inversion of the rather flat SD3 includes relatively small errors. The errors in the inverted concentrations ranged from -15% to +70%.

The error of $\pm 0.5$ nm in the $\Omega_{\text{PSM}}$ causes error in the measured concentrations at all sizes in the inverted concentrations for the PSM method, while for the DMA-CPC the errors are only at the size range close to the CPC d50 (see Section 3.2). Thus, in the case of the PSM method, the initial SD mostly defines the magnitude of uncertainty in the inverted concentration (Figures 9 a-c). The largest errors in the inverted concentrations are observed for the SD1, ranging from -100% up to 5000%. The concentration can also be under- and overestimated for a single SD as shown for SD2 when there is +0.5 nm offset in the $\Omega_{\text{PSM}}$. These, rather large, uncertainties are obtained because the inverted concentration with shifted $\Omega_{\text{PSM}}$ is directly compared to the initial size distribution. It corresponds to the case in which the instrument user needs a size classified concentration at a given (mobility) diameter. Estimating the associated uncertainties for a given experiment is challenging because the uncertainty depends on the initial SD. In this case study, all the uncertainties are assumed to be in the particle concentration, which leads to very high uncertainties. Therefore, a more convenient approach in the PSM method would be to include only counting and other experimental uncertainties in the concentration uncertainty, and include the $\Omega_{\text{PSM}}$ related (particle composition, charge and sample flow relative humidity) uncertainty in the size bin uncertainty. In the following nucleation and growth rate calculations the size bin uncertainty would be directly the corresponding size uncertainty of the size at which the nucleation or growth rate was calculated. In our case study, this would mean that instead of having uncertainty from -100% to 5000% in the concentration with exact diameter, the concentration uncertainty would be from -15% to 70% and the diameter uncertainty $\pm 0.5$ nm. In this case the SDs inverted from PSM method would be supersaturation equivalent diameters, which would make data intercomparison more straightforward. On the other hand, this could complicate further analysis, such as interpreting particle formation and growth rates calculated from the concentrations or the comparison between the concentrations measured with the PSM and other instruments.

4 Conclusions

In this study, the uncertainties in the sub-3 nm particle concentration measurement were examined. Several parameters that affect the accuracy of the measurement were identified, including the initial size distribution (SD), the steepness of the detection efficiency (d50) curve of the detector, the d50 accuracy with respect to the particle composition and charge (how well the CPC calibration test aerosol represents the measured aerosol), and detector counting statistics. Based on the analysis, the following conclusions can be drawn:

1) In all CPC and DMPS experiments the Poisson statistics uncertainty ($\sqrt{N}/N$) describes the statistical uncertainty of the counted particles.

2) Achieving the counting uncertainty smaller than 5% with the studied DMPS system requires high particle concentrations ($> 1 \text{e}^5 \text{cm}^{-3}$), which are not present in many systems.
3) CPCs can sample particles smaller than their nominal d50 diameter due to non-ideal d50 curve, which, depending on the sample SD can lead to overestimation or underestimation of the particle concentration. In our cases concentration error was in the range of -12% to 272%.

4) In the data inversion, using a single value for the DMA and PSM transfer functions (Ω_{DMA} and Ω_{PSM}) and CPC detection efficiency (η) is inevitable but it causes errors in the inverted concentrations. This results from the fact that the particle concentration can change significantly within the width of a Ω_{DMA} and Ω_{PSM}.

5) The steeper function of particle size the initial SD is, the larger the uncertainties in the concentration measurement are.

6) The largest uncertainties in the inverted concentrations with the DMA-CPC can be avoided by limiting the size range of the instrument only to diameters where the CPC detection efficiency is more than 90% of the plateau value. By using smaller CPC detection efficiency values than 90% the concentration error can be up to 500% due to instrumental non-idealities.

7) If the properties of the sampled particles are unknown, the largest uncertainties in the measured concentrations are associated in the PSM sizing method (in our cases from -100% to 5000% in the whole sizing range with ±0.5 nm d50 uncertainty), since the transfer functions, Ω_{PSM}s, are directly exposed to the uncertainty in the η. With the DMA-CPC method unknown particle properties cause uncertainty to the measured concentration only in the size range close to the d50 (in our cases from -100% to 1000% with ±0.5 nm d50 uncertainty).

8) Uncertainties are always case dependent

Future research to reduce the simulated uncertainties presented above, should focus on:

1) Designing CPCs with steeper d50 curves.

2) Finding nontoxic CPC working fluid capable of sub-3 nm particle detection and with a minimal composition and charge dependency, and homogeneous droplet production.

3) Building DMAs with a higher sizing resolution (R > 5) with reasonable transmission which are applicable to field experiments.

4) Improving DMPS counting statistics by
   a. Using CPCs with larger optics flow rates.
   b. Minimizing the sampling losses.

5) Studying sub-3 nm charging efficiency

Further, the implications of the particle concentration measurement uncertainties on the derivative parameters, such as the particle nucleation and growth rate (Kulmala et al., 2012), should be studied.
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Figure 1. The CPC d50 curves and test particle size distributions. Concentration unit for the size distributions is arbitrary.
Figure 2. Penetrations of the DMPS system in case study 3.
Figure 3. Counting statistics uncertainty for Poisson distribution. $N$ is the number of counts.

Figure 4. PSM method calibration and transfer functions. Different colors represent different sizes (in nm).
Figure 5. Upper panel: Example simulated distribution of SD1 with 1000 counts and on top plotted CPC d50 curves. Second panel: counted particles by vWCPC in the 10000 simulations. Third panel: Table 1 parameter for the vWCPC and SD1. Fourth panel: Table 2 parameter for the vWCPC and SD1.
Figure 6. The DMA-CPC sampling an arbitrary particle size distribution. Lines show the particle concentration required to reach statistical uncertainty smaller than 5%, 15% and 50% with the DMPS published by Jiang et al. (2011b).
Figure 7. Inverted concentrations and the ratios of the inverted concentration to the initial size distributions for the case study 2, in which the size distributions were sampled with the DMA-CPC method. Note the different y-axis scales in lower panels.
Figure 8. The ratios of inverted concentration to initial size distribution for the case study 2 in which the size distributions were sampled with the DMA-CPC method. ±0.5 nm uncertainty is inserted to the d50 curve.
Figure 9. Inverted concentrations and the ratios of the inverted concentration to the initial size distributions in case study 4 with the PSM method.
Figure 10. Inverted concentrations and the ratios for the case study 4.

Table 1. Statistical (std/mean, [%]) and Poisson (N/√N, [%]) uncertainties for the counted particles in the simulation of Figure 1.

<table>
<thead>
<tr>
<th>vWCPC</th>
<th>Statistical</th>
<th>Poisson</th>
<th>N_{detected,3777}</th>
<th>Statistical</th>
<th>Poisson</th>
<th>N_{detected,A11}</th>
<th>Statistical</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaN</td>
<td>1.41</td>
<td>0.18</td>
<td>1.00E+02</td>
<td>0.21</td>
<td>0.42</td>
<td>1.00E+03</td>
<td>0.06</td>
</tr>
<tr>
<td>0.06</td>
<td>0.10</td>
<td>0.02</td>
<td>1.00E+04</td>
<td>0.02</td>
<td>0.03</td>
<td>1.00E+05</td>
<td>NaN</td>
</tr>
<tr>
<td>NaN</td>
<td>NaN</td>
<td>0.69</td>
<td>1.00E+02</td>
<td>0.16</td>
<td>0.64</td>
<td>1.00E+03</td>
<td>NaN</td>
</tr>
</tbody>
</table>
Table 4. Ratio of the detected concentration to the real concentration above the CPC d50 in Case 1.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>SD1</th>
<th>SD2</th>
<th>SD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>vWCPC</td>
<td>3.72</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>3777</td>
<td>1.32</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>A11</td>
<td>1.00</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Ideal CPC</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 5. Fraction of detected particles that are smaller than the nominal d50 of the CPCs for Case 1.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>SD1</th>
<th>SD2</th>
<th>SD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>vWCPC</td>
<td>0.67</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>3777</td>
<td>0.37</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>A11</td>
<td>0.12</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ideal CPC</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 6a. Ratio of detected concentration to the real concentration above the d50 with 0.5 nm error in d50 in Case 1.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>SD1</th>
<th>SD2</th>
<th>SD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>vWCPC</td>
<td>0.03</td>
<td>0.40</td>
<td>0.87</td>
</tr>
<tr>
<td>3777</td>
<td>0.02</td>
<td>0.27</td>
<td>0.87</td>
</tr>
<tr>
<td>A11</td>
<td>0.02</td>
<td>0.43</td>
<td>0.88</td>
</tr>
<tr>
<td>Ideal CPC</td>
<td>0.02</td>
<td>0.33</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 6b. Ratio of detected concentration to the real concentration above the d50 with -0.5 nm error in d50 in Case 1.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>SD1</th>
<th>SD2</th>
<th>SD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>vWCPC</td>
<td>14.25</td>
<td>1.69</td>
<td>1.12</td>
</tr>
<tr>
<td>3777</td>
<td>42.00</td>
<td>2.32</td>
<td>1.13</td>
</tr>
<tr>
<td>A11</td>
<td>24.75</td>
<td>1.33</td>
<td>1.10</td>
</tr>
<tr>
<td>Ideal CPC</td>
<td>37.59</td>
<td>1.75</td>
<td>1.12</td>
</tr>
</tbody>
</table>
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