An investigation of mechanisms of enhancement of irradiation–induced damage formation in GaN under molecular in comparison to monatomic ion bombardment is presented. Ion-implantation-induced effects in wurtzite GaN bombarded with 0.6 keV/amu F, P, PF\textsubscript{2}, and PF\textsubscript{4} ions at room temperature are studied experimentally and by cumulative MD simulation in the correct irradiation conditions. In the low dose regime, damage formation is correlated with a reduction in photoluminescence decay time, whereas in the high dose regime, it is associated with the thickness of the amorphous layer formed at the sample surface. In all the cases studied, a switch to molecular ion irradiation from bombardment by its monatomic constituents enhances the damage accumulation rate. Implantation of heavy Ag ion, having approximately the same mass as the PF\textsubscript{4} molecule, is less effective in surface damage formation, but leads to noticeably higher damage accumulation in the bulk. The cumulative MD simulations do not reveal any significant difference in the total amount of both point defects and small defect clusters produced by light monatomic and molecular ions. On the other hand, increased production of large defect clusters by molecular PF\textsubscript{4} ions is clearly seen in the vicinity of the surface. Ag ions produce almost the same number of small, but more large defect clusters compare to the others. This findings show that the enhancement of stable damage formation in GaN under molecular, as well as under heavy monatomic ion irradiation, can be related to the higher formation probability of large defect clusters.

1. Introduction

Gallium nitride (GaN) is a wide bandgap (3.4 eV) semiconductor with some superior properties compared to Si and GaAs [1, 2]. It has attracted considerable interest due to the wide range of applications in high power electronics, microwave and optoelectronic devices, including the solid-state white lamps now replacing the traditional incandescent lamps due to much better efficiency [3-5]. In GaN-based device fabrication, ion bombardment is an attractive choice due to high precision and uniformity of dopant distribution, possibility of dry etching [4], electrical isolation [4, 7] and carrier and PL lifetime tuning techniques [8]. Ion irradiation is always accompanied by production of lattice disorder which affects all properties of the materials [9]. Hence, to understand fundamental processes and to improve device performance, it is vital to study irradiation-related defect formation.

Irradiation induced damage accumulation in semiconductors has been extensively studied for over half of a century. Despite the mature age of this research field, damage evolution is more or less well understood only for a few semiconductors (Si and GaAs) [9, 10]. This is related to the non-equilibrium nature of radiation effects, the complexity of various defect interaction processes and to the fact that solids can behave very diverse ways under ion bombardment. Particularly, damage
accumulation under ion irradiation has a very specific behavior in gallium nitride. Even though it has been studied by several different research groups (see, for instance, [11-17]), many physical aspects of damage formation in GaN are still far from being understood. One of the existing problems is the influence of the density of an individual collision cascade on effectiveness of stable damage accumulation [17], which in turn gives rise to another irradiation-related phenomenon, the so-called molecular effect (ME) in stable damage accumulation. The latter effect can be observed by the comparison of lattice disorders (or other radiation-induced phenomena) produced by the same amount of atoms, either as a molecular ion or as separated monoatomic ions, provided by molecular and monoatomic ions having the same velocities, as well as a similar average fluence of atoms on the surface. In our case, the ME means that the molecular/cluster ions create more stable damage than the same number of constituent atoms implanted into the target separately. This effect has long been known and was studied in numerous investigations (see, for instance, [18-26] and references therein, as well as reviews of earlier publications [27, 28]). Most of these works were focused on investigation of the ME during ion implantation of Ge (earlier publications) and Si. A number of experimental studies of the ME was performed also for ion irradiation of GaN [17, 29 - 30], as well as other semiconductor materials. The results have confirmed the manifestation of ME in a wide range of bombardment conditions of semiconductors by molecular ions, which motivates a detailed investigation of the mechanisms of this phenomenon.

If the correct irradiation conditions are used, the only difference between monatomic and molecular ion bombardment is that atomic ions hit the surface at randomly distributed positions, but atoms comprising a molecular ion all together practically hit at the same point. Thus, collision cascades generated by the atomic components of a molecular ion will overlap in the initial part of their trajectories. As a result, the density of displacements in the averaged individual collision cascade in the surface vicinity increases [17]. Increase in the cascade density leads to (i) a superlinear primary defect generation (an energy spike effect) [28], and (ii) an enhancement of secondary defect formation [21, 22].

However, another additional reason of increased stable defect formation efficiency in a dense cascade is possible. It has been shown earlier [32] by MD simulation that irradiation of GaAs and GaAsN by heavy ions leads to formation of larger defect cluster than in case of light ion bombardment. In our previous work [33], MD simulations also showed that in the case of bombardment of GaN by both molecular and monatomic heavy ions, the increase in displacement density leads to an enhancement of larger defect cluster formation.

In practice, however, the experimentally measured damage is formed by several ions sequentially stopped in the same region, which was not considered in earlier studies. Thus, the aim of the present work is to understand whether the effect of enhancement of the formation of large defect clusters observed in MD simulation of single impacts results also at higher fluences in a sequential disordering of GaN by molecular and heavy ions. Another goal of the present MD research is to investigate the dependence of such disordering on ion fluence. Finally, it was predicted in [33] that such large defect clusters are responsible for the decay of photoluminescence in irradiated GaN. Accordingly, another object of the current study is to obtain experimental confirmation of this prediction. A brief report on preliminary results of experimental and theoretical studies of enhancement of surface amorphous layer formation was published earlier in Ref. 31.

In this paper, irradiation-induced effects were studied experimentally and by MD simulation of multiple subsequent impacts up to fluences matching those used in the experiments. We measured structural damage formation and photoluminescence decay in GaN bombarded with atomic (F and P) and molecular (PF_2 and PF_4) ions with an energy 0.6 keV/amu at room temperature. Additionally, we performed irradiation by Ag (107.9 amu) ions, to analyze the mass effect on PL and damage production, since Ag has the atomic mass close to the mass of the molecular ion PF_4.
(106.9 amu). The combination of theoretical calculations and analysis of experimental data gives us the possibility to clarify the basic aspects of formation of different defect types under different irradiation conditions on one hand, and the relevance of different defect types to optical properties of GaN, on the other hand.

2. Methods

2.1. Experimental

Silicon doped wurtzite (0001) GaN epilayers, grown by metal-organic vapor phase epitaxy at the Ioffe Institute (St. Petersburg, Russian Federation), 2 µm thick, on c-plane sapphire substrates, were implanted at room temperature with atomic F, P, Ag and molecular PF$_2$, PF$_4$ ions with an energy 0.6 keV/amu. The choice of cluster ions (i.e. PF$_n$ with $n$ = 2 and 4), instead of mono-elemental clusters $A_n$ was due to experimental constraints of the ion accelerator used in this work. Ag was specifically chosen due to its comparable mass with PF$_4$. Implantation was carried out at room temperature at 7° off the [0001] direction to minimize channeling effects. As discussed in detail in [17, 34], irradiation-induced effects can be conveniently studied if the following parameters are kept constant: ion energy normalized to amu, ion fluence in terms of the number of displacements per target atom (DPA), and ion beam flux in terms of DPA s$^{-1}$. In this case, the same volume-averaged amount of displacements can be expected in the target according to the binary collision approximation, and hence the same damage level should appear in the target in all cases if the damage is produced in linear collision cascades. All the irradiation conditions used in this study (see Table 1) comply with these requirements. DPA values were calculated with the TRIM code [35] (version SRIM-2006.02) as DPA = $n_v \times \Phi / n_{at}$, where $\Phi$ is ion fluence in ions per cm$^2$, $n_v$ is an average number of vacancies produced per unit of depth by one ion at the depth of maximum nuclear energy loss, and $n_{at}$ = 8.85 $\times$ 10$^{22}$ cm$^{-3}$ is the GaN atomic concentration. Effective threshold energies for atomic displacements were 25 eV for both Ga and N sub-lattices. The TRIM simulated $n_v$ for the ions considered are presented in Fig. 1. The estimation of the amount of vacancies produced by molecular PF$_n$ ions was made as a linear combination of vacancies generated by corresponding number of constituent atomic ions DPA$_{PF_n}$ = DPA$_{P} + n \times $DPA$_{F}$, where $n$ = 2, 4. As it is seen in Fig. 1, P+4×F, 3.3×P and 5.8×F show similar vacancy concentration and distribution in the BCA approximation, which let us compare molecular and monatomic doses. We neglect electronic energy loss in the DPA definition, as it has negligible influence on structure damage formation in the keV ion energy regime. All experimental irradiation conditions used in these studies are summarized in Table 1. Ion beam fluxes used to study PL properties and damage formation were chosen in order to get reasonable irradiation times. The flux effect at such a low ion beam current will play a very small role, and we neglect it in our further analysis.

<table>
<thead>
<tr>
<th>Ion energy, keV</th>
<th>F</th>
<th>P</th>
<th>PF$_2$</th>
<th>PF$_4$</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_v$, max, Å$^{-1}$ion$^{-1}$</td>
<td>0.85</td>
<td>1.46</td>
<td>3.13</td>
<td>4.83</td>
<td>4.51</td>
</tr>
<tr>
<td>$j$, nA cm$^{-2}$</td>
<td>6.0 and 83</td>
<td>3.5 and 48</td>
<td>1.6 and 22</td>
<td>1.1 and 15</td>
<td>1.2 and 16</td>
</tr>
<tr>
<td>Flux, 10$^{-4}$ DPA/s</td>
<td>0.36 and 5</td>
<td>0.36 and 5</td>
<td>0.36 and 5</td>
<td>0.36 and 5</td>
<td>0.36 and 5</td>
</tr>
<tr>
<td>Fluence per 1 DPA, 10$^{14}$ cm$^{-2}$</td>
<td>10.3</td>
<td>6.00</td>
<td>2.80</td>
<td>1.82</td>
<td>1.95</td>
</tr>
<tr>
<td>DPA in MD simulation cell after 1 ion impact</td>
<td>6.05x10$^{-5}$</td>
<td>1.04 x10$^{-4}$</td>
<td>2.23 x10$^{-4}$</td>
<td>3.44 x10$^{-4}$</td>
<td>3.21 x10$^{-4}$</td>
</tr>
</tbody>
</table>

Table 1: Experimental irradiation conditions used in this study, and estimated DPA value corresponding to one impact of each projectile onto the calculation cell.

Implantation-produced disorder was measured by Rutherford backscattering spectrometry in channeling mode (RBS/C) by 0.7 MeV He$^{++}$ ions incident along the [0001] direction and
backscattered to $103^\circ$. Both implantation and RBS/C analysis were performed using 500 keV HVEE implanter.
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Figure 1: SRIM generated vacancy distributions (closed symbols) and scaled vacancy distributions (open squares and circles) for different monatomic projectiles together with linear combinations calculated for PF$_n$ molecules (open triangles). It is clearly seen that PF$_4$ molecule generates 5.8 times more vacancies than F and 3.3 times more vacancies than P monatomic ions. Depth distributions are similar in all three cases (Color online)

Band edge recombination dynamics was studied by time-resolved photoluminescence using 2 ps optical pulses from a double cascade compressed Nd-YAG laser with a 340 nm central wavelength. The PL signal, spectrally integrated around the GaN band gap wavelength of 360 nm, was measured at room temperature with a Hamamatsu C-979 streak camera. The temporal resolution of the system response was 8 ps. The decay time $t_D$ was determined as the time during which the PL signal reduced to 1/e of its maximum. This criterion provides the reference value $t_D \sim 270$ ps for as-grown samples. A more detailed experimental setup description can be found elsewhere [30].

2.2. Molecular dynamics simulations

The irradiation processes were simulated using the classical Molecular Dynamics (MD) method with the PARCAS code [36 – 38]. The wurtzite-structured GaN cells were constructed with an open surface in the [0001] direction. The interatomic potential used to describe the GaN substrate describes a wide range of structural properties including point defects in line with DFT calculations [39], and has been previously used successfully to study irradiation-induced defects [33, 40 – 42]. The simulation cell size was $414 \times 386 \times 402 \text{ Å}^3$. The simulation cell containing a total of 5.5 million atoms was equilibrated at 300 K using Berendsen temperature and pressure control [43] before the irradiation runs. Details of the simulation procedure are given elsewhere [33, 40]. Irradiation simulations were done by F, P, PF$_2$, PF$_4$ and Ag ions (see Table 1). The ion energy for each irradiation case was taken equal to the experimental value. The interactions in the PF$_n$ molecule was described by Lennard-Jones potentials, constructed to give the correct bond length and bond energies within the molecule [40].

The atomic or molecular ion was placed above the simulation cell surface, and directed towards it at the angle $7^\circ$ off the sample normal. Periodic boundary conditions were applied in the lateral directions $(x, y)$. The one-impact simulation time was 20 ps. The possible influence of the cell relaxation time on simulation results will be discussed below. After each impact, the
damaged simulation cell was randomly shifted in the $x$ and $y$ directions, after which periodic boundary conditions were applied again. In this manner, fifty cumulative irradiations were done by each projectile type. Three independent cumulative calculation sequences were completed to improve statistics.

After the irradiation simulation, the damage was analyzed using Voronoy polyhedra centered on each initial atom position. Polyhedra with no atoms were labeled as vacancies and polyhedra with 2 or more atoms as interstitials. In addition, we also analyzed the formation of defect clusters and the cluster size distribution for all investigated cases. Cluster analysis was done by calculating the distance from each point defect to all other defects. All defects that were within a fixed cut off radius from each other were interpreted to be a part of the same defect cluster. The cutoff radius was chosen to be one and half a lattice constant (3.116 Å).

We note that the distributions of the number of vacancies obtained in MD irradiated simulation cells corresponds closely to the distribution of vacancies for the same dose in DPA, calculated from SRIM [35]. For the comparison with experiment, we estimated the dose of irradiation in DPA in the similar manner as described in Sect. 2.1. In other words, number of cumulative impacts for different projectiles was chosen in such a way that atoms in simulated target experienced similar number of displacements (DPA). A single ion impact on a simulated surface corresponds to a fluence of $0.626 \times 10^{11}$ ions/cm$^2$. The corresponding doses in DPA for each type of an ion are shown in Table 1.

3. Results and Discussion

3.1. Low dose regime. Photoluminescence decay study.

As discussed above, energetic ion stopping in GaN target forms various defects, which in turn affect all properties of the material. One of possible techniques to investigate damage formation in GaN at the early irradiation stages, when only a few defects present in the crystal, is time-resolved photoluminescence (PL) studies. Structural defects act as a nonradiative sinks for photoexcited carriers, and the change observed in carrier dynamics will indicate the amount of damage formed. Fig. 2 (a) shows the measured decay of the PL signal spectrally integrated over 360 nm peak (see Refs. 30, 31) for GaN targets irradiated by monatomic and molecular ions to the dose of $0.8 \times 10^{-3}$ DPA. For clarity in the figure, only one of every five experimental points is shown by markers. PL decay in the unirradiated samples is also shown. Consistently to previous results [8, 31, 44], PL decay in all samples can be treated as following a bi-exponential law. This is well known behavior of luminescence driven by nonradiative recombination on saturating sinks [44]. We determine characteristic decay time $t_D$ as the time required for the reduction of a PL signal by a factor of $e$. It is clearly seen from Fig. 2 (a) that molecular ion irradiation is more efficient in shortening PL decay time compare to its atomic constituents. Heavy Ag monatomic ion bombardment affects $t_D$ even stronger. This result is further illustrated in Fig. 2 (b), where the dose dependencies of decay time are presented. It is seen from Fig. 2 (b) that heavy atomic ion irradiation causes much faster PL decay time decrease than the molecular ions, which in turn is more effective than light atomic ions. Interestingly, the difference in $t_D$ for light atom (F, P) and molecule (PF$_4$) irradiations vanishes with ion dose. All three species give the same value of $\sim$ 40 ps in the samples irradiated to $8 \times 10^2$ DPA. Taking into account the very low implantation fluences, the reduction of the $t_D$ in the implanted samples should be attributed to damage rather than to chemical effects of the implanted ions. Hence the difference in PL decay time after different ion irradiation is a signature of different types of different concentration of defects formed in the GaN by different ions. Also in [33], based on a single impact MD simulations it was suggested that the defect clusters can be one of the important reasons for fast PL decay. Below we affirm that point with the cumulative simulation results.
3.2. High dose regime. RBS/C study of structure damage formation

To perform an investigation of structure damage formed in a sample by RBS/C technique, one needs to achieve at least ~3% of relative disorder, which requires relatively high ion doses. It is obvious that such a high amount of lattice damage and, consequently, number of nonradiative recombination levels formed, completely suppresses radiative recombination in the sample. Fig. 3 presents typical RBS/C spectra obtained from GaN samples irradiated with different ions up to the same dose of 3 DPA. Irradiation to other doses from 1.5 to 10 DPA gives RBS/C spectra with very similar behavior to shown in Fig. 3. In all cases studied, the bi-modal lattice damage formation is found consistent with previous reports [4, 7, 9, 13-17, and 31]. One defect peak appears in the bulk and another one, corresponding to a thin amorphous (or nanocrystalline) layer [4, 45, 46], forms at the sample surface. However, spectra obtained after different projectile implantations differ from each other, even though an equal number of identically distributed point defects were produced in the target in all cases, according to the binary collision approximation.

Fig. 3 shows that light F and P ions as well as PF$_n$ molecules give rise to an almost similar bulk defect peak. Slightly higher values seen in the molecular spectra (Fig. 3) are due to higher de-channeling value of the probing He ions in the thick disordered layer, which appeared in these cases at the target surface. The integrated peak areas are almost the same. The bulk peak produced by heavy Ag ions is located deeper in the sample, and its area is bigger than that for other ions. This behavior could be understood taking into account two reasons: (i) slightly deeper position of the maximum of nuclear energy loss (as indicated in Fig.1), and (ii) correlation of the bulk damage buildup with the density of collision cascades. The heavy Ag ion has high nuclear energy loss and will form dense collision cascades at all penetration depths which gives high bulk damage value. In the case of molecular PF$_n$ ion bombardment, overall collision cascade density is determined by the individual cascades created by P and F components. The atoms comprising molecule will spread fast with depth [40] and consequently, we should not find significant difference in the densities of cascades formed by molecular PF$_n$ or its constituent monatomic ions in the crystal bulk. Hence, molecule and its constituents will form similar damage.
Figure 3. RBS/C spectra for GaN irradiated to the dose of 3 DPA by different ions as indicated in the legend. The positions of the maxima of vacancy distributions generated by different ions as predicted by TRIM (see Fig. 1) are shown by arrows. Random and virgin spectra are shown by black lines. (Color online).

It is also seen from Fig. 3 that the surface damage peak appears after each of the ions used. This damage peak corresponds to thin surface amorphous layer (SAL) formed at the GaN sample surface [4]. The SAL formed by molecular ion irradiation is thicker compared to that formed by irradiation with constituent monatomic species, i.e. a molecular effect (ME) takes place. ME efficiency increases with the size of molecules. Indeed, PF$_4$ ions produce thicker amorphous layer than PF$_2$ ions. Heavy Ag ion irradiation produces a thicker SAL than that of light F and P ions, but thinner than the one produced by molecules. SAL formation indicates that the surface is a nucleation site for point defects. It was earlier shown that the lattice amorphization rate at the surface linearly increases with the amount of point defects coming to the amorphous/crystalline interface [47, 48]. Overlapping of individual collision cascades formed by atoms comprising the PF$_n$ molecule locally increases cascade density at the sample surface and, in turn, increases the number of point defects produced by molecular ions in the surface vicinity. Some of these mobile defects will come to amorphous/crystalline interface, causing faster SAL growth. Analysis of experimental data suggests that silver ions generate more point defects than fluorine or phosphorus, but they are not as efficient at the sample surface as the PF$_n$ molecules.

Thus, superlinear collision cascade formation plays an important role in ion-beam-induced damage formation both in the GaN bulk and at the surface. However, the relative role of different cascade-related mechanisms responsible for the effects observed cannot be derived from the above data and require additional studies. It is important to understand the process at the atomistic level. In the Sect. 3.3 we present results of cumulative MD simulations of radiation damage formation during irradiation of GaN with all mentioned ion species.

3.3. Cumulative MD simulation

We performed cumulative molecular dynamic simulations for direct modeling of processes developing in GaN target during stopping of the ions.

Figure 4 (a) shows accumulation of the total amount of vacancies produced by different projectiles with cumulatively increasing number of impacts. The distributions and amount of interstitials follow the same trend and hence are not presented here. The quantity of point defects increases almost linearly for all projectiles. Scaling to a similar number of displacements (DPA) evidences that at low dose range up to $10^{-2}$ DPA, all projectiles except Ag produce a comparable number of point defects (Fig. 4 (b)). A slight deviation from linear dependence is seen for heavy
Ag and PF$_4$ ions at high doses. Overall, we found a higher number of defects produced by heavy Ag, and almost no difference in the total amount of point defects generated by molecular and light atomic ions even close to the sample surface, where it was expected. This result is somewhat intriguing, but close to our single impact simulation data [33].

Figure 4: (a) Vacancy accumulation for GaN substrate irradiated by different projectiles (as indicated in the legend) with increasing number of cumulative impacts. (b) Number of defects as a function of dose expressed in DPA.

Figure 5 shows the depth distribution of point defects (vacancies) simulated for all projectiles. To compare defect production by all different projectiles, a different number of ion impacts were used to reach the same dose of $3 \times 10^{-3}$ DPA, which for F, P, PF$_2$, PF$_4$ and Ag were 50, 30, 15, 9 and 9 ion impacts, respectively. The results are presented in Fig.5. No distinguishable difference is seen between depth distributions of point defects produced by single (P) and molecular (PF$_4$ and PF$_2$) ions. Simulation of Ag ion impacts shows a slightly higher number of simple point defects, whereas light F ions give a bit less point defects. The depth of the maxima of the vacancy distributions is around 10 nm, which coincides well with TRIM simulated position of maximum of nuclear energy loss. Previously, on the base of single MD simulated impact data, we have reported that the PF$_4$ molecule produces an amount of point defects which is comparable to a linear combination of defects produced by monatomic ions P+4×F [33]. Here in cumulative simulations, we see the same behavior of a molecule and its constituents.
Figure 5. MD simulated depth distribution of point defects produced by different projectiles after cumulative impacts to a dose of $3 \times 10^{-3}$ DPA. Impact numbers are indicated. (Color online)

As we saw earlier [33], such an analysis of single point defect creation is not sufficient for GaN structures. A difference in damage formation under atomic and molecular ion irradiation can appear in the production of defect clusters. Fig. 6 presents depth distributions of defect clusters consisting of vacancies and interstitials produced by different projectiles after cumulative simulation to the dose of $5.2 \times 10^{3}$ DPA. This value corresponds to 50, 15 and 16 ions for P, PF$_4$ and Ag ions respectively. The numbers of small (2-20 defects) and large (>20 defects) clusters per unit depth are shown in figures 6 (a) and 6 (b), respectively. In Fig. 6(a) no significant difference in small cluster formation is seen; indeed, light P, heavy Ag and molecular PF$_4$ ions produce almost same small cluster distributions. However, in the Fig. 6(b) it is seen that in the vicinity of the surface, molecules produce more large clusters than atomic P ions. Ag produces a bigger number of large defect clusters than the other ions over all penetration depths. This effect is further illustrated by Fig. 7, where the average number of the large defect clusters obtained within 5 nm thick slices of the simulation cells at two different depths: near the surface and at the depth of the maximum nuclear stopping powers for all compared ions is presented as a function of ion dose. Fig. 7 (a) shows clusters at the first 5 nm from the surface and Fig. 7(b) presents those around maximum of nuclear energy loss (5.5 to 10.5 nm for P, PF$_2$, PF$_4$ and 6.5 to 11.5 nm for Ag ions). Lines are results of linear fitting. It is seen that large defect clusters also accumulate linearly with fluence. The accumulation rate (the curve slope) at the surface (see Fig. 7(a) and Table 2) is 190 DPA$^{-1}$nm$^{-1}$ for PF$_4$ ions and about 90 DPA$^{-1}$nm$^{-1}$ for P and PF$_2$, which is a factor of two less. In the sample bulk, we found almost similar cluster production efficiency for all three P, PF$_2$ and PF$_4$ ions (see Fig. 7(b)). Heavy Ag ions in both cases generate clusters with the highest rate.
Figure 6: Depth distribution of small (2-20 defects, a) and large (>20 defects, b) defect clusters produced by Ag, PF$_4$ and P ions after cumulative irradiations corresponding to a similar dose of 5.2×10$^{-3}$ DPA.

Figure 7: Average number of large (>20) defect clusters produced by different projectiles at the sample surface (a) and around the maximum of nuclear energy loss (b) as a function of ion dose.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Slope @ surface (DPA(^{-1})nm(^{-1}))</th>
<th>Slope @ R(_{PD}) (DPA(^{-1})nm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>90±14</td>
<td>132±20</td>
</tr>
<tr>
<td>PF(_2)</td>
<td>96±12</td>
<td>198±22</td>
</tr>
<tr>
<td>PF(_4)</td>
<td>188±8</td>
<td>159±10</td>
</tr>
<tr>
<td>Ag</td>
<td>324±20</td>
<td>419±46</td>
</tr>
</tbody>
</table>

Table 2. Large (>20 point defects) defect cluster accumulation rate for different projectiles at the sample surface and around the maximum of nuclear energy loss.

3.4. Discussion

We note that the same DPA corresponds to the same number of generated vacancies as defined by the binary collision approximation.

Both the experimental analysis of ion-induced structural damage formation, as well as the time-resolved PL measurements, indicates that formation of denser collision cascade results in more efficient damage production. The PL decay time decreases following the order of applied ions as F, P, PF\(_2\), PF\(_4\), and Ag (see Figs. 2 and 3). The efficiency of bulk damage accumulation grows with ion mass. Heavy Ag and especially PF\(_4\) ions form thicker SAL than others. The cumulative MD simulations give us insight to the atomistic level of processes which take place in GaN during the stopping of an ion.

First of all, two cascade-density-related phenomena were found in the cumulative MD results for heavy Ag ion implantation: (i) nonlinear increase of in-cascade point defect generation and (ii) enhanced big defect cluster formation. Indeed, the cascade density is very high in this case, and the atom interaction scenario changes from simple two-body collisions (linear collision cascades) treated by the binary collision approximation. Hence, an increased number of single point defects appears. Moreover, all the atoms in some small volumes can be set into motion, giving rise to disordered regions in the form of defect clusters. Both these effects occur throughout the entire range of silver ions. Although Ag and PF\(_4\) have comparable mass, the atoms comprising a molecule separate in the first surface layers, as it was shown in [40, 49]. That is why in the bulk we do not observe any significant difference in point defect production between a molecule and its constituents. However, enhanced big defect cluster formation in the thin subsurface layer was found during PF\(_4\) irradiation compared to monatomic ions (Fig. 7(a)). It reveals the cascade density effect in damage formation during molecular ion implantation. It is reasonable to assume [33] that such defect clusters will be stable and operate as damage nucleation sites, which, in turn, will also enhance stable damage accumulation. On the other hand, we found no difference in defect cluster formation by PF\(_2\) and P ions (Fig. 7). Moreover, silver generates clusters more efficiently than PF\(_4\), but it is less efficient in SAL formation compared to both molecular ions (Fig. 2). This fact suggests the important role of point defect diffusion and post-cascade interaction processes. These processes are not described by MD simulations, because of the very long times needed to simulate the long-term-diffusion-driven processes. The inevitable difference between experiment and simulations is the magnitude of the ion flux, which was five orders of magnitude higher in the MD simulations. Indeed, in the experiments, the average time between sequential arrivals of ions at the surface area of the simulation cell is about microseconds, which is enough for mobile point defects to run out or recombine. The simulation time (\(t = 20\) ps between ion impacts) would not allow such processes to be completed. This means the local point defect concentration will be overestimated, and the relative cluster formation probability will also significantly increase in the experimental situation. The evidence of the ME vanishing at high ion beam current was reported in [21]. Hence, the experimentally observed cascade density effects can also appear due to nonlinear secondary defect formation in PF\(_n\) cascades.
Considering that the experimentally found similar PL decay time for all ions at high dose, we note that effective nonequilibrium charge carrier excitation takes place up to 2 extinction lengths deep in the GaN crystal. This depth is about 120 nm [50], which is notably deeper than the damaged layer depth (~30 nm), where nonradiative recombination centers are formed by the ion beam. Of course, some more damage will appear deeper in the bulk due to point defect diffusion [45, 46], but this fact will not significantly affect the following argumentation. At a high enough dose we obtain relatively thin (<30 nm) subsurface layer with no luminescence and still undamaged crystal bulk deeper in the sample. Charge carrier diffusion from that area to the damaged layer can be treated as nonradiative “surface recombination” at the damaged/undamaged region interface. It is obvious that the photo-excited charge carrier distribution will become almost the same for all ions at high enough “surface recombination” rate, i.e. at a high enough damage level. Hence, the PL decay time might tend to some identical value independently of the way of damage production. This effect is seen in the experimental data in Fig. 2 (b). Indeed, according to the MD data, lattice disorder generated by all kinds of ions in that subsurface region becomes almost identical at high enough dose (see Fig. 7). At the same time, the dose needed to reach that state depends on ion type, which causes initial difference in PL decay times.

4. Conclusions

In conclusion, irradiation-induced formation of defects in GaN under monatomic and molecular ion bombardment was experimentally investigated in low and high dose regime by means of studying of PL decay time shortening and structure damage. Molecular ion irradiation was found to produce thicker surface amorphous layers and to be more efficient in shortening the PL decay time in comparison with its constituent atomic species. Heavy Ag ion was even more efficient in PL quenching and bulk damage formation than both light atoms and molecules. Classical MD simulations of cumulative sequential ion impacts were used to elucidate the defect production efficiency of light, heavy and molecular ion irradiation in GaN. The calculated results show a linear increase in point defect production with increasing number of cumulative impacts for all projectiles. No significant difference was found in MD predicted simplest point defect formation by molecular ions (PF$_2$, PF$_4$) and their constituent monatomic ions (F, P). Enhanced large defect cluster formation in the thin subsurface layer during PF$_4$ irradiation compared to monatomic ions was found in MD simulations, and explained by locally increased collision cascade density. Heavy Ag ions show high efficiency in both point and cluster defect production due to formation of dense collision cascades over all penetration depth. These large damage clusters can thus be associated with the shortening of the PL decay time and play an important role in structure damage formation in ion-beam-irradiated GaN.
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