ABSTRACT. A local algorithm is a distributed algorithm that runs in constant time, independently of the size of the network. Being highly scalable and fault-tolerant, such algorithms are ideal in the operation of large-scale distributed systems. Furthermore, even though the model of local algorithms is very limited, in recent years we have seen many positive results for non-trivial problems. This work surveys the state-of-the-art in the field, covering impossibility results, deterministic local algorithms, randomised local algorithms, and local algorithms for geometric graphs.

1. Introduction

The running time of an algorithm typically increases with the size of the input – sorting one thousand names takes longer than sorting one hundred names. Only the most trivial problems can be solved in constant time, independently of the size of the input. There is one notable exception, though: there are non-trivial distributed algorithms that run in constant time.

In a distributed algorithm, the same computer network is both the input and the system that solves the problem; hence a larger input also implies a larger number of parallel computers. This does not make problems trivial to solve fast, but it turns out that there are several examples of computational problems that can be solved by using a constant-time distributed algorithm. Such algorithms are known as local algorithms.

1.1. Local algorithms. A local algorithm is a distributed algorithm that runs in a constant number of synchronous communication rounds, independently of the number of nodes in the network. Put otherwise, the output of a node in a local algorithm is a function of the input available within a constant-radius neighbourhood of the node.

Research on local algorithms was pioneered by Angluin [5], Linial [109], and Naor and Stockmeyer [121]. Angluin [5] studied the limitations of
anonymous networks without any unique identifiers. Linial [109] proved seminal negative results for the case where each node has a unique identifier. Naor and Stockmeyer [121] presented the first nontrivial positive results.

This work is a survey of local algorithms. We focus on algorithms whose running time and performance guarantees are independent of the number of nodes in the network – put simply, these are algorithms that could be used to control infinitely large networks in finite time. For a more general discussion on distributed algorithms, see, e.g., Peleg [127] and Elkin [38].

Many of the negative results cited in this survey were not originally stated as negative results for local algorithms; they are more general results which, as a corollary, imply that a particular problem cannot be solved by any local algorithm. The emphasis is on results that have nontrivial implications for local algorithms. Further impossibility results for distributed algorithms are presented in the surveys by Lynch [114] and Fich and Ruppert [41].

1.2. Structure of this work. We begin with some essential definitions in Section 2. Section 3 reviews the advantages and applications of local algorithms. Section 4 introduces the computational problems that we use as examples throughout this work, and Section 5 discusses what information each node has available in a local algorithm. Section 6 reviews negative results: what cannot be computed with a local algorithm. Section 7 reviews positive results: which deterministic local algorithms are known. In Section 8 we study the power of randomness, in comparison with deterministic local algorithms. Section 9 studies local algorithms in a geometric setting, in which each node knows its coordinates. Section 10 concludes this survey with some open problems.

For a quick summary of the negative results for deterministic local algorithms, see Tables 1 and 2 on page 18. The positive results for deterministic local algorithms are summarised in Tables 3 and 4 on pages 23–24. Many of the results summarised in the tables are corollaries that have not been stated explicitly in the literature.

2. Definitions

In this survey, all graphs are simple and undirected unless otherwise mentioned. Terminology related to directed graphs is introduced in Section 5.4, and geometric graphs such as unit-disk graphs are defined in Section 9.1.

2.1. Graphs. For a graph $G = (V, E)$, we use the following notation and terminology. An undirected edge between nodes $u \in V$ and $v \in V$ is represented by an unordered pair $\{u, v\} \in E$. We write $\deg(v)$ for the degree (number of neighbours) of node $v \in V$. A node $v \in V$ is isolated if $\deg(v) = 0$.

Graph $G$ is $k$-regular if $\deg(v) = k$ for each $v \in V$. Graph $G$ is bipartite if $V = V_1 \cup V_2$ for disjoint sets $V_1$ and $V_2$ such that each edge $e \in E$ is of the form $e = \{u, v\}$ for $u \in V_1$ and $v \in V_2$. The complete graph on $n$ nodes is denoted by $K_n$.

2.2. Neighbourhoods. We use $d_G(u, v)$ to denote the shortest-path distance (number of edges, hop count) between nodes $u$ and $v$ in graph $G$, and

$$B_G(v, r) = \{u \in V : d_G(u, v) \leq r\}$$
to denote the radius-\(r\) neighbourhood of node \(v\) in graph \(G\). We write \(G(v, r)\) for the subgraph of \(G\) induced by \(B_G(v, r)\). We occasionally refer to the subgraph \(G[v, r]\) of \(G(v, r)\); graph \(G[v, r]\) is constructed from \(G(v, r)\) by removing the edges \(\{s, t\}\) with \(d_G(v, s) = d_G(v, t) = r\).

2.3. **Communication graph.** Throughout this work, graph \(G = (V, E)\) is the communication graph of a distributed system: each node \(v \in V\) is a computational entity and an edge \(\{u, v\} \in E\) denotes that nodes \(u\) and \(v\) can communicate with each other.

Often we have to make assumptions on the structure of the communication graph. Among others, we study the family of bounded-degree graphs. In this case we assume that there is a known constant \(\Delta\), and any node in any communication graph \(G\) that we may encounter is guaranteed to have at most \(\Delta\) neighbours.

2.4. **Port numbering.** We assume that there is a port numbering (local edge labelling) \([5, 11, 150]\) available for the communication graph \(G\). This means that each node of \(G\) imposes an ordering on its incident edges. Thus each edge \(\{u, v\} \in E\) has two natural numbers associated with it: the port number at node \(u\), denoted by \(p(u, v)\), and the port number at node \(v\), denoted by \(p(v, u)\). If \(p(u, v) = i\), we also say that the neighbour \(i\) of \(u\) is \(v\).

See Figure 1 for an illustration. Figure 1a shows one possible way to assign the port numbers in a 3-cycle. The port number at node \(u\) for edge \(e = \{u, v\} \in E\) is \(p(u, v) = 2\), and the port number at node \(v\) for edge \(e\) is \(p(v, u) = 1\). The neighbour \(2\) of \(u\) is \(v\). Figure 1b shows another way to assign the port numbers in the same graph.

2.5. **Model of distributed computing.** We use Linial’s \([109]\) model of computation; Peleg \([127]\) calls it the local model. Each node in the system executes the same algorithm \(A\). Initially, each node \(v \in V\) knows a task-specific local input \(i_v\). Each node \(v \in V\) has to produce a local output \(o_v\). We always assume that \(\deg(v)\) is part of the local input \(i_v\). The local input \(i_v\) may also contain auxiliary information such as unique node identifiers; this is discussed in more detail in Section 5.

The distributed system operates in a synchronous manner. Let \(r\) be the number of synchronous communication rounds. In each round \(i = 1, 2, \ldots, r\), the following operations are performed, in this order:

1. Each node performs local computation.
2. Each node \(v\) sends one message to each port \(1, 2, \ldots, \deg(v)\).
(3) Each node $v$ receives one message from each port $1, 2, \ldots, \deg(v)$.

Finally, after round $r$, each node $v \in V$ performs local computation and announces its local output $o_v$. The size of a message is unbounded and local computation is free.

Example 1. Consider the graph in Figure 1a. If node $u$ sends a message $m$ to port 2 in round $i$, the same message $m$ is received by node $v$ from port 1 in the same round $i$. Note that node $u$ can include the outgoing port number 2 in message $m$; then the receiver $v$ learns that the edge number 1 at $v$ equals the edge number 2 at its neighbour $u$.

2.6. Local algorithm and local horizon. We say that $\mathcal{A}$ is a local algorithm if the number of communication rounds $r$ is a constant. The constant $r$ may depend on the parameters of the problem family; for example, if we study bounded-degree graphs, the value of $r$ may depend on the parameter $\Delta$. However, the value of $r$ cannot depend on the problem instance; in particular, it does not depend on the number of nodes in graph $G$.

The constant $r$ is called the local horizon of the local algorithm. In $r$ synchronous communication rounds, information can be propagated for at most $r$ hops in the network. The output $o_v$ of a node $v \in V$ may depend on the local inputs $i_u$ for all $u \in B_G(v, r)$; however, it cannot depend on the local input $i_u$ for any $u \notin B_G(v, r)$. A decision must be made based on the information that is available within the local horizon.

Throughout this work, the original definition of a local algorithm by Naor and Stockmeyer [121] is used: $r$ must be a constant. In many papers, the term “local algorithm” is used in a less strict manner, and terminology such as “strictly local algorithm” or “$O(1)$-local algorithm” is used to refer to the case of a constant $r$.

2.7. Local approximation. An $\alpha$-approximation algorithm is an algorithm that produces a feasible output, and the utility of the output is guaranteed to be within factor $\alpha$ of the utility of an optimal solution. We use the convention that $\alpha \geq 1$ for both minimisation and maximisation problems [12]. Hence, for a minimisation problem, an $\alpha$-approximation algorithm produces a feasible solution with a cost of at most $\alpha \cdot \OPT$ where $\OPT$ is the cost of an optimal solution, and for a maximisation problem, an $\alpha$-approximation algorithm produces a feasible solution with a utility of at least $\OPT/\alpha$ where $\OPT$ is the utility of an optimal solution.

A local $\alpha$-approximation algorithm is an $\alpha$-approximation algorithm and a local algorithm. A local approximation scheme is a family of local algorithms such that for each $\varepsilon > 0$ there is a local $(1 + \varepsilon)$-approximation algorithm.

2.8. Distributed constant-size problem. We say that a problem is of distributed constant size if $G$ is a bounded-degree graph and the size of the local input $i_v$ is bounded by a constant. If we have a local algorithm for a distributed constant-size problem, then each node needs to transmit and process only a constant number of bits; therefore local computations can be done in constant time, and the size of the local output $o_v$ is bounded by a constant as well. Informally, a local algorithm for a distributed constant-size problem runs in constant time, regardless of the details of the model of
distributed computing; we do not need to exploit the unbounded size of messages and unlimited local computation.

3. Advantages and applications

The problems that we study in this survey are typically inspired by applications related to the operation of communication networks: for example, monitoring communication networks, scheduling the activities of the nodes in a network, or routing data in a network. We will discuss the problems in more detail in Section 4, but let us first study why it is advantageous to use local algorithms in such applications. In addition to discussing the practical uses of local algorithms in communication networks, we will also explore connections between local algorithms and other fields of computer science.

3.1. Fault tolerance and robustness. A local algorithm is not only highly scalable but also fault-tolerant. A local algorithm recovers efficiently from failures, changes in the network topology, and changes in the input [121]. If the input of a node \( v \in V \) changes, this only affects the output within \( B_G(v, r) \).

In particular, a local algorithm can be used to maintain a feasible solution in a dynamic graph in which edges and nodes are added and deleted [39]. In the case of distributed constant-size problems, a local algorithm supports arbitrary updates in the graph in constant time per operation.

Naor and Stockmeyer [121] point out the connection between local algorithms and self-stabilising algorithms [35, 36, 131]. A self-stabilising algorithm arrives at a legitimate state – “stabilises” – in finite time regardless of the initial states of the nodes. Work on self-stabilising algorithms [14, 15] provides, as a simple special case, a mechanical way to transform a constant-time deterministic distributed algorithm into a self-stabilising algorithm that stabilises in constant time; see Lenzen et al. [105] for more details on the connection between local and self-stabilising algorithms.

3.2. Value of information. In the model of local algorithms, we assume that local computation is free. Hence our focus is primarily on the amount of information needed in distributed decision making: what can we do with the information that is available in the constant-radius neighbourhood of a node. Positive and negative results for local algorithms can be interpreted as information-theoretic upper and lower bounds; they give insight into the value of information [124, 125].

3.3. Other models of computing. Local algorithms are closely connected to circuit complexity and the complexity class \( \text{NC}^0 \) [1]: if a distributed constant-size problem can be solved with a local algorithm, then for any bounded-degree graph \( G \) there is a bounded-fan-in Boolean circuit that maps the local inputs to the local outputs, and the depth of the circuit is independent of the size of \( G \). As pointed out by Wattenhofer and Wattenhofer [141], a local algorithm provides an efficient algorithm in the PRAM model, but a PRAM algorithm is not necessarily local.

Sterling [133] shows that lower bounds for local algorithms can be applied to derive lower bounds in the tile-assembly model. Gibbons [57] points out
that the envisioned shape-shifting networks will require not only advances in hardware, but also novel local algorithms.

3.4. **Sublinear-time centralised algorithms.** A local algorithm for a distributed constant-size problem provides a linear-time centralised algorithm: simply simulate the local algorithm for each node. Parnas and Ron [126] show that in some cases it is possible to use a local algorithm to design a sublinear-time (or even constant-time) centralised approximation algorithm; see also Nguyen and Onak [122] and Floréen et al. [48].

For example, consider a local approximation algorithm \( A \) for the vertex cover problem (see Section 4.4 below for the definition). For a given input graph \( G \), algorithm \( A \) produces a feasible and approximately optimal vertex cover \( C \). From the point of view of a centralised algorithm, the local algorithm \( A \) can be interpreted as an oracle with which we can access the cover \( C \): for any given node \( v \), we can efficiently determine whether \( v \in C \) or not by simulating algorithm \( A \) at node \( v \). Therefore we can estimate the size of the cover \( C \) by sampling nodes uniformly at random; for each node we determine whether it is in \( C \) or not. Furthermore, as we know that \( C \) is approximately optimal, estimating the size of \( C \) allows us to estimate the size of the minimum vertex cover of graph \( G \) as well.

These kinds of algorithms can be used to obtain information about the global properties of very large graphs. Lovász [110] gives examples of such graphs: the Internet, the social network of all living people, the human brain, and crystal structures. Many of these are not explicitly given and not completely known; however, it may be possible to obtain information about these graphs by sampling nodes and their local neighbourhoods. From this perspective, the sublinear-time algorithm by Parnas and Ron [126] puts together neighbourhood sampling and a local approximation algorithm to estimate the global properties of huge graphs.

4. **Problems**

Now we proceed to give the definitions of the computational problems that we discuss in this survey. Most of these problems are classical combinatorial problems; for more details and background, see textbooks on graph theory [34], combinatorial optimisation [88, 123], NP-completeness [55], and approximation algorithms [12, 139].

4.1. **Encoding of input and output.** When we study local algorithms, we assume that the problem instance is given in a distributed manner: each node in the communication graph \( G \) knows part of the input. For graph problems, the connection between the communication graph \( G \) and the structure of the problem instance is usually straightforward: we simply assume that the communication graph \( G \) is our input graph – note that we can easily modify the communication graph by removing edges and nodes that are irrelevant from the perspective of the graph problem that we are solving. For more general packing and covering problems (such as the set cover problem or packing LPs) there is more freedom. However, it is fairly natural to represent such problems in terms of bipartite graphs, and this has been commonly used in the literature [18, 98, 125]. We follow this convention.
The exact definitions of the local input $i_v$ and output $o_v$ are usually fairly straightforward. For unweighted graph problems, we do not need any task-specific information in the local input $i_v$; the structure of the communication graph $G$ is enough. For weighted graph problems, the local input $i_v$ contains the weight of node $v$ and the weights of the incident edges. Hence all unweighted graph problems in bounded-degree graphs are distributed constant-size problems; weighted problems are distributed constant-size problems if the weights are represented with a bounded number of bits.

If the output is a subset $X \subseteq V$ of nodes, then the local output $o_v$ is simply one bit of information: whether $v \in X$ or not. If the output is a subset $X \subseteq E$ of edges, then the local output $o_v$ contains one bit for each incident edge $e$. The algorithm must produce a correct output no matter how we choose the port numbers in the communication graph $G$.

4.2. Independent sets. A set of nodes $I \subseteq V$ is an independent set if no two nodes in $I$ are adjacent, that is, there is no edge $\{u, v\} \in E$ with $u \in I$ and $v \in I$.

In typical applications, graph $G$ is interpreted as a conflict graph: an edge $\{u, v\} \in E$ indicates that the activities of $u$ and $v$ conflict with each other. For example, if $G$ is a wireless network, an edge $\{u, v\}$ may indicate that the radio transmission of device $u$ interferes with device $v$ [77]. In such a setting, an independent set $I$ is a conflict-free set of activities: all devices in $I$ can be active simultaneously. Usually we are interested in finding large independent sets.

An independent set $I$ is maximal if it cannot be extended, that is, $I \cup \{v\}$ is not an independent set for any $v \in V \setminus I$. In a centralised setting, a maximal independent set is easy to find by using a greedy algorithm, but as we will see in this survey, it is a difficult problem from the perspective of distributed local algorithms. Note that a maximal independent set is not necessarily a maximum independent set, i.e., an independent set that maximises $|I|$; finding a maximum independent set is a classical NP-hard optimisation problem.

4.3. Matchings. A set of edges $M \subseteq E$ is a matching if the edges in $M$ do not share a node, that is, if $\{t, u\} \in M$ and $\{t, v\} \in M$ then $u = v$. Again, a matching is maximal if it cannot be extended. A set of edges $M \subseteq E$ is a simple 2-matching if for each node $u$, the number of edges $e \in M$ with $u \in e$ is at most 2.

Matchings have applications that are similar to those of independent sets: they identify a conflict-free set of activities. For example, if an edge $\{u, v\} \in E$ represents a data transmission between the devices $u$ and $v$, and each device can take part in at most one data transmission at a time, then a matching identifies a set of data transmissions that can be active simultaneously [63].

Many distributed systems have a natural bipartite structure: for example, there are clients that are connected to servers, or mobile users that communicate with base stations. In such systems, a matching $M$ can be interpreted as an assignment: which server serves which client.
If $M$ is a matching in a bipartite graph, we say that an edge $\{u, v\} \in E \setminus M$ is **unstable** if $\{u, s\} \in M$ implies $p(u, s) > p(u, v)$ and $\{v, t\} \in M$ implies $p(v, t) > p(v, u)$. That is, if we interpret port numbers as a ranking of possible partners, both $u$ and $v$ would prefer each other to their current partners (if any). Matching $M$ is $\varepsilon$-**stable** [48] if the number of unstable edges is at most $\varepsilon|\text{M}|$, and the matching is **stable** [54, 62] if there is no unstable edge. Stable matchings are attractive if servers and clients are selfish agents: if a matching is stable, then there is no client–server pair that would prefer to unilaterally change the matching in their own benefit.

We can also study relaxations of matchings. Let $G$ be a bipartite graph with the parts $V = V_1 \cup V_2$. Assume that $M \subseteq E$ is a subset of edges, and let $\text{deg}_M(v) = |\{e \in M : v \in e\}|$ be the number of edges in $M$ that are incident to $v \in V$. We say that $M$ is a **semi-matching** [66] if $\text{deg}_M(u) = 1$ for all $u \in V_1$. Intuitively, a semi-matching assigns each client $u \in V_1$ to exactly one server $v \in V_2$, but a single server may receive multiple requests. Now if a server $v \in V_2$ processes the requests sequentially, the first request is handled in 1 time unit, the second request is handled in 2 time units, etc. Let $c(M, v) = 1 + 2 + \cdots + \text{deg}_M(v)$ be the total processing delay of the tasks that are handled by the server $v \in V_2$, and let $c(M) = \sum_v c(M, v)$ be the total processing delay of all tasks. An optimal semi-matching $M$ minimises the cost function $c(M)$; intuitively, and optimal semi-matching balances the load as equally as possible, in order to minimise the average waiting times of the clients.

4.4. **Domination and covers.** A set of nodes $D \subseteq V$ is a **dominating set** if every node in $V \setminus D$ has a neighbour in $D$. A dominating set $D$ is **connected** if the subgraph of $G$ induced by $D$ is connected.

Applications of dominating sets can be found, for example, in wireless sensor networks [90]. In such networks, we can interpret $G$ as a redundancy graph: an edge $\{u, v\} \in E$ indicates that the sensor nodes $u$ and $v$ are so close to each other that they are pairwise redundant – whenever device $u$ is active, device $v$ can be asleep and vice versa [22]. Hence if $D$ is a dominating set, then all other devices $V \setminus D$ can be asleep and conserve energy.

There are many problems that are related to dominating sets. We will here focus on three examples: edge dominating sets, edge covers, and vertex covers.

A set of edges $D \subseteq E$ is an **edge dominating set** [24, 52, 151] if for each edge $\{u, v\} \in E \setminus D$ there is an edge $e \in D$ incident to $u$ or $v$ or both. Edge dominating sets are closely related to matchings: a maximal matching is an edge dominating set, and a minimum-size maximal matching is a minimum-size edge dominating set [2, 151]. The connection between dominating sets and independent sets is weaker: a maximal independent set is a dominating set, but a minimum-size maximal independent set is not necessarily a minimum-size dominating set.

A set of edges $C \subseteq E$ is an **edge cover** if for each node $v \in V$ there is an edge $e \in C$ with $v \in e$. An edge cover exists if and only if there are no isolated nodes. A set of nodes $C \subseteq V$ is a **vertex cover** if $V \setminus C$ is an independent set. In other words, $C$ is a vertex cover if for each edge $\{u, v\} \in E$ either $u \in C$ or $v \in C$ or both.
Figure 2. (a) A set cover instance with $\Delta_V = 3$ and $\Delta_K = 2$; a minimum-size solution is $X = \{v_1, v_3\}$. (b) A set packing instance with $\Delta_V = 2$ and $\Delta_I = 3$; a maximum-size solution is $X = \{v_2, v_4\}$.

4.5. Partitions. A domatic partition [25, 40] is a partition of $V$ into disjoint dominating sets. A domatic partition $V = D_1 \cup D_2 \cup \cdots \cup D_k$ can be interpreted as a schedule that controls a wireless sensor network [22]: first we activate all nodes in $D_1$ and put all other nodes asleep, then we activate all nodes in $D_2$ and put all other nodes asleep, etc.

A vertex $k$-colouring of $G$ assigns a colour from the set $\{1, 2, \ldots, k\}$ to each node of $G$ such that adjacent nodes have different colours. An edge colouring is analogous: one assigns a colour to each edge such that adjacent edges have different colours. Put otherwise, a vertex colouring partitions $V$ into disjoint independent sets, and an edge colouring partitions $E$ into disjoint matchings; such partitions can be used to schedule the activities of nodes and edges in a conflict-free manner.

Naor and Stockmeyer [121] define the problem of weak colouring. A weak $k$-colouring of $G$ assigns labels $\{1, 2, \ldots, k\}$ to the nodes of $G$ such that each non-isolated node has at least one neighbour with a different label. Any graph admits a weak 2-colouring. Note that weak colouring is related to domatic partitions: if there are no isolated nodes, then a weak 2-colouring is also a domatic partition of size 2.

A cut is an arbitrary partition of $V$ into two sets, $V = X \cup Y$. The size of the cut is the number of edges $\{u, v\} \in E$ with $u \in X$ and $v \in Y$.

4.6. Covering problems. Let $G = (V \cup K, E)$ be a bipartite graph. Each edge $\{v, k\} \in E$ joins an agent $v \in V$ and a customer $k \in K$; each node knows its role. The maximum degree of an agent $v \in V$ is $\Delta_V$, and the maximum degree of a customer $k \in K$ is $\Delta_K$. A subset $X \subseteq V$ is a set cover if each customer is covered by at least one agent in $X$, that is, for each customer $k \in K$ there is an adjacent agent $v \in X$ with $\{k, v\} \in E$. See Figure 2a.

The vertex cover problem is a special case of the set cover problem with $\Delta_K = 2$: each customer (edge) can be covered by 2 agents (nodes). The edge cover problem is a special case of the set cover problem with $\Delta_V = 2$: each agent (edge) covers 2 customers (nodes). The dominating set problem in a graph with maximum degree $\Delta$ is a special case of the set cover problem with $\Delta_V = \Delta_K = \Delta + 1$. 
The problem of finding a minimum-size set cover can be written as an integer program

$$\begin{align*}
\text{minimise} & \sum_{v \in V} x_v \\
\text{subject to} & \sum_{v \in V} c_{kv} x_v \geq 1 & \forall k \in K, \\
& x_v \in \{0, 1\} & \forall v \in V,
\end{align*}$$

where $c_{kv} = 0$ if $\{k, v\} \notin E$ and $c_{kv} = 1$ if $\{k, v\} \in E$. The LP relaxation of (1) is a 0/1 covering LP

$$\begin{align*}
\text{minimise} & \sum_{v \in V} x_v \\
\text{subject to} & \sum_{v \in V} c_{kv} x_v \geq 1 & \forall k \in K, \\
& x_v \geq 0 & \forall v \in V.
\end{align*}$$

In a general covering LP we can have an arbitrary $c_{kv} \geq 0$ for each edge $\{k, v\} \in E$.

4.7. Packing problems. Let $G = (V \cup I, E)$ be a bipartite graph. Each edge $\{v, i\} \in E$ joins an agent $v \in V$ and a constraint $i \in I$; each node knows its role. The maximum degree of an agent $v \in V$ is $\Delta_V$, and the maximum degree of a constraint $i \in I$ is $\Delta_I$. A subset $X \subseteq V$ is a set packing if each constraint is covered by at most one agent in $X$, that is, for each constraint $i \in I$ there is at most one adjacent agent $v \in X$ with $\{v, i\} \in E$. See Figure 2b.

The independent set problem is a special case of the set packing problem with $\Delta_I = 2$. The maximum matching problem is a special case of the set packing problem with $\Delta_V = 2$.

The problem of finding a maximum-size set packing can be written as an integer program

$$\begin{align*}
\text{maximise} & \sum_{v \in V} x_v \\
\text{subject to} & \sum_{v \in V} a_{iv} x_v \leq 1 & \forall i \in I, \\
& x_v \in \{0, 1\} & \forall v \in V,
\end{align*}$$

where $a_{iv} = 0$ if $\{i, v\} \notin E$ and $a_{iv} = 1$ if $\{i, v\} \in E$. The LP relaxation of (3) is a 0/1 packing LP

$$\begin{align*}
\text{maximise} & \sum_{v \in V} x_v \\
\text{subject to} & \sum_{v \in V} a_{iv} x_v \leq 1 & \forall i \in I, \\
& x_v \geq 0 & \forall v \in V.
\end{align*}$$

In a general packing LP we can have an arbitrary $a_{iv} \geq 0$ for each $\{i, v\} \in E$. A packing LP is a dual of a covering LP and vice versa.
4.8. Mixed packing and covering. Finally, we can study linear programs with both packing constraints (constraints of the form $Ax \leq 1$ for a non-negative matrix $A$) and covering constraints (constraints of the form $Cx \geq 1$ for a non-negative matrix $C$). In general, it may be that there is no feasible solution that satisfies both packing and covering constraints; however, we can formulate a linear program where the objective is to violate the covering constraints as little as possible (the case of violating the packing constraints as little as possible is analogous). We arrive at a max-min LP where the objective is to maximise $\omega$ subject to $Ax \leq 1$, $Cx \geq \omega 1$, and $x \geq 0$.

In a distributed setting, we have a bipartite graph $G = (V \cup I \cup K, E)$. Each edge $e \in E$ is of the form $e = \{v, i\}$ or $e = \{v, k\}$ where $v \in V$ is an agent, $i \in I$ is a constraint, and $k \in K$ is a customer (or an objective); each node knows its role. The maximum degree of an agent $v \in V$ is $\Delta_V$, the maximum degree of a constraint $i \in I$ is $\Delta_I$, and the maximum degree of a customer $k \in K$ is $\Delta_K$. The objective is to

$$\text{maximise } \omega$$

subject to

$$\sum_{v \in V} a_{iv}x_v \leq 1 \quad \forall i \in I,$$

$$\sum_{v \in V} c_{kv}x_v \geq \omega \quad \forall k \in K,$$

$$x_v \geq 0 \quad \forall v \in V.$$  

Again, $a_{iv} = 0$ if $\{i, v\} \notin E$, $a_{iv} \geq 0$ if $\{i, v\} \in E$, $c_{kv} = 0$ if $\{k, v\} \notin E$, and $c_{kv} \geq 0$ if $\{k, v\} \in E$. In a 0/1 max-min LP we have $a_{iv}, c_{kv} \in \{0, 1\}$ for all $i \in I$, $k \in K$, and $v \in V$.

The applications of max-min LPs and analogous min-max LPs include tasks related to fair bandwidth allocation in communication networks and lifetime maximisation in wireless sensor networks [42].

5. Auxiliary information and local views

In the model defined in Section 2, we have not assumed that the local algorithm has access to any information beyond the port numbering and the task-specific local input $i_v$. If we do not have any auxiliary information such as unique node identifiers in $i_v$, we call the network anonymous. In this section we will explore the fundamental limitations of anonymous networks, and possible extensions of the model.

5.1. Symmetry breaking. In an anonymous network, a port numbering does not provide enough information to break the symmetry [5, 80, 150]. To see this, consider a deterministic local algorithm and the network in Figure 1a on page 3. The port-numbered graph is symmetric. It is easy to see that we cannot break the symmetry with the local algorithm if the local inputs are identical. Whatever message node $u$ sends to its port $x \in \{1, 2\}$ on the first communication round, node $v$ sends the same message to its port $x$ if both run the same deterministic algorithm. Whatever message node $u$ receives from its port $x$ on the first communication round, node $v$ receives the same message from its port $x$. The local state of node $u$ after $r$ communication
rounds is equal to the local state of node \( v \) after \( r \) communication rounds. Eventually, the local output \( o_u \) is identical to the local output \( o_v \).

More generally, we can choose the port numbers in an \( n \)-cycle so that for each node the port number 1 leads in a counterclockwise direction and the port number 2 leads in a clockwise direction. If the local inputs are identical, the local outputs are identical as well, regardless of the local horizon \( r \). From the point of view of most combinatorial problems, this is discouraging: an empty set is the only matching or independent set that can be constructed by any local algorithm in this case; the set of all nodes is the only dominating set or vertex cover that can be constructed; and vertex colouring or edge colouring is not possible.

However, there are some positive examples of local algorithms that do not require any auxiliary information besides a port numbering. To better understand the possibilities and limitations of this model, we first introduce the concepts of covering graphs and unfoldings.

### 5.2. Covering graphs and unfoldings.

We say that a port-numbered graph \( \mathcal{H} = (V_H, E_H) \) is a covering graph of \( \mathcal{G} = (V, E) \) if there is a surjective mapping \( f: V_H \to V \) with the following property: for each \( v \in V_H \) and for each integer \( x \), the neighbour \( x \) of \( v \) in \( \mathcal{H} \) is \( u \) if and only if the neighbour \( x \) of \( f(v) \) in \( \mathcal{G} \) is \( f(u) \). The surjection \( f \) is a covering map. See Figure 3 for an illustration: graph \( \mathcal{H} \) is a covering graph of \( \mathcal{G} \); we can choose a covering map \( f \) with \( f(v_1) = f(v_2) = v \).
The *unfolding* or the universal covering graph \[5\] of a connected graph \(G\) is an acyclic, connected covering graph \(T\). The unfolding always exists, it is unique (up to isomorphism), and it is finite if and only if \(G\) is a tree. See Figure 3 for an illustration: the infinite tree \(T\) is the unfolding of \(G\); we can choose a covering map \(f\) with \(f(v') = v\). The tree \(T\) is also the unfolding of \(H\); we can choose, for example, a covering map \(f\) with \(f(v') = v_1\). This is no coincidence; because \(H\) and \(G\) have a common covering graph – in this case \(H\) – they also have the same unfolding.

Informally, we can construct the unfolding \(T\) of a graph \(G\) as follows. Choose an arbitrary node of \(G\) as a starting point. Traverse graph \(G\) in a breadth-first manner; if we revisit a node because of a cycle, treat it as a new node.

This simple intuitive explanation of the unfolding is sufficient for our purposes. See, e.g., Godsil and Royle [58, §6.8] for more information on covering graphs in a pure graph-theoretic setting; note that the term “lift” has also been used to refer to a covering graph [4, 73]. For more information on universal covering graphs, see, e.g., Angluin [5]. An analogous concept in topology is a universal covering space, see, e.g., Hocking and Young [71, §4.8] or Munkres [119, §80].

5.3. **Local view.** Let \(v\) be a node in an anonymous, port-numbered network \(G\). Let \(T\) be the unfolding of \(G\), and let \(v'\) be a preimage of \(v\) in the covering map \(f\), as in the example of Figure 3.

The *radius-\(r\) local view* of node \(v\) is the subgraph \(T(v', r)\) of \(T\) induced by \(B_T(v', r)\). Put otherwise, the radius-\(r\) local view of \(v\) is the radius-\(r\) neighbourhood of its preimage \(v'\) in the unfolding. See Figure 3 for an illustration in the case \(r = 3\). The local view does not depend on the choice of \(v' \in f^{-1}(\{v\})\).

Now we are ready to characterise exactly what we can do in the port numbering model. We begin with the good news. In a deterministic local algorithm with local horizon \(r\), each node \(v\) can construct its radius-\(r\) local view [19, 150]. There is a simple local algorithm that gathers this information in \(r\) communication rounds: Initially, each node knows its radius-0 local view. In communication round \(i\), each node floods its radius-(\(i-1\)) local view to each neighbour, and includes the outgoing port number in the message. After round \(i\), each node pieces together the local views received from its neighbours; this results in the radius-\(i\) local view. We can also gather the local input for each node in the local view. Hence, in a local algorithm each node \(v\) can choose its output \(o_v\) based on all information that is available in its radius-\(r\) local view. If the local views of nodes \(u\) and \(v\) differ, then the local outputs of nodes \(u\) and \(v\) can differ as well.

The bad news is that choosing the local output based on the local view is, in a sense, the only thing that one can do in a local algorithm [5, 19, 150]. This is easily understood if we consider the covering map \(f\) from the unfolding \(T\) to the communication graph \(G\), and apply the same local algorithm \(A\) in both \(T\) and \(G\). Initially, for each node \(v'\) in \(T\), the local state of \(v'\) in \(T\) and \(v = f(v')\) in \(G\) is the same. Furthermore, on each communication round, \(v'\) and \(v\) perform the same local computation, send the same messages, and receive the same messages – here we use the fact that \(f\) is a local isomorphism.
that preserves the port numbering. Hence, after \( r \) communication rounds, both \( v' \) and \( v \) must produce the same output. Therefore the output of \( v \) in a local algorithm with local horizon \( r \) only depends on its local view \( B_T(v', r) \).

Among others, this shows that a local algorithm cannot distinguish between \( G \) and \( H \) in Figure 3 because they have the same unfolding \( T \). Node \( v \) in \( G \), nodes \( v_1 \) and \( v_2 \) in \( H \), and node \( v' \) in \( T \) all produce the same output. We can see that a local algorithm in an anonymous network cannot even detect if there are triangles (3-cycles) in the network.

5.4. **Graphs with orientation.** So far we have assumed that we have a port numbering in the communication graph \( G \). We proceed to study a slightly stronger assumption [115]: in addition to the port numbering, we are given an orientation of graph \( G \). That is, for each edge \( \{u, v\} \in E \), we have chosen exactly one direction, either \((u, v)\) or \((v, u)\). See Figure 4 for an illustration. In a port numbering, each node chooses an ordering on incident edges, while in an orientation, each edge chooses an ordering on incident nodes.

We use the standard terminology for directed graphs: If the edge \( \{u, v\} \) has the orientation \((u, v)\), then \( u \) is a predecessor of \( v \) and \( v \) is a successor of \( u \). The in-degree of a node is the number of predecessors, i.e., the number of edges entering the node. Similarly, the out-degree of a node is the number of successors, i.e., the number of edges leaving the node.

At first sight, having an arbitrary orientation in addition to an arbitrary port numbering does not seem to help much. In an \( n \)-cycle, we can have all edges directed consistently in a clockwise direction, as shown in Figure 4. Hence we obtain the same negative results as in the case of an \( n \)-cycle with only a port numbering. More generally, we can construct a \( d \)-regular graph for any even constant \( d \) such that the local view of each node is identical [121], in spite of a port numbering and an orientation; see Figure 5 for an example. Furthermore, as shown in Figure 6, having an orientation does not help one to tell a graph from its cover.

Surprisingly, it turns out that in graphs where every node has an odd degree, an orientation together with a port numbering is enough to break the symmetry in the following sense: the output of a non-isolated node \( v \) is different from the output of at least one neighbour \( u \) of \( v \).

**Example 2.** Consider a 3-regular graph with a port numbering and an orientation. Let \( v \) be an arbitrary node; we show that the local view of \( v \) is different from the local view of at least one neighbour of \( v \). Figure 7 illustrates the three possible cases. In Figure 7a, node \( v \) and its neighbour \( u \)
have different out-degrees; hence the local view of \( v \) differs from the local view of \( u \). Otherwise the out-degree of \( v \) and each neighbour of \( v \) is the same. The common out-degree of \( v \) and its neighbours is either 1 or 2. Figure 7b illustrates the case where the common out-degree is 2. In this case the local view of \( s \) is necessarily different from the local view of \( t \): both have exactly one predecessor, and the port numbers assigned to these unique incoming edges are different because \( p(v, s) \neq p(v, t) \). Therefore the local view of \( v \) is different from the local view of \( s \) or \( t \) (or both). Figure 7c illustrates the case where the common out-degree is 1; this is analogous to the case of the out-degree 2.

This argument can be generalised to any graph, as long as the degree of each node is odd. We present the details in Section 7.3 when we review a local algorithm for weak colouring [115, 121].

5.5. **Graphs with unique identifiers.** We can make an even stronger assumption: each node \( v \) has a *globally unique identifier* as part of its
local input $i_v$. Usually the identifiers are assumed to be a permutation of $\{1, 2, \ldots, |V|\}$ or a subset of $\{1, 2, \ldots, \poly(|V|)\}$. Naturally we require that the local algorithm solves the problem for any choice of unique identifiers.

Globally unique identifiers are a standard assumption in the field of local algorithms. This is a strictly stronger assumption than having only port numbers and an orientation available; all negative results for the case of globally unique identifiers imply negative results in anonymous networks and anonymous oriented networks.

Unfortunately, the assumption on globally unique identifiers means that the problem is not of distributed constant size: the number of bits required to encode the identifiers increases as the size of the network increases. In practice, for many algorithms that are designed under the assumption of globally unique identifiers, it is sufficient to have locally unique identifiers. That is, we assume that a local algorithm with local horizon $r$ has access to identifiers that are unique within every radius-$r$ neighbourhood in the communication graph $G$. In a bounded-degree graph, it is then possible to choose identifiers that are locally unique but have constant size.

With globally or locally unique identifiers, a node $v$ in graph $G$ can tell for each pair of nodes $s, t$ in its radius-$r$ local view whether $f(s) = f(t)$, that is, whether they represent the same node in the original graph $G$. This implies that each node $v$ can reconstruct the subgraph $G[v, r]$ of $G$ — see Section 2.2 for the definition and Figure 8 for an illustration. Hence, when we study local algorithms in networks with unique identifiers, it is sufficient to present a function that maps the subgraph $G[v, r]$ to the local output $o_v$ [121].

We note that the difference between $G(v, r)$ and $G[v, r]$ is usually immaterial. After all, $G[v, r + 1]$ contains $G(v, r)$ as a subgraph, and $G(v, r)$ contains $G[v, r]$ as a subgraph. We are typically not interested in additive constants in the local horizon $r$. Hence we can use either $G(v, r)$ or $G[v, r]$ to derive both positive and negative results, whichever is more convenient. If the local output cannot be determined based on $G(v, r)$ for any constant $r$, then there is no local algorithm for the task; if it can be determined based on $G(v, r)$ for some constant $r$, then there is a local algorithm. We can even go as far...
as to use this as the definition of a local algorithm, if we study networks with unique identifiers.

6. Negative results

In this section we review negative results for local algorithms. Non-trivial results are summarised in Tables 1 and 2.

6.1. Preliminary observations. There are two simple arguments that can be used to show that a problem cannot have a local algorithm: inherently non-local problems and the impossibility of symmetry-breaking.

A problem is inherently non-local if the output at a node $u$ may depend on the input at a node $v$ with $d_G(u, v) = \Omega(|V|)$. By definition, a local algorithm cannot solve a problem that is inherently non-local. Constructing a spanning tree is a classical example of a simple problem that is inherently non-local; see Figure 9 for an illustration. Finding a stable matching is another example of a non-local problem [48].

The problem of finding a maximal matching is, in a sense, much more local. For example, if we already have a solution $M$ for a graph $G$, a local change in $G$ requires only local changes in the solution $M$. However, as we discussed in Section 5.1, it is not possible to break the symmetry with a local algorithm in an $n$-cycle if the nodes are anonymous; a port numbering and an orientation of $G$ do not help. Therefore it is not possible to find a maximal matching in an anonymous $n$-cycle, oriented or not. The same negative results apply to the problems of finding a maximal independent set, a vertex colouring, an edge colouring, a weak colouring, an $O(1)$-approximation of a maximum matching, an $O(1)$-approximation of a maximum independent set, a $(3-\varepsilon)$-approximation of a minimum dominating set, and a $(2-\varepsilon)$-approximation of a minimum vertex cover in anonymous $n$-cycles. As a straightforward generalisation, there is no local $o(\Delta)$-approximation algorithm for the minimum dominating set problem in anonymous bounded-degree graphs.

In what follows, we focus on negative results that hold even if globally unique identifiers are available.
TABLE 1. Problems that cannot be solved with a deterministic local algorithm, even if there are unique node identifiers. The problems are defined in Section 4.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Graph family</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximal independent set</td>
<td>cycle</td>
<td>[109]</td>
</tr>
<tr>
<td>Maximal matching</td>
<td>cycle</td>
<td>[109] cor.</td>
</tr>
<tr>
<td>Vertex 3-colouring</td>
<td>cycle</td>
<td>[109]</td>
</tr>
<tr>
<td>Vertex $\Delta$-colouring</td>
<td>$(\Delta + 1)$-coloured tree</td>
<td>[91]</td>
</tr>
<tr>
<td>Edge colouring</td>
<td>cycle</td>
<td>[109] cor.</td>
</tr>
<tr>
<td>Weak colouring</td>
<td>$2k$-regular</td>
<td>[121]</td>
</tr>
</tbody>
</table>

cor. = corollary, see text

TABLE 2. Approximation factors that cannot be achieved with a deterministic local algorithm, even if there are unique node identifiers.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Approx. factor</th>
<th>Graph family</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent set</td>
<td>$O(1)$</td>
<td>cycle</td>
<td>[30, 103, 106]</td>
</tr>
<tr>
<td>Matching</td>
<td>$O(1)$</td>
<td>general</td>
<td>[91, 98, 117]</td>
</tr>
<tr>
<td></td>
<td>$O(1)$</td>
<td>cycle</td>
<td>[30]</td>
</tr>
<tr>
<td>Edge cover</td>
<td>$2 - \varepsilon$</td>
<td>cycle</td>
<td>[30, 103, 106] cor.</td>
</tr>
<tr>
<td>Vertex cover</td>
<td>$O(1)$</td>
<td>general</td>
<td>[91, 95, 100, 117]</td>
</tr>
<tr>
<td></td>
<td>$2 - \varepsilon$</td>
<td>cycle</td>
<td>[30, 103, 106] cor.</td>
</tr>
<tr>
<td>Dominating set</td>
<td>$O(1)$</td>
<td>general</td>
<td>[91, 95, 100, 117]</td>
</tr>
<tr>
<td></td>
<td>$O(1)$</td>
<td>unit-disk</td>
<td>[103, 106]</td>
</tr>
<tr>
<td></td>
<td>$2k + 1 - \varepsilon$</td>
<td>$2k$-regular</td>
<td>30] cor.</td>
</tr>
<tr>
<td></td>
<td>$k + 1 - \varepsilon$</td>
<td>(2k+1)-regular, 2-c</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$5 - \varepsilon$</td>
<td>4-regular, planar</td>
<td>30]</td>
</tr>
<tr>
<td></td>
<td>$3 - \varepsilon$</td>
<td>cycle</td>
<td>[30, 103, 106]</td>
</tr>
<tr>
<td>Domatic partition</td>
<td>$3 - \varepsilon$</td>
<td>cycle</td>
<td>[30, 103, 106] cor.</td>
</tr>
<tr>
<td>Edge domin. set</td>
<td>$3 - \varepsilon$</td>
<td>cycle</td>
<td>[30, 103, 106] cor.</td>
</tr>
<tr>
<td>Maximum cut</td>
<td>$O(1)$</td>
<td>cycle</td>
<td>[30, 103, 106] cor.</td>
</tr>
<tr>
<td>Set cover</td>
<td>$k - \varepsilon$</td>
<td>$k$-regular</td>
<td>[9, 30, 103, 106]</td>
</tr>
</tbody>
</table>

$\varepsilon > 0, \quad \alpha = \Delta_I (1 - 1/\Delta_K)$

2-c = bicoloured graphs, i.e., a 2-colouring is given

cor. = corollary, see text
Figure 9. (a) An n-cycle G; the double lines show a spanning tree. (b) A local change in graph G near nodes v₁ and v₂ requires a non-local change in the spanning tree near nodes u₁ and u₂. (c) A local algorithm cannot even verify whether a given set of edges is a spanning tree or not [84]. In every local neighbourhood, this non-tree looks similar to a spanning tree in part (a) or (b).

6.2. Comparable identifiers. Let us first focus on order-invariant algorithms: we assume that unique node identifiers are available, but the algorithm is only allowed to compare the identifiers and not access their numerical value. It turns out that being able to compare identifiers does not help much in symmetry breaking. For example, in an n-cycle, we can assign the node identifiers 1, 2, ..., n in an increasing order. If we pick any two nodes u, v ∈ U = \{r + 1, r + 2, ..., n - r\}, then the radius-r neighbourhood of u looks identical to the radius-r neighbourhood of v, assuming that a node can only exploit the ordering of the identifiers. Therefore every node in U must make the same decision; see, e.g., Kuhn [91, §2.7.2] and Floréen et al. [47]. We immediately obtain the same negative results that we had for anonymous networks in an n-cycle: for example, there is no local algorithm for finding a maximal matching, a maximal independent set, a vertex colouring, an edge colouring, or a weak colouring.

6.3. Numerical identifiers. A natural approach would be to exploit the numerical values of the identifiers; after all, this is exactly what the classical (distributed but not constant-time) algorithm for vertex colouring by Cole and Vishkin [26] does.

Unfortunately, a general result by Naor and Stockmeyer [121] shows that local algorithms for so-called locally checkable labellings – these include vertex colourings and maximal independent sets in bounded-degree graphs – do not benefit from the numerical values of the identifiers: if there is a local algorithm that uses the numerical values, there is an order-invariant local algorithm as well.

More specifically, Linial [109] shows that a synchronous distributed algorithm for vertex 3-colouring in an n-cycle with unique identifiers requires
\( \Omega(\log^* n) \) communication rounds. Here \( \log^* n \) denotes the iterated (base-2) logarithm of \( n \), that is, the smallest integer \( k \geq 0 \) such that \( k \) iterated applications of the function \( x \mapsto \log_2 x \) to the initial value \( n \) results in a value at most 1.

Linial’s result holds even under the assumption that there is a consistent clockwise orientation in the \( n \)-cycle. As a direct implication, an algorithm for finding an edge 3-colouring, a maximal independent set, or a maximal matching in an \( n \)-cycle requires \( \Omega(\log^* n) \) communication rounds as well. The barrier of \( \Omega(\log^* n) \) is hard to break even if we are allowed to provide arbitrary instance-specific advice to some nodes in the network [50].

6.4. Approximations for combinatorial problems. So far we have seen that there are no local algorithms for problems such as vertex colouring, edge colouring, maximal independent set, or maximal matching. However, it is possible to find a feasible independent set or a matching with a local algorithm (the empty set), and similarly there is a trivial local algorithm for finding a vertex cover or a dominating set (the set of all nodes). This raises the question of whether there is a local approximation algorithm for any of these problems, with a nontrivial approximation guarantee.

Unfortunately, this does not seem to be the case. Czygrinow et al. [30] and Lenzen and Wattenhofer [106], [103, §11] show that it is not possible to find a constant-factor approximation of a maximum independent set or a maximum matching in an \( n \)-cycle with a deterministic local algorithm. Czygrinow et al.’s elegant proof uses Ramsey’s theorem [61, 129]; Lenzen and Wattenhofer build on Linial’s [109] work.

These results imply that there is no local constant-factor approximation algorithm for the maximum cut problem in an \( n \)-cycle. If we can find a cut \( \{X,Y\} \) of size \( k \) in an \( n \)-cycle, then it is possible to find a matching with at least \( k/3 \) edges as well. The edges that cross the cut form a bipartite graph \( \mathcal{H} \), the cut \( \{X,Y\} \) is a 2-colouring of the bipartite graph \( \mathcal{H} \), and the algorithm that we will describe in Section 7.1 finds a maximal matching in the 2-coloured graph \( \mathcal{H} \).

As another corollary, there is no local \( (2 - \varepsilon) \)-approximation algorithm for the edge cover problem in a cycle. To see this, consider a 2\( n \)-cycle \( G = (V,E) \). A minimum edge cover has \( n \) edges, and a maximum matching has \( n \) edges as well. Hence a \( (2 - \varepsilon) \)-approximate edge cover \( C \subseteq E \) has at most \( (2 - \varepsilon) n \) edges, and its complement \( M = E \setminus C \) has at least \( \varepsilon n \) edges. Furthermore, each \( v \in V \) is covered by at least one edge in \( C \); therefore each \( v \in V \) is covered by at most one edge in \( M \). Hence \( M \) is a matching, and within factor \( 1/\varepsilon \) of the optimum.

An analogous argument shows that there is no local \( (2 - \varepsilon) \)-approximation algorithm for the vertex cover problem in an \( n \)-cycle. Furthermore, there is no local \( (3 - \varepsilon) \)-approximation algorithm for the dominating set problem. Note that the complement \( X = V \setminus D \) of a dominating set \( D \) in an \( n \)-cycle can be turned into an independent set [30]: a node \( v \in X \) is adjacent to at most one other node \( u \in X \setminus \{v\} \). Exchanging the roles of edges and nodes, the same argument shows that there is no local \( (3 - \varepsilon) \)-approximation algorithm for the edge dominating set problem in a cycle. Moreover, we cannot find more than one disjoint dominating set in a cycle; because a
Figure 10. There is no local \((2k + 1 - \varepsilon)\)-approximation algorithm for the dominating set problem in \(2k\)-regular graphs (the case \(k = 2\)).

3\(n\)-cycle has 3 disjoint dominating sets, this shows that no local algorithm can find a \((3 - \varepsilon)\)-approximation of a maximum domatic partition.

More generally, Czygrinow et al. [30] and Lenzen and Wattenhofer [106] show that for any constant \(\varepsilon > 0\), a local algorithm cannot produce a factor \(2k + 1 - \varepsilon\) approximation of a minimum dominating set in \(2k\)-regular graphs. The basic argument is as follows. Figure 10a shows a \((2k + 1)n\)-cycle \(G = (V, E)\). Using a local algorithm, we can construct a \(2k\)-regular graph \(H = (V, E')\), as illustrated in Figure 10b. A minimum dominating set of \(H\) has \(n\) nodes (Figure 10c); therefore a hypothetical \((2k + 1 - \varepsilon)\)-approximation algorithm has to return a dominating set \(D\) with at most \((2k + 1 - \varepsilon)n\) nodes (Figure 10d). Therefore its complement \(X = V \setminus D\) has at least \(\varepsilon n\) nodes. Furthermore, because \(D\) is a dominating set, there is no path with more than \(2k\) nodes in the subgraph of \(G\) induced by \(X\) (Figure 10e). Hence we can construct an independent set \(I\) with at least \(\varepsilon n/(2k)\) nodes (Figure 10f), which is a contradiction with the local inapproximability of the independent set problem in cycles.

Czygrinow et al. [30] consider the case \(k = 2\) to show that a local algorithm cannot find a factor \(5 - \varepsilon\) approximation of a minimum dominating set in planar graphs. Lenzen and Wattenhofer [106] consider a general \(k\) to show that a local algorithm cannot find a constant-factor approximation of a minimum dominating set in unit-disk graphs (see Section 9.1 for the definition).

In the above proof, we have focused on regular graphs with an even degree. As we saw in Section 5.4, some amount of symmetry-breaking is possible in graphs where each node has an odd degree. Nevertheless, we can derive a slightly weaker result for regular graphs with an odd degree: a local algorithm cannot produce a factor \(k + 1 - \varepsilon\) approximation of a minimum dominating set in \((2k + 1)\)-regular graphs [8]. To see this, consider a \((k + 1)n\)-cycle \(G = (V, E)\); see Figure 11a. We can use a local algorithm to construct a \((2k + 1)\)-regular graph \(H\) as illustrated in Figure 11b; each original node \(v \in V\) simulates a pair of nodes, \(v'\) and \(v''\), in \(H\). A minimum dominating set of \(H\) has \(n\) nodes (Figure 11c). A hypothetical \((k + 1 - \varepsilon)\)-approximation algorithm has to return a dominating set \(D\) with at most
Figure 11. There is no local \((k + 1 - \varepsilon)\)-approximation algorithm for the dominating set problem in \((2k + 1)\)-regular graphs (the case \(k = 2\)).

\((k + 1 - \varepsilon)n\) nodes (Figure 11d). Let \(X \subseteq V\) consist of the nodes \(v \in V\) such that both \(v' \notin D\) and \(v'' \notin D\) (Figure 11e). We know that the size of \(X\) is at least \(\varepsilon n\); furthermore, \(X\) does not induce paths with more than \(2k\) nodes in \(G\). Hence we can construct an independent set \(I\) with at least \(\varepsilon n / (2k)\) nodes (Figure 11f), a contradiction.

This negative result holds even in bipartite graphs where a 2-colouring is given as part of the local input. Incidentally, the construction in Figure 11 is the so-called bicoloured double cover of the construction in Figure 10; we will revisit bicoloured double covers in more detail when we present positive results in Section 7.1.

6.5. Approximations for LPs. The negative results in the previous section build on the impossibility of symmetry breaking in combinatorial problems. However, there are also negative results for linear programs.

Bartal et al. [18] observe that a \((1 + \varepsilon)\)-approximation algorithm for packing and covering LPs requires \(\Omega(1/\varepsilon)\) communication rounds.

Kuhn, Moscibroda, and Wattenhofer [91, 92, 95, 98, 100, 117] show that it is not possible to find a constant-factor approximation of a minimum vertex cover, minimum dominating set, or maximum matching in general graphs with a local algorithm, if there is no degree bound. The results extend to the LP relaxations of these problems as well, and hence to 0/1 packing LPs and 0/1 covering LPs.

Floréen et al. [42, 44, 46] present a tight lower bound for the local approximability of max-min LPs. In bounded-degree graphs, no local algorithm can achieve the approximation factor \(\Delta_f(1 - 1/\Delta_K)\).
Table 3. Deterministic local algorithms. The problems are defined in Section 4.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Graph family</th>
<th>Model</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximal matching</td>
<td>bicoloured, B-D</td>
<td>P</td>
<td>[64]</td>
</tr>
<tr>
<td>$\varepsilon$-stable matching</td>
<td>bicoloured, B-D</td>
<td>P</td>
<td>[48]</td>
</tr>
<tr>
<td>Vertex $(\Delta + 1)$-colouring</td>
<td>$k$-coloured, B-D</td>
<td>P</td>
<td>[16, 26, 59, 93]</td>
</tr>
<tr>
<td>Weak colouring</td>
<td>odd degree, B-D</td>
<td>P+O</td>
<td>[115, 121]</td>
</tr>
</tbody>
</table>

B-D = bounded-degree graph
P = algorithm uses only a port numbering
P+O = algorithm uses only a port numbering and an orientation

7. Positive results

In spite of all negative results that we saw in Section 6, a few local algorithms are known. In this section, we review known deterministic local algorithms; prominent positive results are also summarised in Tables 3 and 4.

We begin with two different techniques, both of which yield a local approximation algorithm for the vertex cover problem: Section 7.1 presents a technique based on bicoloured covering graphs; Section 7.2 presents a linear programming approach.

7.1. Bicoloured matchings and vertex covers. In a centralised setting, there is a simple 2-approximation algorithm for the vertex cover problem: find any maximal matching and take the endpoints.\(^1\) We cannot find a maximal matching with a local algorithm in general graphs; nevertheless, we can apply the same basic idea indirectly to design a local approximation algorithm for the vertex cover problem.

We say that the communication graph $G$ is bicoloured if a vertex 2-colouring of $G$ is given as part of the local input – each node knows whether it is black or white. Clearly graph $G$ has to be bipartite; otherwise there is no 2-colouring.

Hančkowiak et al. [64] present a simple local algorithm for the problem of finding a maximal matching in a bicoloured bounded-degree graph. A port numbering is enough; unique node identifiers are not needed. The algorithm performs the following two steps repeatedly:

1. Each unmatched black node sends a proposal to one of its white neighbours. The neighbours are chosen in the order of port numbers.
2. Each white node accepts the first proposal that it receives. If several proposals are received in the same round, ties are broken with port numbers.

After $2\Delta$ steps, this results in a maximal matching $M$. To see that $M$ is maximal, consider an edge $e = \{u, v\} \in E \setminus M$ such that $u$ is a black node and $v$ is a white node. One of the following holds: (i) $u$ never sent a proposal to $v$, or (ii) $v$ rejected the proposal from $u$. In case (i), node $u$ is matched, and in case (ii), node $v$ is matched. Hence $M \cup \{e\}$ is not a matching.

\(^1\)Papadimitriou and Steiglitz [123] attribute this algorithm to Fanica Gavril and Mihalis Yannakakis.
Table 4. Deterministic local approximation algorithms. The algorithms without references are trivial; see text.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Approx. factor</th>
<th>Graph family</th>
<th>Model</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching</td>
<td>$1 + \varepsilon$</td>
<td>2-C, B-D</td>
<td>P</td>
<td>[8, 64]</td>
</tr>
<tr>
<td></td>
<td>$(\Delta + 1)/2$</td>
<td>W-C, B-D</td>
<td>P</td>
<td>[8]</td>
</tr>
<tr>
<td>Weighted matching</td>
<td>$2 + \varepsilon$</td>
<td>2-C, B-D</td>
<td>P</td>
<td>[48]</td>
</tr>
<tr>
<td>Simple 2-matching</td>
<td>$2 + \varepsilon$</td>
<td>B-D</td>
<td>P</td>
<td>[8, 128] cor.</td>
</tr>
<tr>
<td>Semi-matching</td>
<td>$O(1)$</td>
<td>2-C, B-D</td>
<td>P</td>
<td>[29]</td>
</tr>
<tr>
<td>Edge cover</td>
<td>2</td>
<td>general</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Vertex cover</td>
<td>$6 + \varepsilon$</td>
<td>regular</td>
<td>P</td>
<td>[91, 145]</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>unit-disk</td>
<td>P</td>
<td>[117]</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>B-D</td>
<td>P</td>
<td>[128]</td>
</tr>
<tr>
<td></td>
<td>$2 + \varepsilon$</td>
<td>B-D</td>
<td>P</td>
<td>[91, 98]</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>B-D</td>
<td>P</td>
<td>[7, 9]</td>
</tr>
<tr>
<td>Dominating set</td>
<td>$\Delta + 1$</td>
<td>B-D</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2[\Delta/2] + 1$</td>
<td>B-D</td>
<td>P+O</td>
<td>[8]</td>
</tr>
<tr>
<td></td>
<td>$(\Delta + 1)/2$</td>
<td>W-C, B-D</td>
<td>P</td>
<td>[8]</td>
</tr>
<tr>
<td></td>
<td>$O(1)$</td>
<td>planar</td>
<td></td>
<td>[30, 103, 104]</td>
</tr>
<tr>
<td></td>
<td>$O(A \log \Delta)$</td>
<td>B-A, B-D</td>
<td>P</td>
<td>[103, 107]</td>
</tr>
<tr>
<td>Domatic partition</td>
<td>$(\delta + 1)/2$</td>
<td>W-C, B-D</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Edge domin. set</td>
<td>$4 - 2/\Delta$</td>
<td>B-D</td>
<td>P</td>
<td>[135]</td>
</tr>
<tr>
<td>Maximum cut</td>
<td>$\Delta$</td>
<td>W-C, B-D</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td>Set cover</td>
<td>$\Delta_V$</td>
<td>B-D</td>
<td>P</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\Delta_K + \varepsilon$</td>
<td>B-D</td>
<td></td>
<td>[91, 98]</td>
</tr>
<tr>
<td></td>
<td>$\Delta_K$</td>
<td>B-D</td>
<td>P</td>
<td>[9]</td>
</tr>
<tr>
<td>Packing LP</td>
<td>$\Delta_I$</td>
<td>B-D</td>
<td>P</td>
<td>[125]</td>
</tr>
<tr>
<td>0/1 packing LP</td>
<td>$1 + \varepsilon$</td>
<td>B-D</td>
<td>P</td>
<td>[91, 98]</td>
</tr>
<tr>
<td>0/1 covering LP</td>
<td>$1 + \varepsilon$</td>
<td>B-D</td>
<td>P</td>
<td>[91, 98]</td>
</tr>
<tr>
<td>Max-min LP</td>
<td>$\Delta_I$</td>
<td>B-D</td>
<td>P</td>
<td>[125] cor.</td>
</tr>
<tr>
<td></td>
<td>$\alpha + \varepsilon$</td>
<td>B-D</td>
<td></td>
<td>[42–46]</td>
</tr>
</tbody>
</table>

$\varepsilon > 0$, $\alpha = \Delta_I(1 - 1/\Delta_K)$, $\delta =$ minimum degree of $G$

* = tight approximation ratio (matching negative result)

B-D = graphs with node degrees at most $\Delta$

B-A = graphs with arboricity [34, §2.4] at most $A$

2-C = bicoloured graphs, i.e., a 2-colouring is given

W-C = a weak 2-colouring is given or can be found locally;
    includes graphs where every node has an odd degree [115, 121]

P = algorithm uses only a port numbering

P+O = algorithm uses only a port numbering and an orientation

cor. = corollary, see text
Figure 12. The bicoloured graph $H$ is the bipartite double cover of graph $G$. Note that the graphs are isomorphic to those in Figure 3.

Now we know how to find a maximal matching in a bicoloured graph. It turns out that with the help of this simple algorithm, it is possible to find a 3-approximation of a minimum vertex cover in an arbitrary bounded-degree graph [128]. The key observation is the following: for any graph $G$, we can construct the bicoloured graph $H$ that is the bipartite double cover [5, 21, 75] of $G$; see Figure 12 for an illustration.

The bipartite double cover of $G$, also known as the Kronecker double cover, is the Kronecker product [143] of the graphs $G$ and $K_2$. In essence, for each original node $v$ in graph $G$, we create two copies: a black copy and a white copy. If $u$ and $v$ are adjacent in the original graph $G$, then the black copy of $u$ is adjacent to the white copy of $v$ in graph $H$ and vice versa. Port numbers can be inherited from $G$. It follows that $H$ is a covering graph of $G$ (see Section 5.2). Furthermore, it is a double cover: the covering map $f$ maps exactly 2 nodes of $H$ onto each node of $G$.

Now let $A$ be the local algorithm for maximal matchings in bicoloured graphs. A local algorithm that runs in a general graph $G$ can simulate the behaviour of $A$ in the bicoloured double cover $H$: a node $v$ in $G$ is responsible for simulating the behaviour of both its black copy and its white copy. Once the simulation completes, each node can inspect the output produced by its two copies.

Hence we can find a maximal matching $M$ in the bicoloured double cover $H$ and map it back to the original graph $G$. This gives us a subset of edges $X \subseteq E$ in $G = (V, E)$ with the following properties: (i) for each node $v \in V$, there are at most 2 edges incident to $v$ in $X$; and (ii) for each edge $\{u, v\} \in E$, at least one of $u, v$ is incident to an edge $x \in X$. Put otherwise, $X$ is a simple 2-matching and its endpoints are a vertex cover $C \subseteq V$.

A minimum-size vertex cover $C^*$ must cover all edges, including the edges in the simple 2-matching $X$. A node $v \in C^*$ can cover at most 2 edges in $X$, and an edge in $X$ is covered by at most 2 nodes in $C$. Hence $|C| \leq 2|X| \leq 4|C^*|$. We have a simple algorithm that finds a 4-approximation
of a minimum vertex cover; the algorithm is local and it does not need unique node identifiers.

A more careful analysis shows that $|C| \leq 3|C^*|$, so this is actually a local 3-approximation algorithm for the vertex cover problem [128]; the bottleneck is a path of length 2 in the set $X$. A repeated application of bicoloured double covers can be used to find a 2-approximation of a minimum vertex cover [7]. See Hańćkowiak et al. [65] for an example of a non-local distributed algorithm that exploits bicoloured double covers.

7.2. Linear programs and vertex covers. In a centralised setting, another 2-approximation algorithm for the vertex cover problem can be obtained by deterministic LP rounding [70]: (i) solve the LP relaxation of the vertex cover problem; and (ii) output the set of nodes $v \in V$ with $x_v \geq 1/2$. Unlike the algorithm based on a maximal matching, this directly generalises to the problem of finding a minimum-weight vertex cover as well.

To obtain the LP relaxation of a vertex cover instance, we first write the vertex cover instance as a set cover instance. The set cover instance determines an integer program of the form (1) on page 10. The LP relaxation of the vertex cover instance is the corresponding 0/1 covering LP (2).

A local algorithm cannot find an exact solution of a linear program; the problem is inherently non-local. However, local approximation algorithms for packing and covering LPs are known. The first such algorithm was presented by Papadimitriou and Yannakakis [125]. In this simple algorithm, the “capacity” of each constraint in a packing LP is distributed evenly among the adjacent agents; the approximation factor is $\Delta_J$. Kuhn and Wattenhofer [101] present improved local approximation algorithms for special cases of packing and covering LPs. Finally, Kuhn et al. [91, 92, 98] present local approximation algorithms for general packing LPs and covering LPs. Among others, they show that 0/1 packing LPs and 0/1 covering LPs admit local approximation schemes in bounded-degree graphs.

Hence we can find a factor $1 + \varepsilon$ approximation of the LP relaxation of the minimum vertex cover problem in bounded-degree graphs. Therefore deterministic LP rounding yields a factor $2 + \varepsilon$ approximation of a minimum vertex cover in bounded-degree graphs, for any $\varepsilon > 0$. Note that the vertex cover problem is a special case of the set cover problem with $\Delta_K = 2$; the same technique of deterministic LP rounding can be applied to design a local $(\Delta_K + \varepsilon)$-approximation algorithm for the set cover problem in bounded-degree graphs, for an arbitrary $\Delta_K$.

It is also possible to use the primal-dual schema [123, 139] to design an algorithm that finds an approximation of a minimum vertex cover directly without a rounding step. Moscibroda [117, §6.1] uses this approach to design a $(4 + \varepsilon)$-approximation algorithm for the vertex cover problem in bounded-degree graphs.

7.3. Weak colouring. Weak colouring provided the first example of a nontrivial combinatorial problem that admits a local algorithm. Naor and Stockmeyer [121] show that if $\mathcal{G}$ is a bounded-degree graph and every node of $\mathcal{G}$ has an odd degree, then there is a local algorithm that finds a weak
2-colouring of $G$. Mayer et al. [115] further show that this is possible without unique identifiers; a port numbering and an orientation is enough.

Let us now show how to find a weak colouring with $\Delta^{O}(\Delta)$ colours, using only a port numbering and an orientation. Each node $v$ is coloured with a vector $x(v)$ that consists of the following components:

- the out-degree and in-degree of $v$
- $p(u, v)$ for each successor $u$ of $v$, in the order of increasing $p(v, u)$
- $p(u, v)$ for each predecessor $u$ of $v$, in the order of increasing $p(v, u)$.

**Example.** Assume that $v$ has three neighbours, $u_1, u_2, u_3$, with the port numbers $p(v, u_1) = 1$, $p(v, u_2) = 2$, and $p(v, u_3) = 3$. Assume that the edges are oriented $(v, u_1)$, $(u_2, v)$, and $(v, u_3)$. Then

$$x(v) = (2, 1, p(u_1, v), p(u_3, v), p(u_2, v)),$$

that is, the out-degree, the in-degree, two port numbers for the edges leaving $v$, and one port number for the edges entering $v$. Note that the elements are port numbers of the form $p(\cdot, v)$ but they are ordered by the port numbers $p(v, \cdot)$.

To see that the vectors $x(v)$ are a weak colouring of the graph, we generalise the argument that we saw in Section 5.4. Let $v$ be an arbitrary node. We need to show that there is a neighbour $u$ of $v$ such that $x(u) \neq x(v)$. If the first two components (out-degree and in-degree) are equal in $x(v)$ and $x(u)$ for each neighbour $u$ of $v$, we can consider the following two cases.

First, assume that the in-degree of $v$ is $k$ and the out-degree of $v$ is at least $k+1$. Then there are at least $k+1$ successors of $v$, and each successor has $k$ predecessors. By the pigeonhole principle, there are at least two successors of $v$, call them $s$ and $t$, and an index $i$ with the following property: the element $i$ of the vector $x(s)$ is $p(v, s)$ and the element $i$ of the vector $x(t)$ is $p(v, t)$. Therefore $x(s) \neq x(t)$, and we cannot have $x(v) = x(s) = x(t)$. Put otherwise, $v$ has a different colour from $s$ or $t$ (or both).

Second, assume that the in-degree of $v$ is at least $k+1$ and the out-degree of $v$ is $k$. This case is analogous: we apply the pigeonhole principle to the predecessors of $v$.

Note that this analysis does not go through in a graph with an even degree. We may have in-degrees equal to out-degrees, and therefore we cannot invoke the pigeonhole principle – consider, for example, the 4-regular graph in Figure 5 on page 15.

So far we have seen how to find a weak colouring with a constant but large number of colours. In the following section, we review techniques that can be used to reduce the number of colours.

### 7.4. Colour reduction.

A local algorithm cannot find a vertex colouring, but it can decrease the number of colours. Given a $k$-colouring for a constant $k$, it is easy to design a local algorithm that finds a $(\Delta+1)$-colouring. In essence, we run a greedy algorithm. The original $k$-colouring partitions the network in $k$ subsets $X_1, X_2, \ldots, X_k$. In the step $i = 1, 2, \ldots, k$, the nodes in subset $X_i$ choose a colour that is not used by any of their neighbours in $X_1 \cup X_2 \cup \cdots \cup X_{i-1}$. Each subset $X_i$ is an independent set; hence all nodes in $X_i$ can make their choices independently in parallel. In the worst case, $\Delta+1$ colours are needed.
A much more efficient algorithm can be designed by exploiting the numerical values of the original colours. In a cycle, the technique originally presented by Cole and Vishkin [26] allows one to decrease the number of colours from \( k \) to \( O(\log^* k) \) in one step. Iterating the procedure, we can turn a \( k \)-colouring into a 3-colouring with a local algorithm in \( O(\log^* k) \) steps. The textbook by Cormen et al. [27, §30.5] has a good illustration of the Cole–Vishkin technique; in essence, a node with a \( b \)-bit label relabels itself with an \( O(\log b) \)-bit label \((i,x)\) that identifies the index \( i \) and the value \( x \) of the first bit in its old label that differs from the next node in the cycle.

The same basic idea can be applied in general bounded-degree graphs [59]. If \( k \) is a constant, a \( k \)-colouring can be turned into a \((\Delta + 1)\)-colouring with a local algorithm in \( O(\Delta + \log^* k) \) steps [16, 93]; see also Attiya et al.’s [10] algorithm that finds a \((\Delta + 1)\)-colouring assuming that a so-called \( t \)-orientation is given. Naor and Stockmeyer [121] show how to turn a weak \( k \)-colouring into a weak 2-colouring.

Naturally, if we are given a \( k \)-colouring for a constant \( k \), we can also solve a number of other problems with a local algorithm. The symmetry has been broken and, for example, finding a maximal independent set is then easy [10, 13]. The following algorithm provides a reasonable trade-off between efficiency and simplicity: first apply a colour reduction algorithm, and then find a maximal independent set with a greedy algorithm. However, if \( \Delta \) is large, more efficient alternatives exist; see, for example, the techniques used by Schneider and Wattenhofer [130].

7.5. **Matchings.** As we have seen in Section 6.4, there is no local algorithm for finding a constant-factor approximation of a maximum matching in any family of graphs that contains \( n \)-cycles. However, positive results are known for bicoloured graphs and for graphs where each node has an odd degree.

We have already seen the algorithm by Hańkowiak et al. [64] for finding a maximal matching in bicoloured bounded-degree graphs. A maximal matching is a 2-approximation of a maximum matching. It is possible to improve the approximation factor to \( 1 + \varepsilon \) for any \( \varepsilon > 0 \); it is enough to make sure that there is no augmenting path of length \( O(1/\varepsilon) \) [8]. With the help of the bicoloured double cover from Section 7.1, this yields a \((2 + \varepsilon)\)-approximation of a maximum-size simple 2-matching in general bounded-degree graphs. Maximal matchings can also be used to find approximations of semi-matchings [29].

Bounded-degree graphs where each node has an odd degree admit a local \( \Delta \)-approximation algorithm for the maximum matching problem; the algorithm proceeds as follows. We can first find a weak 2-colouring \( c : V \to \{1,2\} \) with the algorithm by Naor and Stockmeyer [121]. Let \( X \subseteq E \) consist of the edges \( \{u,v\} \in E \) with \( c(u) \neq c(v) \). Let \( \mathcal{H} = (U,X) \) be the subgraph of \( \mathcal{G} \) induced by the edges in \( X \), that is, \( U \) consists of the endpoints of the edges in \( X \). Now \( \mathcal{H} \) together with \( c \) is a bicoloured graph; therefore we can find a maximal matching \( M \) in \( \mathcal{H} \); this is also a matching in \( \mathcal{G} \). Let us now establish the approximation ratio. Let \( M^* \) be a maximum matching. Let \( U \subseteq V \) consist of the nodes matched in \( M \) and let \( U^* \subseteq V \) consists of the nodes matched in \( M^* \). If \( v \in U^* \setminus U \), then \( v \) is non-isolated in \( \mathcal{G} \) and hence it is adjacent to a node \( u \) with the opposite colour, by the definition of a weak
2-colouring. Therefore \( \{u, v\} \) is an edge in the subgraph \( \mathcal{H} \), and since \( M \) is maximal, we have \( u \in U \). Furthermore, \( u \) is adjacent to at least one node in \( U \); therefore \( u \) is adjacent to at most \( \Delta - 1 \) nodes in \( U^* \setminus U \). Summing over all nodes in \( U \), we have \( |U^* \setminus U| \leq (\Delta - 1)|U| \), that is, \( |U^*| \leq \Delta|U| \) and \( |M^*| \leq \Delta|M| \). The approximation factor can be further improved to \( (\Delta + 1)/2 \), which is tight [8].

The problem of finding a stable matching is inherently non-local, even in bicoloured graphs. However, it is possible to find an \( \varepsilon \)-stable matching in a bicoloured bounded-degree graph with a local algorithm [48]. In essence, the local algorithm runs the Gale–Shapley algorithm [54] for a constant number of rounds. The same local algorithm finds a \((2 + \varepsilon)\)-approximation of a maximum-weight matching in bicoloured bounded-degree graphs.

7.6. Domination. In a bounded-degree graph, the set of all nodes is a factor \( \Delta + 1 \) approximation of a minimum dominating set. If each node has an odd degree, it is possible to find a factor \( \Delta \) approximation with a local algorithm, using a port numbering and an orientation: find a weak 2-colouring [115, 121] and output all nodes of colour 1 and all isolated nodes. This set is, by definition, a dominating set: a non-isolated node of colour 2 is adjacent to at least one node of colour 1. To establish the approximation ratio, assume that \( G = (V, E) \) is connected; otherwise we can apply the result to each connected component. If \( |V| = 1 \), the claim is trivial. Otherwise, let \( D^* \) be an optimal dominating set in \( G \), let \( D_1 \) consist of the nodes of colour 1, and let \( D_2 = V \setminus D_1 \) consist of the nodes of colour 2. Now \( D^*, D_1, \) and \( D_2 \) are dominating sets in \( G \). Furthermore, for any dominating set \( D \), it holds that \( |D| \geq |V|/(\Delta + 1) \) because a node in \( D \) can only dominate at most \( \Delta \) nodes outside \( D \). Hence

\[
|D_1| = |V| - |D_2| \leq |V| - \frac{|V|}{\Delta + 1} = \frac{\Delta|V|}{\Delta + 1} \leq \Delta|D^*|,
\]

that is, \( D_1 \) is a \( \Delta \)-approximation of a minimum dominating set in \( G \). Moreover, \((D_1, D_2)\) is a domatic partition of size 2 if there are no isolated nodes, and a maximum domatic partition has at most \( \delta + 1 \) disjoint dominating sets where \( \delta \) is the minimum degree of \( G \). Hence a weak 2-colouring provides a factor \((\delta + 1)/2\) approximation of a maximum domatic partition if there are no isolated nodes; the trivial solution \((V)\) is optimal if there is an isolated node (i.e., if \( \delta = 0 \)).

It is possible to perform local modifications in a weak 2-colouring so that the number of colour-1 nodes is at most as large as the number of colour-2 nodes [8]. This approach provides a factor \((\Delta + 1)/2\) approximation algorithm for the dominating set problem in graphs of odd degree, and a \( \Delta \)-approximation in general graphs for an odd \( \Delta \).

Czygrinow et al. [30] and Lenzen et al. [104], [103, §13] present a local, constant-factor approximation algorithm for the dominating set problem in planar graphs. The current best known approximation factor is 130 [103, 104].

In Section 7.1 we saw how to use a maximal matching in a bicoloured double cover to find a constant-factor approximation for the vertex cover problem. The same technique provides a 4-approximation of a minimum edge dominating set as well, and with minor modifications the approximation factor can be improved to \( 4 - 2/\Delta \) [135].
7.7. **Trivial algorithms.** For some families of graphs, there is a trivial local approximation algorithm for the vertex cover problem. For example, the set of all nodes is a 2-approximation of a minimum vertex cover in regular graphs, and the set of all non-isolated nodes is a 6-approximation of a minimum vertex cover in unit-disk graphs [91, 145].

There is a trivial, local approximation algorithm for the edge cover problem: independently and in parallel, each node \( v \in V \) chooses one neighbour \( x(v) \in V \) with \( \{v, x(v)\} \in E \). The set \( C = \{\{v, x(v)\} : v \in V\} \) is a factor 2 approximation of a minimum edge cover. This generalises to the minimum-weight edge cover as well: each node chooses the cheapest edge.

The edge cover problem is a special case of the set cover problem with \( \Delta = 2 \). The trivial 2-approximation algorithm for the edge cover problem can be applied to approximating set cover as well: each customer \( k \in K \) chooses independently and in parallel which agent \( v \in V \) covers it. The approximation factor is \( \Delta \).

7.8. **Local verification and locally checkable proofs.** Korman et al. [84–87] and Fraigniaud et al. [51] study the problem of verifying a solution with a local algorithm. We have seen that the problem of finding a spanning tree is inherently non-local, and if we are given a spanning tree in a natural way as a subset of edges, a local algorithm cannot verify whether it really is a spanning tree or not; recall Figure 9 on page 19.

However, it is possible to give a spanning tree together with a proof that can be verified with a local algorithm, so that an invalid input is detected by at least one node (assuming that the communication graph \( G \) is connected). For example, we can orient the spanning tree towards an arbitrary root node. For each node, the proof consists of (i) the identity of the root node, (ii) the distance to the root node in the spanning tree, and (iii) the edge that points towards the root node.

To encode the above proof, we need \( O(\log |V|) \) bits per node – we say that the local proof complexity of the spanning tree problem is \( O(\log |V|) \). In general, we can classify graph problems according to their local proof complexity: for many classical graph problems, the proof complexity is either 0, \( \Theta(1) \), \( \Theta(\log |V|) \), or poly\((|V|) \) bits per node [60].

7.9. **Other problems.** Kuhn et al. [97] studies a generalisation of covering LPs, with upper bounds for variables \( x_v \).

Floréen et al. [42–46] present local algorithms for max-min LP. It is possible to find a factor \( \Delta_f(1 - 1/\Delta_K) + \varepsilon \) approximation of a max-min LP in bounded-degree graphs; this approximation ratio is tight.

A weak 2-colouring also determines a cut with at least \( |E|/\Delta \) edges. This gives a partial answer to Elkin’s [38] question regarding the distributed approximability of the maximum cut problem.

Positive results for the circuit complexity class NC\(^0 \) [6, 28, 69] may also have positive implications in the field of local algorithms; this possible connection calls for further research.
8. Randomised local algorithms

In the previous section, we have seen that many graph problems can be solved (at least approximately) by using a deterministic local algorithm. However, the strong negative results of Section 6 make it impossible to solve classical graph problems such as graph colouring, maximal independent sets, maximal matchings, etc., with a deterministic local algorithm. A natural idea is to extend the model by introducing a source of random bits.

8.1. Non-constant guarantees. Randomness is a powerful and classical technique in the design of distributed algorithms, and it is particularly useful in breaking the symmetry [3, 76, 111]. However, in a typical randomised distributed algorithm, either the running time or the performance guarantee depends on the number of nodes.

Luby’s [111] algorithm for maximal independent sets is a good example of the former case. When the algorithm terminates, the output is a maximal independent set – however, the expected running time is logarithmic in the number of nodes.

Kuhn’s [91, §4.5] algorithm for one-round graph colouring is a good example of the latter case. The algorithm always terminates in one round, and with a high probability, it produces a proper colouring – however, the number of colours is logarithmic in the number of nodes.

As explained in Section 1.1, our focus is on algorithms for which both the running time and the performance guarantees are independent of the number of nodes – that is, we would obtain a finite performance guarantee even in an infinitely large network. In what follows, we examine how much randomness helps in such a limited setting.

8.2. Negative results. There are two key techniques which make randomness a practical tool in the design of centralised algorithms, both familiar from textbooks on randomised algorithms [116, 118]. First, the probability of a “failure” – the event of producing an infeasible output – can be made negligible by adapting the algorithm to the global properties of the input; for example, the number of iterations can depend on the size of the input. Second, it may be possible to detect incorrect output and re-execute the algorithm until the output is correct, turning a Monte Carlo algorithm into a Las Vegas one.

In a strictly local setting, neither of these two techniques can be applied as such. First, the execution of a local algorithm cannot depend on the size of the input. Second, it is not possible to gather the output in a central location for inspection and re-execute the algorithm depending on whether the output is incorrect. Indeed, if a randomised local algorithm has a nonzero probability of failure given some input, then we can simply take several copies of the input to boost the probability that the algorithm makes a failure in at least one copy; see, e.g., Kuhn [91, §4.5].

There are strong negative results on the power of randomness in the local setting. Linial [109] and Naor [120] show that randomness does not help in local algorithms where the objective is to colour a graph, and Kuhn [91, §4.5] extends this to the problem of colour reduction. Naor and Stockmeyer [121] show that randomness does not help in a local algorithm for any locally
checkable labelling; this includes, among others, the problem of finding a maximal matching or a maximal independent set in a bounded-degree graph.

Nevertheless, there are positive results where a randomised local algorithm provides a probabilistic approximation guarantee. For example, in some cases it is possible to give an upper bound on the expected approximation factor – here the expectation is over the random coin tosses made by the algorithm; nothing is assumed about the input. If we are content with a probabilistic approximation guarantee, it is possible to overcome some of the negative results in Section 6.

Interestingly, Kuhn [91, §2.7.1] shows that probabilistic approximation guarantees do not help with linear programs: if there is a local, randomised algorithm with the expected approximation factor $\alpha$, then there is a local, deterministic $\alpha$-approximation algorithm as well. Therefore all positive examples in this section involve combinatorial problems.

8.3. **Matchings and independent sets.** As we have seen in Section 6.4, packing problems such as maximum matching and maximum independent set do not admit deterministic, local approximation algorithms, not even in the case of an $n$-cycle with unique node identifiers. With these problems, randomness clearly helps.

Wattenhofer and Wattenhofer [141] present a randomised local approximation algorithm for the maximum-weight matching problem in trees; the expected weight of the matching is within factor 4 of the optimum. Hoepman et al. [72] improve the expected approximation ratio to $2 + \varepsilon$.

Nguyen and Onak [122] present a randomised local algorithm for the maximum matching problem in bounded-degree graphs; the approximation ratio is $1 + \varepsilon$ with high probability.

Czygrinow et al. [30] present a randomised local algorithm for finding a maximum independent set in a planar graph; the approximation ratio is $1 + \varepsilon$ with high probability.

8.4. **Maximum cut and maximum satisfiability.** Another negative result from Section 6.4 shows that there is no deterministic local approximation algorithm for the maximum cut problem. Again, a randomised local algorithm exists. In this case, we can resort to a very simple algorithm, familiar from introductory courses to randomised algorithms: flip a fair coin for each node to determine its side [112, 116, 118]. The expected size of the cut is $|E|/2$; hence the expected approximation ratio is 2. The algorithm is clearly local; no communication is needed.

A similar approach can be applied to the maximum satisfiability (MAX-SAT) problem: choose a random assignment [116, 118]. See, e.g., Ausiello et al. [12, Problem LO1] or Garey and Johnson [55, Problem LO5] for the definition of the problem. However, unlike the maximum cut problem, MAX-SAT has a simple, local, deterministic 2-approximation algorithm: First, for each clause, remove all but one of the literals; in essence, we arrive at a MAX-1-SAT instance. Second, satisfy at least half of the clauses by using a local version of Johnson’s [79] 2-approximation algorithm.

8.5. **LP rounding.** Kuhn et al. [91, 97, 98, 101] present a general framework for designing randomised local algorithms for the set cover and set packing
problems in bounded-degree graphs. The solution is obtained in three phases: (1) Solve the LP relaxation of the problem approximately with a local algorithm. (2) Apply randomised rounding to find a candidate solution; at this point, the solution is integral but it is not necessarily feasible. (3) Apply a deterministic algorithm to make the solution feasible.

As discussed earlier in Section 7, the LP relaxations of the set cover and set packing problems have local approximation schemes in bounded-degree graphs. Together with these algorithms, the LP rounding scheme yields the expected approximation ratio $O(\log \Delta_V)$ for the set cover problem and $O(\Delta_V)$ for the set packing problem.

In bounded-degree graphs, these results imply the following expected approximation ratios: $O(\log \Delta)$ for vertex covers, $O(\log \Delta)$ for dominating sets, $O(\Delta)$ for maximum independent sets, and $O(1)$ for maximum matchings.

9. Geometric problems

Now we turn our attention to geometric graphs. In a geometric graph, each node is embedded in a low-dimensional space, typically in the two-dimensional plane.

9.1. Models. Most research has focused on the case where $G$ is a unit-disk graph: a pair of nodes is connected by an edge if and only if the Euclidean distance between them is at most 1. See Figure 13a.

Work has also been done on generalisations of unit-disk graphs. A quasi unit-disk graph \cite{17,102} is a graph where the nodes are embedded in the two-dimensional plane, the length of an edge is at most 1, and nodes which are within distance $d$ from each other are always connected by an edge; here $0 < d < 1$ is a constant. See Figure 13b. A civilised graph (graph drawn in a civilised manner) \cite[§8.5]{37} is a graph where the nodes are embedded in the two-dimensional plane, the length of an edge is at most 1, and the distance between any pair of nodes is at least $s$; here $0 < s < 1$ is a constant. See Figure 13c.

By definition, a civilised graph with parameter $s$ is a quasi unit-disk graph with parameter $d < s$; therefore all positive results for quasi unit-disk graphs apply directly to civilised graphs. Furthermore, a civilised graph is a bounded-degree graph, as can be seen by a simple packing argument.
9.2. Partial geometric information. For some problems, it is sufficient to have a local knowledge of the embedding. Kuhn et al. [91, 96] show that packing and covering LPs admit local constant-factor approximation algorithms in unit-disk graphs. It is enough that the distances between the nodes are known so that each node can construct a local coordinate system.

To give another example, Floréen et al. [47, 49] study scheduling problems in a semi-geometric setting in which the coordinates of the nodes are not known, but a small amount of symmetry-breaking information is available.

Most positive results, however, assume that there is a global coordinate system and each node knows its coordinate (so-called location-aware nodes). We review these results in the following.

9.3. Algorithms from simple tilings. A simple approach for designing local algorithms in a geometric setting is to partition the two-dimensional plane into rectangles, and colour the rectangles with a constant number of colours [67, 68, 91, 96, 117, 144, 146, 147]. Partitioning the two-dimensional plane into rectangles also partitions the network into clusters. If each node knows its coordinates, it knows into which cluster it belongs to.

As a concrete example, we can partition the plane into rectangles of size $2 \times 1$ and colour them with 3 colours so that the distance between a pair of nodes in two different rectangles of the same colour is larger than 1. See Figure 14 for illustration; we use the names white, light, and dark for the colours.

By construction, we know that if nodes $u$ and $v$ are in two different rectangles of the same colour, then there is no edge $\{u, v\}$ in a (quasi) unit-disk graph. Furthermore, a packing argument shows that there is a constant upper bound $D$ on the diameter of a connected component of a cluster. In Awerbuch et al.’s [13] terminology, these coloured rectangles provide a $(3, D)$-decomposition of the network. In Attiya et al.’s [10] terminology, the coloured rectangles provide a $t$-orientation of graph $\mathcal{G}$ for $t = 3D$.

Now it is easy to design a local 3-approximation algorithm for vertex colouring [67, 91, 144, 147]. We handle each connected component in each cluster independently in parallel. A local algorithm finds an optimal vertex colouring within each component; the components have bounded diameter and hence a local algorithm can gather full information about the component. Connected components in white rectangles assign colours 1, 4, 7, ..., connected components in light rectangles assign colours 2, 5, 8, ..., and connected components in dark rectangles assign colours 3, 6, 9, .... Put together, we obtain a feasible vertex colouring, and the number of colours that we use is within factor 3 of the optimum; see Figure 15.
A similar idea (with larger 3-coloured rectangles) can be used to design local 3-approximation algorithms for the following problems: edge colouring [67], vertex cover [67, 68, 144], and dominating set [67, 68, 144]. These are examples of local algorithms that unscrupulously exploit the assumption that local computation is free; nevertheless, Hunt et al. [74] show how to solve the subproblem of finding a minimum-size dominating set or vertex cover within a rectangle in polynomial time.

Another algorithm design technique that employs the same 3-coloured tiling is the sequential greedy strategy. Consider, for example, the task of finding a maximal independent set. We can proceed in three phases as follows [10, 13, 67]. First, each white rectangle finds a maximal independent set with a greedy algorithm. Then each light rectangle extends the independent set greedily, taking into account the output in neighbouring white rectangles. Finally, each dark rectangle extends the independent set greedily, taking into account neighbouring white and light rectangles. The same technique can be applied to find a maximal matching [67, 146] and a vertex \( (\Delta + 1) \)-colouring [10, 13, 67]. A local algorithm for maximal matching then gives a 2-approximation of a minimum vertex cover as well.

Finally, it is possible to find a factor 4 approximation of a maximum independent set by using a similar 3-coloured tiling [67, 144]. First, each cluster finds a maximum-size independent set in parallel. This may cause conflicts. The conflicts are then resolved; first those that involve white rectangles and then those that involve light rectangles. At each conflict resolution we lose at most one half of the nodes; hence the remaining nodes provide a factor 4 approximation.

9.4. Other algorithms. Wiese and Kranakis [144, 146, 148, 149] present local approximation schemes for dominating sets, connected dominating sets, vertex covers, maximum matchings, and maximum independent sets in unit-disk graphs.

Czyzowicz et al. [31] present a 5-approximation algorithm for the dominating set problem and a 7.46-approximation algorithm for the connected dominating set problem. Wiese and Kranakis [144, 145] study local approximation algorithms with local horizon \( r \leq 2 \) for dominating sets, connected dominating sets, vertex covers, and independent sets in unit-disk graphs. Kuhn and Moscibroda [94] present a local approximation algorithm for the capacitated dominating set problem in unit-disk graphs; this is a variant of
the dominating set problem in which each node has a limited capacity that determines how many neighbours it can dominate.


9.5. Planar subgraphs and geographic routing. In geographic routing [56, 153], it is of interest to construct a connected planar subgraph \( \mathcal{H} = (V, E') \) of a unit-disk graph \( \mathcal{G} = (V, E) \), with the original set of nodes \( V \) but a smaller set of edges \( E' \subset E \).

There are local algorithms for constructing planar subgraphs. For example, Gabriel graphs [53] and relative neighbourhood graphs [78, 137] can be constructed with simple local rules.

Once we have constructed a planar subgraph of a unit-disk graph, it is possible to route messages with local geometric rules, assuming that we know the coordinates of the target node [20, 89].

9.6. Spanners. In applications such as topology control, merely having a connected planar subgraph \( \mathcal{H} \) is not enough. Among others, it is desirable that \( \mathcal{H} \) is a geometric \( t \)-spanner. In a \( t \)-spanner, for any pair \( u, v \) of nodes in \( \mathcal{G} \), the shortest path between \( u \) and \( v \) in \( \mathcal{H} \) is at most \( t \) times as long as the shortest path between \( u \) and \( v \) in \( \mathcal{G} \); here the length of a path is the sum of the Euclidean lengths of the edges. The constant \( t \) is the stretch factor of the spanner.

Gabriel graphs and relative neighbourhood graphs are not \( t \)-spanners for any constant \( t \). Yao graphs [152] and \( \theta \)-graphs [83] provide classical examples of spanners that can be constructed with a simple local algorithm. However, these constructions lack some desirable properties; in particular, they do not have a constant upper bound on the node degree.

Examples of more recent work include the following. Wang and Li [140] present a local algorithm for constructing a planar, bounded-degree spanner in unit-disk graphs. The local algorithms by Li et al. [108] and Kanj et al. [81] further guarantee that the total edge length of the spanner is at most a constant factor larger than the total edge length of a minimum spanning tree. Chávez et al. [23] generalise the results by Li et al. [108] to quasi unit-disk graphs. Wattenhofer and Zollinger [142] present a local algorithm that can be applied in arbitrary weighted graphs, not only in geometric graphs.

9.7. Coloured subgraphs. Local algorithms have also been presented for constructing coloured subgraphs. Urrutia [138] presents a local algorithm that constructs a connected, planar, edge-coloured subgraph of a unit-disk graph. Wiese and Kranakis [144, 147] present a local algorithm that constructs a connected, planar, vertex-coloured subgraph of a unit-disk graph. Czyzowicz et al. [32] present a local algorithm for colouring the nodes in an arbitrary planar subgraph of a unit-disk graph. Czyzowicz et al. [33] present a local algorithm for colouring the edges in certain subgraphs of unit-disk graphs.
10. Open problems

We conclude this survey with some open problems related to deterministic local algorithms. We recall that in this work a local algorithm refers to a constant-time algorithm.

**Problem 1.** Is there a local approximation scheme for general packing LPs or covering LPs in bounded-degree graphs?

The local approximation scheme by Kuhn et al. [98] assumes not only a degree bound but also an upper bound for the ratio of largest coefficient to smallest coefficient in the LP. Techniques by Luby and Nisan [113] and Bartal et al. [18] can be applied to avoid the dependency on coefficients, but this comes at the cost of adding a dependency on the size of the input [99].

**Problem 2.** Is there a combinatorial packing problem that admits a non-trivial, deterministic, local approximation algorithm?

Finding a simple 2-matching is a packing problem, but it is a slightly contrived example. It would be interesting to see other, more natural examples of packing problems that can be solved locally, without any auxiliary information.

A partial answer is provided by the local approximation algorithm for the maximum matching problem, based on the weak 2-colouring algorithm by Naor and Stockmeyer [121]. However, this can be applied only in a graph where every node has an odd degree, a rather stringent assumption.

**Problem 3.** Is there a problem that (i) can be solved with a local algorithm that exploits the numerical values of the identifiers, and (ii) cannot be solved with an order-invariant local algorithm that merely compares the identifiers?

Naor and Stockmeyer [121] show that order-invariant local algorithms are sufficient for locally checkable labellings: if there is a local algorithm for a locally checkable labelling problem, then there is an order-invariant algorithm as well. Hence we need to seek for an example outside locally checkable labellings.

If we assume that the set of node identifiers is \( \{1, 2, \ldots, |V|\} \), then we can find some examples of problems that admit a local algorithm and do not admit an order-invariant local algorithm. For example, in this case leader election is trivial with a local algorithm (the node number 1 is the leader) but there is no order-invariant local algorithm for the task. However, this example is no longer valid if the unique node identifiers are an arbitrary subset of, say, \( \{1, 2, \ldots, 2|V|\} \).

**Problem 4.** How does the local horizon depend on \( \Delta \)?

Typically, the running time of a local algorithm depends on the maximum degree \( \Delta \). However, we do not yet understand thoroughly how the local horizon depends on \( \Delta \): in many cases, the fastest known algorithms have running times that are polynomial in \( \Delta \) [9, 16, 48, 64, 93, 135] while the best known lower bounds are typically polylogarithmic in \( \Delta \) [95, 100].
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