Mémoires de la Société Néophilologique de Helsinki
édités par Juhani Härmä, Jarmo Korhonen et Terttu Nevalainen
Tome XCIV

ISBN 978-951-9040-51-6 (PDF)

This electronic version comprises the summary part of the article-based dissertation. The articles (Part II, Chapters 6–11) have been left out for copyright reasons. References to the original publications can be found in Section 1.5.
Sociolinguistic variation in English derivational productivity
Studies and methods in diachronic corpus linguistics

by
Tanja Säily

Academic dissertation to be publicly discussed, by due permission of the Faculty of Arts at the University of Helsinki, in the Small Hall on the 31st of October, 2014, at 12 o’clock.

Helsinki 2014
Société Néophilologique
Preface

In the spirit of the digital humanities, this work is a product of multidisciplinary collaboration. As a computer geek and an ex (or eternal) engineering student, I gained an interest in corpus linguistics soon after beginning my studies of English Philology at the University of Helsinki. I got the idea of studying sociolinguistic variation in morphological productivity from Professor Terttu Nevalainen, who taught the advanced studies seminar on sociolinguistics and who was to become the supervisor of both my MA and my PhD theses. I got the initial material – and the training to use it – from her Corpus of Early English Correspondence team. I discussed the problem of comparing type counts with my significant other, computer scientist Jukka Suomela, who promptly came up with a version of the method I have used and developed throughout this work.

Terttu and Jukka (the latter now a professor at Aalto University) are the two people to whom I owe the greatest debt of gratitude. Thank you for your hard work in mentoring, assisting and co-authoring papers with me, as well as for your infinite patience, contagious enthusiasm, great ideas, and freely shared and apparently fathomless knowledge of your respective fields. And, you know, thanks for sharing your life with me, Jukka.

But wait! There is more. The beginning of my PhD studies in 2009 was also the beginning of our Academy of Finland funded project, Data mining tools for changing modalities of communication (with the rather Shakespearean-insult-like acronym DAMMOC), with members from the University of Helsinki, Aalto University and the University of Tampere. My other two co-authors came from this project: the brilliant Dr. Jefrey Lijffijt from Aalto, who earned his doctorate in our project, and Dr. Harri Siirtola from Tampere, whose mad skillz in information visualisation continue to amaze me.

The PI of the project, Professor Heikki Mannila from Aalto (now President of the Academy of Finland), always had excellent feedback and questions. I would also like to thank Professor Panagiotis Papapetrou and Dr. Kai Puolamäki for comments, discussions and all around good company. Many thanks to Professor Kari-Jouko Räihä from Tampere for his contributions to our visualisation papers. The Helsinki members of the project were Professor Nevalainen and myself as well as Mr. Turo Vartiainen, our hard-core linguist, a fount of knowledge and spreader of good cheer. I am delighted to continue my collaboration with Terttu, Turo, Jefrey and Jukka in a new project entitled Reassessing language change: the challenge of real time (acronym to be announced).
I have been fortunate to be able to conduct my research under the auspices of the Research Unit for Variation, Contacts and Change in English (VARIENG). My first contact with the unit was as a research assistant to Dr. Roderick McConchie, who was working on word-formation and the proceedings of the HELLEX symposium, which resulted in my first academic publication as a co-editor. Then I began my training in the CEEC team, ably headed by Professor Nevalainen and Dr. Helena Raumolin-Brunberg, receiving an especially great deal of feedback and assistance from Dr. Arja Nurmi and Mr. Samuli Kaisliäniemi, with both of whom I have had the pleasure to share an office. My successor as research assistant, Mr. Mikko Hakala, helped us with the noun–pronoun paper and quickly became an invaluable asset, friend and colleague. Heartfelt thanks also to other CEECers past and present: Professor Minna Palander-Collin, Professor Mikko Laitinen, Dr. Minna Nevala, Dr. Anni “Blades of Glory” Sairio, Mr. Teo Juvonen and Ms. Tuuli Tahko.

Other past and present Variengers, too, are to be thanked for creating a genial and intellectually stimulating working environment: Dr. Alexandra Fodor, Dr. Alaric Hall, Dr. Turo Hiltunen, Dr. Marianna Hintikka, Dr. Alpo Honkapohja (our supplier of Swiss chocolate), Dr. Leena Kahlas-Tarkka, Dr. Matti Kilpiö, Professor Martti Mäkinen, Dr. Dr. Ville Marttila, Dr. Anneli Meurman-Solin, Professor Päivi Pahta, Dr. Tiina Räisänen, Dr. Maura Ratia, Professor Emeritus Matti Rissanen, Dr. Maija Stenvall, Dr. Carla Suhr (#crossbow), Professor Emerita Irma Taavitsainen, Professor Olga Timofeeva, Dr. Heli Tissari, Professor Jukka Tyrkkö (aka Salient Jukka), Dr. Irmeli Valtonen, Dr. Anna-Liisa Vasko, Mr. Simo Ahava, Mr. Henri Kauhanen, Ms. Minna Korhonen (also a pleasant office mate), Ms. Anu Lehto, Mr. Joe McVeigh (my eSeries colleague), Ms. Sara Norja, Ms. Raisa Oinonen, Ms. Ulla Paatola, Mr. Mikko Alapuro (who kept the CEECer software going), Ms. Emanuela Costea, Ms. Anne Kingma (who found a missing reference) and Ms. Tuula Nikander. Many a good time has been had by the varijrs over the years.

I am grateful to the Jyväskylä contingent of VARIENG, led by Professor Sirpa Leppänen, for refreshingly different views on research into the English language. Special thanks go to Dr. Samu Kytölä and to fellow blog committeers Dr. Alicia Jinkerson, Ms. Saija Peuronen and Dr. Elina Westinen.

I wish to thank Langnet, the Finnish doctoral programme in language studies, for four years of funding as well as for the exciting seminars of the Language Variation and Change subprogramme, which was first led by Professor Taavitsainen and Professor Ulla-Maija Forsberg, then by Professor Riho Grünthal and Professor Juhani Klemola, all of whom I thank for their support and interest.
During my Langnet term, I broadened my horizons thanks to Ms. Riikka Ala-Risku, Ms. Sonja Dahlgren, Mr. Ludvig Forsman, Ms. Lotta Jalava, Mr. Santeri Junttila, Ms. Hanna Lantto, Ms. Heini Lehtonen, Dr. Kaarina Mononen, Dr. Paula Rautionaho, Ms. Zsuzsanna Renkó-Michelsén, Ms. Iiris Rennicke, Ms. Mari-Liisa Varila and Mr. Max Wahlström. I visited the Hermann Paul School of Linguistics in Freiburg in 2010, discussing research and other things with many amiable people in the Frequency Effects in Language group, including Dr. Florent Perek, Dr. Ulrike Schneider, Dr. David Lorenz and Dr. Malte Rosemeyer. I have also benefited from attending conferences, where I have been able to discuss my work with scholars like Professor Harald Baayen, whom I thank for his helpful comments. I got the idea of using interactive SVG images embedded on web pages from Dr. Jack Grieve at AVML 2012. I am grateful to Dr. Claire Cowie, Dr. Anne Gardner, Mr. Mark Lindsay, Dr. Cynthia Lloyd, Ms. Marta Lupica Spagnolo, Professor Anne Schröder and Professor Pavol Štekauer for sharing their work on word-formation with me. Special thanks to Dr. Gardner for using our method and for many discussions at various occasions, most recently over a memorable dinner at ISLE 3.

I would like to thank the pre-examiners of my dissertation, Professor Martin Hilpert and Professor Antoinette Renouf, for helpful and encouraging feedback. Professor Hilpert has also kindly agreed to act as my opponent, for which I am grateful in advance. I thank the Modern Language Society for publishing this dissertation in their Mémoires series, and Dr. Hintikka, Ms. Marja Ursin and Ms. Tiina Kaarela for their help during the final stages.

Finally, I would like to thank my (non-work-related) friends and family for their support. My crafty friends, chief among them Raisa Asikainen, have been instrumental in much needed getaways devoted to artistic pursuits. My family, as well as Jukka’s, have been nothing but supportive during my extended adventures in academia. I have partly inherited my research interests from my mother, Riitta, who is a retired teacher of English and Swedish, and my father, Markku, a retired science teacher who wrote some of the first Finnish textbooks on automatic data processing and information technology. My brother, Tatu, and I were computer geeks from the first Compis system we had at home. Thank you all for letting me do my thing. Now the thing is a book, and the adventure continues.

Helsinki, October 2014

Tanja Säily
Contents

Preface ......................................................................................................................... v
Contents ...................................................................................................................... ix
List of tables ................................................................................................................ xiv
List of figures ............................................................................................................... xv

PART I: BACKGROUND

1. Introduction .............................................................................................................. 1
   1.1. Motivation ........................................................................................................... 1
   1.2. Setting the scene for -ness and -ity ................................................................. 1
   1.3. Research questions ......................................................................................... 3
   1.4. Structure of the dissertation ........................................................................... 6
   1.5. Provenance of the studies .............................................................................. 7
   1.6. Author’s contributions .................................................................................... 9
2. Word-formation and productivity ........................................................................... 10
   2.1. Basic concepts ..................................................................................................... 10
   2.2. Between lexis and morphology ....................................................................... 13
   2.3. Morphological productivity ............................................................................ 15
       2.3.1. Productivity as a qualitative notion ......................................................... 15
       2.3.2. Productivity as a quantitative notion ..................................................... 16
       2.3.3. Productivity as a diachronic notion ....................................................... 20
       2.3.4. Variation in productivity ....................................................................... 22
           2.3.4.1. Structural factors ......................................................................... 22
           2.3.4.2. Pragmatic factors ....................................................................... 25
           2.3.4.3. Sociolinguistic factors ................................................................. 26
   2.4. Previous research on -ness and -ity ............................................................... 28
3. Historical sociolinguistics ....................................................................................... 33
   3.1. Introduction ....................................................................................................... 33
   3.2. Constructing the linguistic variable ................................................................. 33
   3.3. Social categories ............................................................................................. 34
       3.3.1. Gender ..................................................................................................... 34
       3.3.2. Social class or rank ............................................................................... 36
       3.3.3. Register and genre ............................................................................... 38
4. Material .................................................................................................................... 40
   4.1. Corpora of Early English Correspondence ................................................... 40
   4.2. Old Bailey Corpus ............................................................................................ 41
   4.3. British National Corpus .................................................................................. 42
5. Methods for diachronic corpus linguistics .............................................. 44
   5.1. Statistical significance ................................................................... 44
      5.1.1. State of the art ................................................................. 44
   5.1.2. Resampling ............................................................................. 47
      5.1.2.1. Permutation testing ....................................................... 47
      5.1.2.2. Bootstrapping .............................................................. 48
   5.1.3. Multiple hypothesis testing ..................................................... 49
   5.2. Visualisation ................................................................................. 51
      5.2.1. State of the art ................................................................. 51
      5.2.2. Type accumulation curves ............................................... 53
      5.2.3. Beanplots ........................................................................... 57

PART II: STUDIES

6. Comparing type counts:
   The case of women, men and -ity in early English letters ....................... 63
   6.1. Introduction ................................................................................. 63
      6.1.1. Objectives ........................................................................... 64
   6.1.2. Contributions ......................................................................... 65
   6.2. Background and related work ..................................................... 66
      6.2.1. Type counts as a measure of morphological productivity ......... 66
      6.2.2. Historical sociolinguistics and morphology ......................... 67
      6.2.3. Methodology ..................................................................... 67
   6.3. Material ..................................................................................... 68
      6.3.1. Input data ........................................................................... 70
      6.3.2. Characteristics of the input data ......................................... 71
   6.4. Methods ..................................................................................... 73
      6.4.1. Comparing productivity between subcorpora ....................... 74
      6.4.2. Statistical significance ....................................................... 75
      6.4.3. Permutation testing ........................................................... 76
   6.5. Implementation ........................................................................... 77
      6.5.1. Basic algorithm .................................................................... 79
      6.5.2. Computational complexity ............................................... 81
      6.5.3. Implementation details ....................................................... 81
      6.5.4. Performance ...................................................................... 82
      6.5.5. Using the implementation .................................................. 83
   6.6. Results and conclusions .............................................................. 83

7. CEECing the baseline:
   Lexical stability and significant change in a historical corpus .................. 89
   7.1. Introduction ................................................................................. 89


<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2. Background</td>
<td>91</td>
</tr>
<tr>
<td>7.2.1. Testing word-frequency differences in corpora</td>
<td>91</td>
</tr>
<tr>
<td>7.2.2. Approaching the Civil War effect in 17th-century England</td>
<td>93</td>
</tr>
<tr>
<td>7.3. Data</td>
<td>96</td>
</tr>
<tr>
<td>7.4. Methods</td>
<td>98</td>
</tr>
<tr>
<td>7.4.1. Log-likelihood ratio test</td>
<td>99</td>
</tr>
<tr>
<td>7.4.2. Bootstrap test</td>
<td>100</td>
</tr>
<tr>
<td>7.4.3. Interpreting $p$-values when testing multiple hypotheses</td>
<td>101</td>
</tr>
<tr>
<td>7.5. A quantitative perspective on stability</td>
<td>102</td>
</tr>
<tr>
<td>7.6. Differences between time periods</td>
<td>104</td>
</tr>
<tr>
<td>7.6.1. Statistical testing in practice</td>
<td>104</td>
</tr>
<tr>
<td>7.6.2. The Civil War effect and linguistic change in progress</td>
<td>105</td>
</tr>
<tr>
<td>7.6.3. The Civil War effect in vocabulary</td>
<td>108</td>
</tr>
<tr>
<td>7.7. Discussion</td>
<td>110</td>
</tr>
<tr>
<td>7.8. Conclusion</td>
<td>112</td>
</tr>
<tr>
<td>8. Variation in noun and pronoun frequencies in a sociohistorical corpus of English</td>
<td>118</td>
</tr>
<tr>
<td>8.1. Introduction</td>
<td>118</td>
</tr>
<tr>
<td>8.2. Background</td>
<td>121</td>
</tr>
<tr>
<td>8.2.1. Findings from Present-day English</td>
<td>121</td>
</tr>
<tr>
<td>8.2.2. Issues with historical data</td>
<td>122</td>
</tr>
<tr>
<td>8.3. Material</td>
<td>124</td>
</tr>
<tr>
<td>8.3.1. Description of the CEEC</td>
<td>124</td>
</tr>
<tr>
<td>8.3.2. PCEEC</td>
<td>125</td>
</tr>
<tr>
<td>8.3.3. Annotation scheme</td>
<td>128</td>
</tr>
<tr>
<td>8.4. Analysis of the reliability of POS tagging in the PCEEC</td>
<td>129</td>
</tr>
<tr>
<td>8.4.1. Nouns</td>
<td>129</td>
</tr>
<tr>
<td>8.4.2. Categorization</td>
<td>131</td>
</tr>
<tr>
<td>8.4.3. Tokenization</td>
<td>131</td>
</tr>
<tr>
<td>8.5. Analysis of shifts in tag ratios</td>
<td>133</td>
</tr>
<tr>
<td>8.5.1. Overview</td>
<td>133</td>
</tr>
<tr>
<td>8.5.2. Sociolinguistic variation</td>
<td>135</td>
</tr>
<tr>
<td>8.6. Discussion</td>
<td>142</td>
</tr>
<tr>
<td>8.7. Conclusion</td>
<td>143</td>
</tr>
<tr>
<td>9. Variation in morphological productivity in the BNC:</td>
<td>152</td>
</tr>
<tr>
<td>9.1. Introduction</td>
<td>152</td>
</tr>
<tr>
<td>9.2. Background: Gender and variation</td>
<td>154</td>
</tr>
</tbody>
</table>
Contents

9.3. Measuring productivity in corpus linguistics ........................................ 156
9.4. Material ................................................................................................ 161
9.5. Results .................................................................................................. 163
  9.5.1. Spoken data, BNC-DS .................................................................. 163
  9.5.2. Written data, BNC-W .................................................................. 164
  9.5.3. Productivity measures .................................................................. 168
9.6. Discussion ............................................................................................ 170
  9.6.1. Implications of the choice of productivity measure on sociolinguistic results ................................................................. 170
  9.6.2. Contributions to corpus-based sociolinguistic inquiry ............... 172
9.7. Conclusion ........................................................................................... 173

10. Sociolinguistic variation in morphological productivity in eighteenth-century English ................................................................. 178
  10.1. Introduction ....................................................................................... 178
  10.2. Method ............................................................................................. 179
       10.2.1. Previous work on measuring morphological productivity ...... 179
       10.2.2. Comparing type frequencies .................................................. 180
       10.2.3. Diachronic periodization ....................................................... 181
  10.3. Material ............................................................................................ 182
       10.3.1. Background: The eighteenth century .................................... 182
       10.3.2. The Corpus of Early English Correspondence (CEEC) and its Extension (CEECE) ................................................................. 183
       10.3.3. Old Bailey Corpus (OBC) ......................................................... 184
  10.4. Results ............................................................................................. 185
       10.4.1. CEEC and CEECE ................................................................. 185
       10.4.2. OBC ......................................................................................... 191
  10.5. Discussion ........................................................................................ 195
       10.5.1. Why is eighteenth-century correspondence different? ........ 195
       10.5.2. Methodological issues ............................................................ 196
  10.6. Conclusion ....................................................................................... 197

11. Change or variation? Productivity of the suffixes -ness and -ity .......... 203
  11.1. Introduction ..................................................................................... 203
  11.2. Theoretical background ................................................................. 204
  11.3. Previous research ............................................................................ 206
  11.4. Research questions ........................................................................ 208
  11.5. Results ............................................................................................. 209
       11.5.1. Overall trends ......................................................................... 209
       11.5.2. Social categories ................................................................. 210
11.5.3. Case studies ................................................................. 213
  11.5.3.1. Individual outliers .................................................. 214
  11.5.3.2. Royalty vs. the Clifts ............................................. 217
  11.5.3.3. Semantics ............................................................. 219

11.5.4. Normative grammar .................................................. 223

11.6. Conclusion ..................................................................... 225

PART III: CONCLUSION

12. Answers to research questions ........................................... 233

13. Evaluation of methods ..................................................... 238
  13.1. Morphological productivity .......................................... 238
    13.1.1. Comparing type counts ................................ ......... 238
    13.1.2. Hapax legomena in small corpora ............................ 239
  13.2. Dispersion-aware tests ................................................. 243
  13.3. Visualising variation and change .................................... 245
    13.3.1. Beanplots and outliers ................................ ......... 245
    13.3.2. Towards interactive visualisation ............................. 246

14. Evaluation and explanation of results................................. 249
  14.1. Variable and increasingly productive -ity ....................... 249
  14.2. Default suffix -ness? ................................................... 251

15. Implications for future research ......................................... 253
  15.1. Zooming in: Structures and functions ............................. 253
  15.2. Morphological productivity and corpus-linguistic methodology .... 253

Bibliography ........................................................................... 255

Appendix I: Glossary of statistical terms .................................... 277

Appendix II: Chief sociolinguistic parameters of the Corpora of Early English Correspondence ........................................... 283
List of tables

Table 1.1. The relationship between the chapters and the research questions ........6
Table 2.1. Process-specific structural constraints on productivity ......................23
Table 4.1. The Corpora of Early English Correspondence ..................................41
Table 4.2. The Corpora of Early English Correspondence used in this dissertation ....41
Table 4.3. The subcorpora of the Old Bailey Corpus used in this dissertation ..........42
Table 4.4. The subcorpora of the British National Corpus used in this dissertation ....43
Table 5.1. An example of the FDR controlling procedure ..................................51
Table 6.1. Part of the matrix representation of -ity ............................................71
Table 7.1. Significant results: no minimum frequency ........................................103
Table 7.2. Significant results: minimum frequency of 1 per 100,000 words ..........103
Table 7.3. Significant results: minimum frequency of 10 per 100,000 words .......103
Table 8.1. Proportion of men versus women in the PCEEC ............................126
Table 8.2. Proportion of different ranks in the PCEEC .....................................126
Table 8.3. Proportions of time periods in the PCEEC .......................................126
Table 8.4. Effect of spelling variation on word counts ......................................132
Table 8.5. Proportion of nouns in different time periods .................................137
Table 8.6. Proportion of pronouns in different time periods ..............................138
Table 8.7. Number of letters in different time periods ......................................139
Table 11.1. -ity outliers sorted by 20-year period ...........................................215
List of figures

Figure 2.1. The growth curve of all types $V$ as a function of all tokens $N$ in the Project Gutenberg e-text of Joseph Conrad’s *Heart of Darkness* ..................18
Figure 5.1. A random type accumulation curve ..........................................................53
Figure 5.2. A hundred random type accumulation curves ............................................54
Figure 5.3. A million random type accumulation curves with confidence intervals.......55
Figure 5.4. Subcorpora of time periods plotted onto a million random type accumulation curves with confidence intervals ..............................................................56
Figure 5.5. A beanplot illustrating gender-based variation in the proportion of nouns in the *Parsed Corpus of Early English Correspondence* ........................................57
Figure 5.6. Boxplots illustrating gender-based variation in the proportion of nouns in the *Parsed Corpus of Early English Correspondence* ........................................58
Figure 6.1. Running words written by men vs. women in the CEEC, 1600–1681 ......69
Figure 6.2 Samples ordered by the number of *-ity* types per *-ity* tokens................72
Figure 6.3. Samples ordered by the number of *-ness* types per *-ness* tokens ..........73
Figure 6.4. Bounds for *-ity* types as a function of the number of running words ....77
Figure 6.5. Hypothesis testing. Women have significantly few *-ity* types ..........78
Figure 6.6. Bounds for *-ity* hapaxes as a function of the number of *-ity* tokens ....79
Figure 6.7. Two type accumulation curves .....................................................................80
Figure 6.8. Bounds for *-ness* types as a function of the number of running words ......84
Figure 6.9. Subcorpora based on time periods .................................................................85
Figure 7.1. Oliver Cromwell leading the New Model Army at the Battle of Naseby during the English Civil War ................................................................................94
Figure 7.2. Normalized frequencies of the word *war* between the years 1600 and 1681 in the British English section of the Google Books Ngram Viewer .......95
Figure 7.3. Normalized frequencies of the word *war* between the years 1600 and 1681 in the British English section of the Google Books database, aggregated over 5 periods ...........................................................................................................96
Figure 7.4. Distribution of CEEC letter writers’ ranks, 1600–1639 ............................97
Figure 7.5. Distribution of CEEC letter writers’ ranks, 1640–1681 ............................98
Figure 7.6. Monument to Lady Katherine Paston in St. Margaret’s Church, Norfolk .................................................................................................................................107
Figure 8.1. Mosaic display of PCEEC texts split according to time period, length of text, and gender of letter writer .................................................................127
Figure 8.2. The most frequent changes involving nouns and pronouns in the ReCEEC ......................................................................................................................................130
Figure 8.3. Variation in noun ratio over time ....................................................................134
Figure 8.4. Variation in pronoun ratio over time..............................................134
Figure 8.5. Sociolinguistic variation in noun ratio over time: gender................136
Figure 8.6. Sociolinguistic variation in pronoun ratio over time: gender ..........136
Figure 8.7. Variation in noun ratio in letters sent by men according to
recipient’s gender..................................................................................140
Figure 8.8. Variation in noun ratio in letters sent by women according to
recipient’s gender..................................................................................140
Figure 8.9. Variation in pronoun ratio in letters sent by men according to
recipient’s gender..................................................................................141
Figure 8.10. Variation in pronoun ratio in letters sent by women according to
recipient’s gender..................................................................................141
Figure 9.1. The type accumulation curve for all types \(V\) as a function of all
tokens \(N\) in the Project Gutenberg e-text of Joseph Conrad’s
*Heart of Darkness* ..................................................................................158
Figure 9.2. A randomly constructed type accumulation curve for the suffix \(-ity\)
in the 17\(^{th}\)-century part of the CEEC..............................................159
Figure 9.3. Bounds for 1,000,000 type accumulation curves, with gender-based
subcorpora plotted on the curves, for the suffix \(-ity\) in the 17\(^{th}\)-century
part of the CEEC..................................................................................160
Figure 9.4. Bounds for 1,000,000 hapax accumulation curves, with gender-based
subcorpora plotted on the curves, for the suffix \(-ity\) in the 17\(^{th}\)-century
part of the CEEC..................................................................................161
Figure 9.5. Gender and \(-ity\) types in BNC-DS................................................163
Figure 9.6. Gender and \(-ness\) types in BNC-DS.................................................164
Figure 9.7. Gender and \(-ity\) types in BNC-W\(_{\text{imag}}\).....................................165
Figure 9.8. Gender and \(-ness\) types in BNC-W\(_{\text{imag}}\).....................................165
Figure 9.9. Gender and \(-ity\) types in BNC-W\(_{\text{inf}}\)..............................................166
Figure 9.10. Gender and \(-ness\) types in BNC-W\(_{\text{inf}}\)..............................................166
Figure 9.11. Gender and \(-ity\) hapaxes as a function of the number of running words
in BNC-W\(_{\text{inf}}\)..................................................................................169
Figure 9.12. Gender and \(-ity\) hapaxes as a function of token frequency in BNC-W\(_{\text{inf}}\)....169
Figure 9.13. Gender and \(-ity\) types as a function of token frequency in BNC-W\(_{\text{inf}}\) ....171
Figure 10.1. Bounds for 1,000,000 type accumulation curves, with gender-based
subcorpora plotted on the curves, for the suffix \(-ity\) in the seventeenth-
century part of the *Corpus of Early English Correspondence*.................181
Figure 10.2. Sociolinguistic variation and change in the productivity of \(-ity\)
in the CEEC+CEECE, 1680–1800 (type frequency as a function
of the number of running words)..........................................................186
List of figures

Figure 10.3. Sociolinguistic variation and change in the productivity of -ity in the CEEC+CEECE, 1680–1800 (type frequency as a function of the number of suffix tokens) ........................................................................................................ 187

Figure 10.4. Sociolinguistic variation and change in the productivity of -ness in the CEEC+CEECE, 1680–1800 (type frequency as a function of the number of running words) ........................................................................................................ 188

Figure 10.5. Sociolinguistic variation and change in the productivity of -ness in the CEEC+CEECE, 1680–1800 (type frequency as a function of the number of suffix tokens) ........................................................................................................ 189

Figure 10.6. Sociolinguistic variation and change in the productivity of -ity in the eighteenth-century part of the OBC ........................................................................................................ 192

Figure 10.7. Sociolinguistic variation and change in the productivity of -ity among laypeople in the eighteenth-century part of the OBC ........................................................................................................ 193

Figure 10.8. Sociolinguistic variation and change in the productivity of -ness in the eighteenth-century part of the OBC ........................................................................................................ 194

Figure 11.1. Change in the productivity of -ity over time, 1680–1800 ........................................................................................................ 209

Figure 11.2. Gender and -ity types, 1680–1800 ........................................................................................................ 210

Figure 11.3. Variation in the productivity of -ity across subcorpora based on the gender of the letter writer and the relationship between the writer and the recipient, 1680–1800 ........................................................................................................ 212

Figure 11.4. Variation in the productivity of -ity across rank-based subcorpora, 1680–1800 ........................................................................................................ 213

Figure 11.5. Productivity of -ity in letters written to nuclear family members in the Clift and George 4 collections, 1780–1800 ........................................................................................................ 218

Figure 11.6. Semantics of -ness and -ity in a sample of 17th- and 18th-century letters ........................................................................................................ 222

Figure 13.1. Hapax accumulation curves for -ness and -ity in the Corpus of Early English Correspondence, 1600–1681 ........................................................................................................ 241

Figure 13.2. Type accumulation curves for -ness and -ity in the Corpora of Early English Correspondence, 1680–1800 ........................................................................................................ 242

Figure 13.3. Frequency spectra of -ness and -ity types in the Corpora of Early English Correspondence, 1680–1800 ........................................................................................................ 243

Figure 13.4. A beanplot illustrating gender-based variation in the proportion of nouns in the Parsed Corpus of Early English Correspondence. Letters by Dorothy Osborne have been removed from the final period ........................................................................................................ 246

Figure 13.5. Web page generated by the types2 software ........................................................................................................ 248
PART I: BACKGROUND
1. Introduction

1.1. Motivation

The study of derivational productivity has for a long time concentrated on structural constraints and, since the 1990s, variation across genres. Even though sociolinguistic variation was hypothesised to underlie changes in productivity decades ago (Romaine 1985), it is only in the past few years that scholars have begun to conduct corpus-linguistic research into sociolinguistic variation and change in productivity. While part of the reason for this has been the lack of suitable and easily available corpora designed for sociolinguistic research (cf. Kendall 2011), another serious issue has been the lack of suitable and easily available methods. This dissertation develops such a method and uses it to study sociolinguistic variation in the productivity of the nominal suffixes -ness and -ity in Early Modern, Late Modern and Present-day English material.

Until recently, diachronic corpus linguistics in general has suffered from both scarcity of data and relatively unsophisticated methods in terms of statistical analysis and visualisation. With the growing availability of large historical corpora and tools for spelling standardisation, the methods used are becoming more advanced. However, with increasing sophistication comes increasing danger of a black-box analysis entailing background assumptions that may not be clear to the researcher and that may affect the reliability of the results. Therefore, the present work advocates robust, data-driven methods which make no simplifying assumptions about the data. Furthermore, this work employs state-of-the-art techniques from information visualisation that facilitate exploration and the discovery of outliers. The methods benefit users of large and unstructured corpora as well as those of smaller and more carefully compiled corpora.

1.2. Setting the scene for -ness and -ity

The two suffixes studied in this work are the roughly synonymous -ness and -ity, which are typically used to form abstract nouns from adjectives, with the approximate meaning ‘the state or quality of being ADJ’. Thus, given an adjective like productive, we can use either of the suffixes to form an abstract noun, i.e., productiveness or productivity. Nevertheless, the suffixes differ in the kinds of bases and genres they prefer, the functions in which they are used and, arguably, in their semantics (see Section 2.4 below). This is due to their history: while -ness is a native suffix, -ity came into Middle English from French borrowings and was later reinforced through calques on Latin. It is thus to be expected that the use of
the suffixes also varies sociolinguistically, especially in the case of the more learned and prestigious -ity. However, very little research has been conducted on sociolinguistic variation in their productivity, even though the pair has served as an example of competing affixes in multiple studies. Productivity can be defined as “the statistically determinable readiness with which an element enters into new combinations” (Bolinger 1948: 18; see further 2.3 below).

To set the scene for the suffixes, let us consider sociocultural and stylistic trends that influenced the use of the English language in England during the periods studied here, i.e., the 17th, 18th and late 20th centuries (cf. Culpeper and Nevala 2012). While many of the trends cut across several periods, they are here considered under the period in which they could be said to have culminated.

The Renaissance, which in the English context extended into the 17th century, saw the rise of English as a national language modelled on the Latin which it displaced (Adamson 1999: 541ff.). The goal of grammar school was to make the pupils (who were boys from the higher social ranks) bilingual in English and Latin, and good style was defined as a learned, Latinate style. There was wisdom and power in eloquence, especially in terms of copia, or the abundance of words, which included the copious use of synonyms and morphologically related forms. This seems to have led to a peak in ephemeral borrowings and native formations in the 16th century (Nevalainen 1999a: 349). By the mid-17th century, however, copious borrowing from Latin was no longer in vogue, and authors began to speak in favour of native means of achieving a classical style. Nevertheless, Adamson (1989: 214) argues that the native and Romance/Latinate resources have remained in English as separate stylistic strata with connotations of “physical reality and subjective response” and “conceptual clarity and emotional neutrality”, respectively.

Rather than copia, the ideal of the 18th century was one of perspicuity (Adamson 1999: 599ff.). English style was to be “familiar, but not coarse, and elegant, but not ostentatious” (Adamson 1999: 615, citing Samuel Johnson), although poetry was allowed a grander vocabulary. The popular genres of the 18th century temporarily reversed the trend of increasingly situation-dependent reference between 1650 and 1990, preferring more elaborated reference (Biber and Finegan 1997). Furthermore, the standardisation process of the English language reached the stage of prescription during the course of the 18th century (e.g., Nevalainen and Tieken-Boon van Ostade 2006). All aspects of language were codified in grammars, which began to formulate a norm of correct English. The belief in a single correct standard is a persistent one even in today’s society.
The late 20th century was a time of continued scientific and technological innovation (Romaine 1998). New scientific and technical terms were predominantly formed using Greek and Latinate elements, which were highly productive in this specialised field. Other ongoing trends included urbanisation and democratisation, the latter of which has been seen as the cause of the colloquialisation of several genres of written English in the 20th century (Hundt and Mair 1999). However, many specialist genres have been diverging in the opposite direction since the 18th century (Biber and Finegan 1997).

1.3. Research questions

The major issues addressed in this dissertation can be summarised in the following research questions.

1. Is there sociolinguistic variation and change in the productivity of -ness and -ity in the history of English?

Question 1 is the starting point of my work. There is very little previous research into word-formation from the point of view of sociolinguistics, let alone historical sociolinguistics (see Section 2.3.4.3 below). This pair of suffixes is well-studied in terms of purely linguistic factors, but despite the fact that they are known to belong to different stylistic strata, the sociolinguistic factors affecting their use have thus far been mostly ignored, with the exception of a few qualitative remarks (see 2.4 below). A thorough corpus-linguistic investigation is therefore in order. The question is probed using corpora representing various genres and time periods. Chapter 6 focuses on 17th-century letters, Chapter 9 analyses late 20th-century data, Chapter 10 compares 18th-century letters and courtroom discourse, and finally, Chapter 11 takes a closer look at 18th-century letters, trying to determine whether the change in the productivity of -ity observed in the 17th and 18th centuries is linguistic or stylistic.

While the studies are exploratory in nature, two research hypotheses are formed in advance. Firstly, the productivity of -ity is assumed to be significantly low in letters written by women and the lower social ranks in the 17th century, because -ity is an etymologically foreign suffix that may initially only have been available to people who had a classical education, who were most often high-ranking men. This hypothesis is later modified based on the results of the first two studies, but -ity is still considered to be susceptible to variation. Secondly, the productivity of -ness is assumed to be basically invariant, as previous research has seen it as the default suffix for forming abstract nouns from adjectives. In
addition to gender and social rank, the social categories used in the exploratory analysis include register in the sense of participant relations; all of these are discussed further in Chapter 3 below. Another factor explored is change over time.

2. How can we study productivity in small corpora which contain a great deal of spelling variation?

Question 2 is a methodological issue that arises immediately at the outset of the first study. There are no large historical corpora compiled according to sociolinguistic principles at the moment; a similar problem is faced by, e.g., studies of Old English, where the largest corpus contains all there is left of the language, which is around three million running words (see CoRD). The small amount of data limits the kinds of analysis we can conduct as well as the reliability of the results.

In materials produced before the advent of standard language, there is also a great deal of spelling variation. While this issue can be alleviated somewhat by preprocessing the data using a program like VARD (Baron 2011; Baron and Rayson 2009), the spelling of rare words will still not be standardised automatically. This is problematic to studies of productivity, which are often not only concerned with rare formations but also with their bases, so the analyst should track the spelling variants of each of them. Chapter 6 presents a method for measuring morphological productivity in response to question 2.

3. How can we study variation and change in corpora which may not be completely comparable over time and across genres?

Both sociolinguists and historical linguists generally accept the uniformitarian principle, which states that people and their linguistic practices today are comparable to those in the past (Nevalainen and Raumolin-Brunberg 2012: 24–25). That is, the same mechanisms are seen to operate in both the present and the past (Labov 1978 [1972]: 161), which has enabled the application of sociolinguistics to historical material. As noted by Bergs (2012), however, this does not imply that social categories are invariant. Genres, too, change over time, and a key issue is the kinds of data available for different periods and genres (Cantos 2012). In order to make “the best use of bad data” (Labov 1994: 11), we need to be aware of how well the materials we are using match each other, both within and across corpora.
To this end, the present work includes two papers that present methods for comparing corpora and studying genre continuity. Chapter 7 does this by comparing word frequencies using a novel method for establishing statistical significance, while Chapter 8 focuses on comparing part-of-speech frequencies using innovative visualisations. The information provided by these studies is utilised in the chapters analysing variation and change in morphological productivity.

4. Are the productivity measures proposed in previous research valid in and applicable to sociolinguistic data of this kind?

Most of the previous research on productivity has concentrated on comparing the productivity of different affixes within the same corpus. To study variation and change in productivity, we need to compare the productivity of a single affix across subcorpora, which will usually vary in size. As discussed in Section 5.1.2.1 below, this is problematic because common measures of productivity depend on the size of the corpus in a non-linear manner, which means that normalising the frequencies is not an option. The new method proposed in Chapter 6 is assumption-free, highly visual and provides a built-in measure of statistical significance.

An important component of Baayen’s measures of productivity (see 2.3.2 below) are hapax legomena, or words occurring only once in the corpus. Rather worryingly, Chapter 6 finds that in the 17th-century section of the Corpus of Early English Correspondence, the frequency of hapax legomena is not a suitable measure for the productivity of -ness and -ity, as the frequency in a given subcorpus seems to be largely a matter of chance. Therefore, Chapter 9 studies the theoretical and empirical validity of hapax-based measures of productivity in sociolinguistic research.

5. What are the requirements for a usable tool for studying variation in productivity in data of this kind?

Anthony (2013) argues that as corpus linguistics matures, there is a growing need for more sophisticated tools, which can in practice only be developed by collaborating with members of the science and engineering community. This is exactly what I have been doing for the past few years. In the course of my work on productivity, I have encountered a number of issues with the way that the method presented in Chapter 6 was originally implemented (Suomela 2007). Chapter 10 discusses these issues and presents a new version of the implementation (Suomela 2014), which provides several improvements.
To clarify the relationship between the research questions and the studies, Table 1.1 provides an overview of which questions are answered in which chapters.

Table 1.1. The relationship between the chapters and the research questions

<table>
<thead>
<tr>
<th></th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>RQ 1</td>
<td>•</td>
</tr>
<tr>
<td>RQ 2</td>
<td>•</td>
</tr>
<tr>
<td>RQ 3</td>
<td>•</td>
</tr>
<tr>
<td>RQ 4</td>
<td>•</td>
</tr>
<tr>
<td>RQ 5</td>
<td></td>
</tr>
</tbody>
</table>

To conclude this section, I wish to point out that most of my research questions have in fact been formulated and answered in collaboration with others. I have been fortunate to work with a team of linguists and computer scientists in the DAMMOC project, funded by the Academy of Finland Motive programme in 2009–2011. My work on productivity has been done in a long-term collaboration with Jukka Suomela, another computer scientist. Nevertheless, I can confidently say that without my contribution, the studies presented in this dissertation would not exist, and the methods herein would not have been introduced into diachronic corpus linguistics. The next two sections describe the structure of the dissertation and the provenance of the studies, after which Section 1.6 lists my contributions to the studies.

1.4. Structure of the dissertation

The contents of this work are organised as follows. Comprising Chapters 1–5, Part I presents the background to the research, beginning with the introductory remarks in this chapter. Chapter 2 considers theoretical and methodological issues in word-formation and productivity, finishing with previous research on -ness and -ity. Chapter 3 shifts the focus to historical sociolinguistics by discussing theoretical and methodological issues to do with the linguistic variable as well as the social categories studied in this dissertation, embedded in the sociohistorical contexts of the material used. The material receives its own introduction in Chapter 4, with especial attention paid to the amount of data available in the different (sub)corpora. Chapter 5 presents the most important and innovative
methods used in the studies, relating them to state-of-the-art methodology in diachronic corpus linguistics.

**Part II** consists of the six studies that together form the chief contribution of this dissertation, designed to answer the research questions posed in Section 1.3 above. Chapter 6 explores sociolinguistic variation and change in the productivity of *-ness* and *-ity* in 17th-century correspondence, introducing a method for analysing productivity variation across subcorpora. Chapter 7 investigates genre continuity and lexical change in 17th-century correspondence and presents two methods for comparing corpora. Chapter 8 studies genre continuity and sociolinguistic variation in noun and pronoun frequencies in early correspondence, using beanplots to visualise the differences. Chapter 9 focuses on sociolinguistic variation in productivity in Present-day English and analyses the validity of hapax-based measures of productivity. Chapter 10 examines sociolinguistic variation and change in productivity in 18th-century English, proposing improvements on the method introduced in Chapter 6. Using the improved method, Chapter 11 zooms in on sociolinguistic variation and change in productivity in 18th-century correspondence, considering factors such as register, semantics and the influence of normative grammar.

**Part III** brings the dissertation to a close by discussing the studies presented in Part II. Chapter 12 provides a summary of the answers to the research questions asked in Section 1.3. Chapter 13 critically evaluates the main methods used in the studies, beginning with morphological productivity and proceeding to statistical significance and visualisation. Chapter 14 evaluates and explains the key findings on *-ity* and *-ness*, linking them to previous and future research. Finally, Chapter 15 concludes the dissertation by considering its implications for the future in terms of *-ness* and *-ity*, variation in morphological productivity and corpus-linguistic methodology. To assist the reader, two appendices are provided: (I) a glossary of statistical terms and (II) a list of the chief sociolinguistic parameters of the *Corpora of Early English Correspondence*.

### 1.5. Provenance of the studies

Chapters 6–11 in Part II have been published or accepted for publication in the following peer-reviewed sources and are printed in this dissertation with the permission of the publishers.

**Chapter 6:**


**Chapter 7:**

**Chapter 8:**

**Chapter 9:**

**Chapter 10:**

**Chapter 11:**
1.6. Author’s contributions

The first three studies in Chapters 6–8 are co-authored: I am the main author of Chapters 6 and 8, while Jefrey Lijffijt and I contributed equally to Chapter 7, with Terttu Nevalainen as the third author. Chapters 9–11 were authored by me alone.

In Chapter 6, I came up with the linguistic questions and hypotheses, retrieved the instances of -ness and -ity from the corpus and lemmatised them. I discussed the problem of comparing type and hapax frequencies with Jukka Suomela, who devised the method, programmed the software to realise it and created the figures, after which I analysed and interpreted the results. While we worked on the paper together, I wrote most of the Introduction, Background and related work, Material and Results and conclusions, whereas Suomela wrote most of the Methods and Implementation sections.

In Chapter 7, I developed the method of tracing changes in cultural vocabulary using the Historical Thesaurus and carried out the analysis of war-related words. Jefrey Lijffijt was responsible for the basic method of comparing word frequencies with the bootstrap test as well as implementing and applying it, while Terttu Nevalainen analysed linguistic changes. The experiments using the bootstrap test were co-designed by all three authors. I wrote the sections on Approaching the Civil War effect in 17th-century England (with the aggregated Google Books material provided by Lijffijt), Data and The Civil War effect in vocabulary, and we all co-wrote the Introduction, Discussion and Conclusion. The rest of the sections were written by my co-authors.

In Chapter 8, I came up with the linguistic questions and hypotheses together with Terttu Nevalainen. I analysed the tagging of nouns and pronouns in the corpus and designed the rules for reannotating the corpus with feedback from Nevalainen. The visualisations and statistical comparisons were carried out by Harri Siirtola, while I provided the sociolinguistic interpretation of the results. I wrote most of the text in the sections on Issues with historical data, Material, Analysis of the reliability of POS tagging in the PCEEC, Discussion and Conclusion as well as the appendices, and the Analysis of shifts in tag ratios was co-written by us all. The remaining sections were chiefly written by Nevalainen.

While I am the sole author of Chapters 9–11, I continued to develop and use the method for comparing type frequencies in collaboration with Jukka Suomela. He programmed the new version of the software described in Chapter 10 and utilised in Chapter 11. The linguistic side of the chapters is my own work, although I naturally received feedback on it from other scholars at various stages of the research.
2. Word-formation and productivity

To contextualise the studies of derivational productivity in Part II, this chapter introduces basic morphological concepts (Section 2.1), discusses the place of word-formation in theories of grammar (Section 2.2), examines the concept of morphological productivity from multiple viewpoints (Section 2.3) and surveys previous research on -ness and -ity (Section 2.4).

2.1. Basic concepts

Before embarking on a study of suffixation, some basic concepts need to be introduced and defined. The concept of a word I shall take a priori, but I shall split from it some more specific concepts. A lexeme comprises all the possible shapes that a word can have, such as shoot, shoots, shooting and shot for the verbal lexeme shoot; the individual shapes are called word-forms (Bauer 1983: 11). A lemma is the word-form conventionally used to represent a lexeme, e.g., in a standard dictionary (Bauer 1983: 12, who calls it a citation form). Especially in older material, there may be variation in the spelling of the word-forms; these variants, which are what we actually see in the text, can be called orthographic forms.

According to Bauer (1983: 13), morphology is the study of the internal structure of word-forms. As noted by Plag (2003: 10), a complex word like unfaithfulness (my example) can be broken down into its smallest meaningful units, morphemes: un-, faith, -ful and -ness. Plag (2003: 10) classifies morphemes into two kinds: free morphemes such as faith that can occur by themselves, and bound morphemes such as un-, -ful and -ness that can only occur with other morphemes. A free morpheme occurring by itself is called a simplex (Bauer 1983: 30) or monomorphemic word (Plag 2003: 25).

According to Plag (2003: 10–11), the central meaningful element of a word can be called the root, base or stem. Bound morphemes that attach to the central element are called affixes; these can be divided into prefixes (such as un-), which occur before the central element, suffixes (such as -ness), which occur after it, and infixes (such as -bloody- in abso-bloody-lutely), which occur inside it. Plag (2003: 10–11) explains the different terms for the central element as follows. The root consists of a single morpheme that can be either free like faith or bound such as the Latinate simul- (as in simulant, simulate, simulation). The base is a wider concept: it is used for any central element, whether an indivisible root or a complex word, to which an affix can be added. The stem has various meanings in
the literature, the most common of which is ‘the base of an inflection’; following Plag’s (2003: 11) lead, I shall avoid using this ambiguous term.

Plag (2003: 20–21) sees the morpheme as a linguistic sign that has two sides: form and meaning. For example, the morpheme un- consists of the form, or morph, [ʌn] and the meaning ‘not’. The form of a morpheme can vary; these variants are called allomorphs (Plag 2003: 27–28). For instance, the form of the base eccentric [ɛks'ɛntrɪk] changes when the suffix -ity is attached to it: [ɛksɛn'tris]+[ɪtɪ] (Romaine 1985: 451). Plag (2003: 21) says that when two morphemes are combined, the meaning of the resulting complex word is often compositional and hence transparent – e.g., un- ‘not’ + happy ‘happy’ = unhappy ‘not happy’. He notes (2003: 22), however, that this is not always the case – for example, late ‘after the due time’ + -ly ‘in an X manner’ = lately ‘recently’, not ‘in a late manner’ (see the discussion on lexicalisation below).

The morphological process of adding an affix to a base is called affixation (more specifically, prefixation, suffixation or infixation); this can be either inflectional or derivational. Inflectional affixation is used to create the different word-forms of a lexeme (Bauer 1983: 29); it encodes grammatical categories such as plural, person, tense or case (Plag 2003: 14). Derivational affixation is used to create new lexemes (Bauer 1983: 29), and it is a subtype of this process that I am concerned with here: creating new words by using -ness and -ity suffixation.

How do speakers form new words? According to Plag, word-formation is not an arbitrary process but seems to be rule-governed: for example, most adjectives can take the suffix -ness, and the resulting noun will regularly have the meaning ‘the property of being X’, where X denotes the meaning of the base (2006: 537). Or, given the words unhappy, unkind, unfaithful, untrue, uncommon and analysable, a speaker can easily decipher the meaning of unanalysable, even if she has not encountered that word before (Plag 2003: 30). There must be some kind of system in speakers’ minds that makes this possible; according to Plag (2003: 37–38), some say it is the general mechanism of analogy that is at work, while others claim that when there are multiple instances of the same pattern, there must be a rule by which they are formed.

A typical word-formation rule might look like the one presented in (2.1), adapted from Plag (2003: 35).

(2.1) Word-formation rule un-1
phonology: /ʌn/-X
base: X = adjective
semantics: ‘not X’
constraints:
- derivatives with simplex bases must be interpretable as contraries
- further restrictions on possible base words …

Analogy, on the other hand, is simply “a proportional relation between words”, as exemplified in (2.2) below (Plag 2003: 37). In the first example, the relationship between items a and b is the same as the relationship between items c and d. Item d has been formed from c on the pattern of a : b. Concrete examples are provided in ii–iv.

\[(2.2)\]
\[
i. \; a : b :: c : d \\
ii. \; eye : eyewitness :: ear : earwitness \\
iii. \; ham : hamburger :: cheese : cheeseburger \\
iv. \; sea : sea-sick :: air : air-sick
\]

In Plag’s opinion (2003: 38), the advantage to a rule-based approach is that it explains the existence of systematic structural constraints on morphological processes as well as why some processes are more frequently utilised than others: the constraints are explicitly listed in the rule, and processes that are never or seldom used just do not have a rule associated with them (Bauer 2001: 77). However, as both Plag (2003: 38) and Bauer (2001: 96) admit, analogy is certainly employed to some extent; furthermore, I do not think that rules as clear as the one in (2.1) really exist in speakers’ heads – the reality must be much fuzzier than that, with analogy playing a large part and interacting with other factors such as speakers’ knowledge about how other speakers use the forms in question. The fuzziness hypothesis is supported by the considerable number of exceptions to the strict rules proposed by linguists (cf. Bauer 1983: 293–294).

In addition to fuzzy word-formation rules, speakers must have some words stored in their minds to which the rules can be applied. This storage space is called the mental lexicon (Plag 2003: 4). Words listed in the mental lexicons of speakers are called existing words, while words that are not listed there but could be formed by a rule are called potential words (Plag 2003: 46–47). Existing words can develop idiosyncratic meanings or pronunciations by a process known as lexicalisation (Bauer 2001: 44–45); the above-mentioned lately ‘recently’ is a case in point. Another good example is the word business [‘biznɪs] ‘the production of goods and services for profit’, which has diverged in both form and meaning from the original [‘biznɪs] ‘the state or property of being busy’.
The development of new word-formation rules can be seen as grammaticalisation, defined by Brinton and Traugott (2005: 99) as “the change whereby in certain linguistic contexts speakers use parts of a construction with a grammatical function. Over time the resulting grammatical item may become more grammatical by acquiring more grammatical functions and expanding its host-classes.” The function could be, e.g., changing grammatical category (cf. 2.3.4.2 below). On the other hand, many rules include a semantic component, they have other functions beyond grammatical ones, and their use is restricted; Brinton and Traugott (2005: 91–92) regard the development of such a rule as lexicalisation.

Armed with these concepts, we may now dig deeper into the nature of word-formation and productivity.

2.2. Between lexis and morphology

As noted by Brinton and Traugott (2005: 91), “[a] major problem for theories of grammar has been where to locate word formation”. Does it belong to morphology or to the lexicon? Brinton and Traugott (2005: 91, 96) themselves see productive word-formation as operating outside the lexicon; in their model, a productively formed word only enters the lexicon if it later undergoes the above-mentioned process of lexicalisation. To begin exploring this question further, let us consult three contemporary reference grammars of English.

A Comprehensive Grammar of the English Language (CGEL; Quirk et al. 1989 [1985]), described by Standop as “strukturalistisch–eklektisch” (2000: 248, as cited in Mukherjee 2006: 340), relegates word-formation to an appendix, albeit an extensive one. For Quirk et al. (1989 [1985]: 12), grammar consists of syntax and inflections, whereas word-formation inhabits the common ground between grammar and lexicology, grammar providing the rules and lexicology the idiosyncrasies (id.: 1517). While heavily influenced by the CGEL (see Mukherjee 2006), the Longman Grammar of Spoken and Written English treats both derivation and inflection under morphology and the general heading of “Word and phrase grammar” (Biber et al. 1999: Chapter 2). The Cambridge Grammar of the English Language goes so far as to dedicate a full chapter to “Lexical word-formation” (Huddleston and Pullum 2002: Chapter 19), which is seen as part of morphology and grammar, but “related to the dictionary” (id.: 28).

The most common answer, then, seems to be that word-formation belongs to both morphology and the lexicon in some way. The specifics of this are theory-dependent (Brinton and Traugott 2005: 91). Some theories (item-and-arrangement) take the morpheme as the basic unit of analysis, while others (item-and-
process, word-and-paradigm) abandon the notion of a morpheme and use the word as the basic unit (Bauer et al. 2013: 629). Word-formation rules or processes can be seen as independent entities belonging either to the lexicon (interfaced with grammar in various ways) or to grammar (and within grammar, either to a component of their own or to that shared with one or more levels of grammar). Alternatively, they can be seen as attached to morphemes or words, which will usually be stored in the lexicon. The end results, complex words, can be seen as either stored in the lexicon for reasons like ease of processing, not stored at all for reasons including economy and theoretical elegance, or partly stored depending on factors such as frequency and transparency (Plag 1999: 9–11; Brinton and Traugott 2005: 91).

To take an example of an approach belonging to the word-based item-and-process category, Construction Morphology does not see affixes as lexical items. Rather, word-formation patterns are regarded as “abstract schemas that generalize over sets of existing complex words with a systematic correlation between form and meaning” (Booij 2007: 34). The lexicon is a hierarchical structure consisting of both schemas and existing words, all of which are seen as constructions (form–content pairs) at different levels of abstraction. These constructions seem to be a special case of grammatical constructions, and thus the lexicon is subsumed under grammar, which is seen as a hierarchical inventory of constructions.

Hilpert (2013: 10) argues that the construction approach can be used to explain, e.g., the development of new word-formation patterns as a single process of constructional change, for instance “the grammaticalization of Old English *had* ‘state, condition’ into a suffix, the formation of lexical items with that suffix [-hood], and subsequent changes in the productivity of the suffix”. If the entire process were to be called grammaticalisation, it would be difficult to explain decreases in the productivity of the suffix, as grammaticalisation is usually seen as a unidirectional process from less to more grammatical, and this is often seen to imply an increase in productivity. Furthermore, according to Hilpert (2013: 10), the lexicalisation of the lexical items would also be confusing in the grammaticalisation framework.

I agree with Hilpert (2013: 10, 114–115) that changes involving both increase and decrease in productivity seem to straddle the divide between grammaticalisation and lexicalisation. This is evident in Brinton and Traugott’s (2005: 91–92, 109) account, which states that lexicalisation may result in “restricted” derivational affixes, while grammaticalisation may result in “default” affixes (whether inflectional or derivational), and that grammaticalisation implies increasing productivity, whereas lexicalisation implies decreasing productivity.
However, I do not think that the only way to study such changes is by a constructional approach, although such an approach is certainly a valid one.

Like Bauer et al. (2013: 628), I try to avoid committing to a single morphological theory in my work, the aims of which are primarily descriptive and methodological. Hence, the concepts introduced in Section 2.1 above are mostly based on relatively uncontroversial textbook definitions. The approaches to morphology that I find the most appealing are usage-based like Booij’s (2010) Construction Morphology. However, the results of my studies are open to several theoretical interpretations and have also been cited by proponents of the generative tradition (Baeskow 2012). I, too, refer to work from a range of traditions, including structuralism (Marchand 1969), generativism (Aronoff 1976) and Natural Morphology (Dalton-Puffer 1996; Cowie 1999). The results I am the most inclined to trust are those based on robust corpus-linguistic methods and an adequate amount of data. In my own work, I therefore treat productivity as a quantitative notion, building upon theoretical and methodological contributions by Baayen (e.g., 1992).

2.3. Morphological productivity

Morphological productivity is a multi-faceted phenomenon; as Plag (2006: 547–549) shows, it is a derived notion instead of a theoretical primitive, but potentially useful in describing word-formation. Plag (2003: 44) defines productivity as the “property of an affix to be used to coin new complex words”. This section discusses productivity as a qualitative, quantitative and diachronic notion, as well as structural, pragmatic and sociolinguistic factors conditioning and contributing to variation in productivity.

2.3.1. Productivity as a qualitative notion

Productivity can be conceived of as a qualitative, either–or notion: either an affix can be used to coin new words or it cannot. This view is advocated by, e.g., Bauer (1983: 99–100), who does not consider semi-productivity a useful construct. Plag (2006: 540), on the other hand, proposes three categories of morphological processes: those clearly unproductive, those clearly productive and those in between. I am not convinced of the usefulness of either of these views. It seems to me that an affix, or the process of forming words with it, can never be said to be clearly unproductive – there is always the possibility that somebody uses it to coin a new word (cf. Bauer et al. 2013: 641). This one-off use can be called
analogy instead of productivity, but where do we draw the line between the two; how many words must be coined for a process to be called productive?

This question is also posed by Plag (2006: 539–540), and it leads him to the three-way classification presented above, but that does not in my opinion really answer the question. Which would we classify as clearly unproductive and which as in-between? Besides, as Dalton-Puffer (1996: 222) points out, it is possible that analogy only differs from rule-based productivity in degree rather than in kind, so again there are no clear-cut boundaries (cf. Bauer 2001: 97 and the discussion in Section 2.1 above).

Furthermore, just like the distinction between clearly unproductive and in-between processes, the distinction between in-between and clearly productive ones is far from being straightforward. Again, how many new words must be coined for a process to be called clearly productive rather than in-between; or are there some other criteria by which the classification can be made? Plag’s exact definition of the in-between category is “those processes that are not easily classified as either productive or unproductive” (2006: 540) – I think most, if not all, processes would fall into this category, which would make the categorisation somewhat pointless.

Therefore, it seems to me that rather than asking whether a process is productive or unproductive or semi-productive, a better research question would be to ask how productive it is along some scale (or several), perhaps in comparison with another process or among different groups of people. This is, in fact, precisely what I aim to do in the present work. This scalar view of productivity will be discussed in the following section.

### 2.3.2. Productivity as a quantitative notion

Productivity can also be conceived of as a quantitative notion: an affix can be used to coin new words to some degree. Several ways of measuring this degree have been proposed in the literature. Baayen (1993) presents three measures, which he calls the category-conditioned degree of productivity \((P)\), the hapax-conditioned degree of productivity \((P^*)\) and the activation level \((A)\). All of these are based on counting tokens \((N)\) and types \((V)\) of words belonging to a certain morphological category – for example, how many instances of -ness words and how many different -ness words a corpus contains, respectively. Types can also be used on their own as a measure of the extent of use or the realised productivity of an affix (Baayen 2009). Of special interest are the so-called hapax legomena or hapaxes \((n_1)\), words that occur only once in the corpus, because these are seen to predict the number of new words.
According to Baayen and Lieber (1991: 810), a large proportion of the types of productive affixes are hapaxes, and the frequency distribution of the types is asymmetrical in general: there are more types that occur once than those that occur twice, more types that occur twice than those that occur three times, and so on. Overall, there are many types that occur only a few times in the corpus, and few types that occur many times. With less productive categories, the number of hapaxes is lower (there may be more dis legomena, types that occur twice, than hapaxes), and the frequency distribution is less skewed.

The **category-conditioned degree of productivity** \( P \) is defined as the ratio between the number of hapaxes with a given affix and the total number of tokens with that affix in the corpus: \( P = n_1/N \). According to Baayen and Lieber (1991: 809–810), it expresses the probability of observing new types with the relevant affix when \( N \) tokens with the affix have been sampled. If the size of the corpus is increased, \( N \) will increase, and so will the number of types \( V \), but at a different rate from \( N \) (Baayen and Lieber 1991: 811). This can be illustrated by drawing a graph with the values of \( V \) at different points of sampling on the y-axis and the values of \( N \) on the x-axis; in other words, \( V \) may be plotted as a function of \( N \), \( V(N) \). See Figure 2.1 for a schematic example using not affix types and tokens but all of the different words and the number of running words in a text.
When only a few tokens have been observed, i.e., when $N$ is small, new types will be found quite frequently, i.e., $V$ will grow rapidly. As more and more types are found, the rate of growth will slow down. It is precisely this rate of growth that is expressed by the category-conditioned degree of productivity $P$. If the number of tokens observed is $M$, then $P(M)$ is the slope of the tangent to the growth curve of $V$ in the point $(M, V(M))$. A large value of $P(M)$ indicates that there are many types yet to be sampled, which would suggest that the affix is productive. If, on the other hand, $P(M)$ is small, the growth curve is about to even out, and the number of new types to be expected is small, which would suggest that the affix is unproductive (their term) or less productive (my term). (Baayen and Lieber 1991: 811–812.)

Baayen and Lieber (1991: 817) point out that once we have calculated the $P$ for all of the tokens $N$ in our sample, we know little about when the growth curve of $V$ would flatten out if the sample size were increased; we cannot use $P$ to predict the absolute number of types that would be found in a larger sample. In other words, $P$ is dependent on the size of the corpus. Furthermore, because $P$ is based on the number of tokens of a particular morphological category, it cannot
be directly compared with a $P$ calculated from the number of tokens of another morphological category, unless the numbers of tokens are of a similar magnitude (Baayen 1993: 191). For example, we cannot compare the degrees of productivity calculated for *-ness* and *-ity* in the same corpus if there are many more tokens of *-ness* than of *-ity*.

Baayen’s (1993) second measure of productivity is the **hapax-conditioned degree of productivity** $P^*$. It is defined as the ratio between the number of hapaxes with a given affix and the total number of all hapaxes in the corpus: $P^* = \frac{n_1}{h}$. This measure indicates how much the affix contributes to the overall vocabulary growth of the corpus (Baayen 1993: 193). According to Hay and Baayen (2003: 101), the hapax-conditioned degrees of productivity of different affixes within the same corpus can be compared by using $n_1$ counts alone, $h$ being constant.

Baayen also has a third measure of productivity, the **activation level** $A$ (1993: 195–196). It is defined as the number of tokens representing those types of a given affix whose frequency of occurrence is smaller than a threshold $\theta$. The measure is motivated by the idea that people process complex words through two competing routes simultaneously: by **parsing** and by retrieving the whole word directly from their mental lexicon. Which route is faster depends on the frequency of the word: common words are readily available in the lexicon, while words rarer than the threshold value are processed by identifying and combining the affix and base. This process of parsing maintains the activation level of the affix; the level indicates how quickly the affix will be recognised and combined with the base.

Baayen (1993: 203) admits that choosing a suitable threshold value is problematic. He assumes that only words that are semantically transparent will maintain the activation level. The higher $\theta$ is, the more semantically opaque words it will include: words are usually the more opaque the more frequent they are, because frequent words have accumulated more meanings or their meaning may have changed. Therefore, the threshold is best kept fairly small. Hay (2001) improves on this measure by introducing the concept of relative frequency; she shows that it is not the frequency of the affixed word alone that affects parsability, but rather the relation between the frequencies of the affixed word and its base.

In addition to the semantic transparency mentioned above, phonological transparency has also been shown to affect productivity. According to Hay and Baayen (2003: 105), there is a wealth of evidence that English-speaking people use phonotactic probabilities when parsing words they hear. For example (2003:
105), as the /pf/ transition in pipeful is unlikely to occur within a monomorphemic word in English, people hearing this combination in running speech will immediately posit a morpheme boundary between pipe and ful, which will help them to decompose the complex word. These unlikely combinations facilitate the parsing route rather than the whole-word route of processing; therefore, complex words containing unlikely transitions at morpheme boundaries are more likely to be stored separately as affix and base rather than as a whole word in the mental lexicon; this in turn means that the affixes contained in complex words like these are more likely to be used productively (2003: 105–106). Hay and Baayen conclude that the mean probability of juncture created by the affix is correlated with productivity and could be used as an additional measure or predictor of productivity.

Out of these measures, three are commonly used and recommended by, e.g., Baayen (2009): the extent of use $V$, also known as realised productivity; the category-conditioned degree of productivity $P$, also known as potential productivity; and the hapax-conditioned degree of productivity $P^*$, also known as expanding productivity.

2.3.3. Productivity as a diachronic notion

Romaine (1985) is one of the first to explicitly consider the theoretical and methodological issues in productivity from a diachronic perspective. Even though a diachronic approach to productivity is in her view essential if we wish to understand the synchronic situation, Romaine (1985: 457–458) sees some problems with it. There is no access to informants’ intuitions about possible words; furthermore, dictionary listings of actual words from earlier periods are even less comprehensive than listings of present-day words, and the first attestation dates in, e.g., the Oxford English Dictionary (OED) are unreliable.

Starting from the assumption that change stems from variation, Romaine (1985) hypothesises that competing patterns of word-formation establish themselves through social or stylistic specialisation – according to Romaine, they become markers. An important pragmatic factor affecting productivity is the demands of different genres and the development of new genres over time. Riddle (1985) argues that competing affixes may also undergo semantic specialisation proceeding through lexical diffusion. She criticises the sort of morphological experiments and analyses in which the possibility of a semantic distinction between competing affixes is not taken into account. A similar position is taken by Lloyd (2011).
Methodologically, historical studies have in general been less sophisticated than studies of Present-day English (PDE), partly because there has been too little data for proper statistical analysis. While psycholinguistic experimentation has been impossible for obvious reasons, scholars have developed complementary methods, such as counting hybrid formations that combine native and foreign elements (Romaine 1985; Dalton-Puffer 1992, 1996; Hlava 2005; Palmer 2009; Gardner 2013) or using first attestation dates from dictionaries (Barber 1976; Wermser 1976, as cited in Nevalainen 1999a; Anshen and Aronoff 1989; Lindsay and Aronoff 2013). As noted by Cowie and Dalton-Puffer (2002) and Hoffmann (2004), the coverage of the OED varies widely between different periods in terms of both the number of citations and text types, making diachronic comparisons unreliable. Here as in PDE studies, corpus linguistics is a welcome addition to the dictionary-based approach, as it provides information on actual usage (Březina 2005: 158–159). Cowie and Dalton-Puffer (2002) suggest that the main problem with historical corpora is their small size; however, we are now beginning to have access to immense databases such as Early English Books Online (EEBO), which may somewhat alleviate this issue.

The diachronic perspective highlights some of the problems with using type counts, or the extent of use $V$, as a measure of productivity (see Cowie and Dalton-Puffer 2002). Firstly, the existence of a large number of types may be due to aggregation through productivity in the past rather than current productivity (Anshen and Aronoff 1989). Secondly, in the case of etymologically foreign affixes, some words have been borrowed as a package including the affix, with no productivity involved at all in English (e.g., Marchand 1969: 313). Thirdly, an increase in the number of types between one time period and the next in a corpus does not straightforwardly mean an increase in productivity, because the types are not necessarily aggregated. Fourthly, comparing type counts obtained from (sub)corpora of varying sizes is difficult, as normalisation is not a legitimate option. Another problematic concept is that of “a point in time” (Cowie and Dalton-Puffer 2002: 420–421).

Cowie and Dalton-Puffer (2002: 431–432) also criticise hapax-based measures of productivity on the grounds that hapax legomena will almost never represent genuinely new formations in small corpora. As Baayen (2009: 905–906) points out, however, hapaxes do not have to be neologisms to be able to estimate vocabulary growth: they are a theoretically motivated tool, not an end an sich. The validity of hapax-based measures is discussed further in Chapter 9.

Using the OED quotations database as a corpus, Hilpert (2013: 127–133) discusses the applicability of the productivity measures $V$, $P$ and $P^*$ to diachronic
dictionary data. He notes that the problem of unequal period sizes makes the measures $V$ and $P$ unusable, and equalising the sizes of the time periods by taking a random sample from each (as suggested by Gaeta and Ricca 2006) would result in too little data in the case of the suffix -ment. Hilpert assumes that the measure $P^*$, which is the ratio between affix hapaxes and all hapaxes in the (sub)corpus, is not dependent on corpus size in a similar manner, and decides to use it as the basis for further statistical analysis. Nevertheless, as gaining access to all hapaxes in the OED via the online interface would be impossible, he modifies the measure by only counting the hapaxes in the quotations containing a -ment word. This means that the results are only comparable internally, not with other affixes. On the other hand, as the $P^*$ measure estimates the contribution of the affix to overall vocabulary growth, it could be argued that other constructions are taken into account indirectly. Hilpert (2013: 133–134) goes on to use $P^*$ in a technique called Variability-based Neighbour Clustering to discover an optimal periodisation of the OED for the purpose of studying constructional change in -ment.

Further diachronic research on productivity is surveyed in Section 2.4 on -ness and -ity. The next section concentrates on synchronic variation from which change is assumed to arise, taking into account both intra- and extra-linguistic factors.

2.3.4. Variation in productivity

While many scholars only discuss ‘restrictions’ or ‘constraints’ on productivity, Cowie argues that “restrictive factors must be distinguished from factors which are the primary motivators of lexical innovation” (1999: 83) and that the latter are “chiefly extralinguistic in nature” (1999: 6–7). As structural and pragmatic factors contributing to variation in productivity have been reasonably well studied, Sections 2.3.4.1 and 2.3.4.2 are mainly based on textbook and handbook material that provide an excellent overview of the factors. No such material is yet available for sociolinguistic factors, which have only recently started to attract scholars’ attention (but see Körtvélyessy and Štekauer forthcoming), so Section 2.3.4.3 surveys the individual studies that have been conducted so far.

2.3.4.1. Structural factors

According to Plag (2006: 550–551), structural factors influencing productivity can be divided into phonological, morphological, syntactic and semantic constraints. Furthermore, they can be either general or process-specific; the latter may relate to what the base or the derived word must be like. As Plag (1999: 43–
44) states, however, the boundaries between these divisions can be fuzzy. Let us first have a look at examples of process-specific constraints (Table 2.1 below). Here the first three constraints apply to the base and the last one to the derived word.

Table 2.1. Process-specific structural constraints on productivity (Plag 2006: 551)

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phonological</td>
<td>Suffixation of verbal -en</td>
<td>Only attaches to base-final obstruents, does not take bases that have more than one syllable</td>
</tr>
<tr>
<td></td>
<td>(as in blacken)</td>
<td></td>
</tr>
<tr>
<td>Morphological</td>
<td>Suffix combination -ize-ation</td>
<td>Words ending in the suffix -ize can be turned into a noun only by adding -ation</td>
</tr>
<tr>
<td>Syntactic</td>
<td>Adjectival suffix -able</td>
<td>Normally attaches to verbs</td>
</tr>
<tr>
<td></td>
<td>(as in employee)</td>
<td></td>
</tr>
<tr>
<td>Semantic</td>
<td>Suffix -ee</td>
<td>Derivatives with the suffix must denote sentient entities</td>
</tr>
</tbody>
</table>

As for general structural constraints, Plag (1999: 45) lists ten of these but swiftly dismisses most of them. Among the more tenable ones is the unitary output hypothesis, which states that derivatives from a certain word-formation process form a group uniquely distinguishable from others through its phonological, syntactic and semantic properties (Plag 1999: 49). While Bauer (2001: 127–128) points out that semantic unity or disunity is in the eye of the analyst, he admits that the hypothesis is relatively uncontroversial.

Another general constraint is blocking, which is defined by Aronoff (1976: 43) as “the nonoccurrence of one form due to the simple existence of another”. Van Marle (1986: 607) distinguishes between two special cases, which Rainer (1988: 159) calls token-blocking and type-blocking. According to Rainer (1988: 161), token-blocking occurs when the creation of a morphologically complex word, such as stealer, is blocked by an existing synonymous word, such as thief. Rainer shows that it does not matter whether the blocking word is idiosyncratic (like thief) or regularly derived, as long as it is stored in the lexicon (1988: 164–167).

According to Rainer (1988: 161–164), token-blocking may only occur under the three conditions of synonymy, productivity and frequency. Firstly, the blocked word and the blocking word must be truly synonymous; secondly, the blocked word must be a potential word in the sense that there is a productive
morphological process by which it could be formed; and thirdly, the blocking word must be frequent enough to be retrieved from the lexicon faster than the blocked word can be formed.

Van Marle (1986: 613–617) notes that some blocking words radiate a stronger “blocking force” than others; Rainer (1988: 163–173) shows that the strength of the force depends on the frequency of the blocking word. The less frequent the stored word is, the greater the likelihood that the speaker will fail to activate it, which according to Plag (2006: 552) explains the occasional failure of blocking and the occurrence of synonymous doublets. However, Rainer (1988: 164) remarks that the blocking force is resisted by another force dependent on the productivity of the morphological process that would produce the potential word; it is the interplay of these two forces that actually determines whether blocking succeeds or fails.

According to Plag (2003: 66), type-blocking “has been said to occur when a certain affix blocks the application of another affix”. Van Marle’s (1986: 608) domain hypothesis suggests that affixes can be divided into two groups: special cases, which can only be applied within a restricted domain subject to specific constraints, and general cases, whose domains are unrestricted except for the paradigmatic limitation that they do not include bases belonging to the domains of rival special cases. For example, -ness suffixation could be seen as a general case that is blocked by the special case of -ity suffixation (Plag 2006: 552).

Plag (2006: 552–553) shows, however, that there are at least three problems with this kind of analysis: Firstly, even though one of Rainer’s (1988: 173) preconditions for type-blocking is synonymy, -ness and -ity are not always synonymous, as shown by Riddle (1985). Secondly, there are plenty of attested doublets, which means that the domains do not completely exclude one another. Thirdly, it is unclear how putative cases of type-blocking can be distinguished from token-blocking – if some form in -ness is avoided, how can we rule out the possibility that it is because the equivalent form in -ity exists in the lexicon? The first two problems may not apply to all cases, but I think the third problem is a crucial one. Plag (2003: 67–68) in fact suggests that we should reject the notion of type-blocking altogether, as we can only verify the existence of token-blocking. I agree; however, I think this should not be taken as an indication that affix rivalry does not exist but simply that it cannot be adequately described with the concept of type-blocking as defined above.
2.3.4.2. **Pragmatic factors**

One productivity constraint that I think could be classified as pragmatic is the usefulness of the potential word to members of the speech community. Kastovsky (1986: 594–595) names two functions of word-formation: labelling and syntactic recategorisation. The former is used to refer to a new concept or object, while the latter replaces a phrase or a clause with a single complex word in order to condense information, create stylistic variation or facilitate text cohesion (Plag 2003: 59–60). The two functions are exemplified in (2.3) and (2.4), respectively.

(2.3) The Time Patrol also had to *unmurder* Capistrano’s great-grandmother, *unmarry* him from the pasha’s daughter in 1600, and *uncreate* those three kids he had fathered. (Kastovsky 1986: 594)

(2.4) If that’s not *civil*, *civilize* it and tell me. (Kastovsky 1986: 595)

Plag (2003: 59–60) adds a third function, namely that of expressing an attitude, as in (2.5). This function was also discovered by Renouf and Baayen (1998), who found that *mock-* was used to indicate irony in British journalism.

(2.5) Come here, *sweetie*, let me kiss you. / Did you bring your wonderful *doggie*, my darling? (Plag 2003: 59)

According to Plag (2006: 550), one of the most important pragmatic factors affecting productivity is fashion. As noted by Renouf (2007: 87–88), there is a kind of ebb and flow in what is in vogue and what is not. For example, extra-linguistic developments can be seen to have influenced the extent of use of the affixes *mega-*, *giga-*, *mini-* and *-nik* (Plag 2006: 550). The second pragmatic constraint mentioned by Plag is that new words must “denote something nameable” (2006: 550). By this he means that the new concept cannot be overly complex – typical derivative affixes only add a very simple and general meaning to that denoted by the base (e.g., adjectival *un-* ‘not X’).

Plag (2003: 61) warns that we should not automatically assume a pragmatic reason for why some new formation is impossible – there may well be structural constraints involved, and the existence of these should in fact be checked before entering into any usage-based speculations.
2.3.4.3. **Sociolinguistic factors**

As noted in Section 2.3.3, Romaine (1985) hypothesises that social and stylistic factors influence productivity. While stylistic factors have been studied since the 1990s (Baayen 1994; Baayen and Neijt 1997; Plag et al. 1999; Cowie 1999), chiefly in terms of genre or register (see 3.3.3 below), the study of sociolinguistic variation in morphological productivity has only begun to gain ground in the past decade or so, and much remains to be done. In an early experimental study, Romaine (1983) analyses sociolinguistic variation in acceptability judgments of *-ness* and *-ity* formations, finding a considerable amount of individual variability as well as some patterns based on age and gender. However, according to her it is unclear whether this variability is related to productivity or to the metalinguistic ability to make judgments of this kind. There is thus a need for other types of evidence.

Taking an onomasiological approach, Štekauer et al. (2005) study sociolinguistic variation in speakers’ preferred naming strategies in forming new words. They operationalise the productivity of an individual naming strategy as the share of the strategy out of all complex words within a given cognitive category, at several levels. For instance, at the level of word-formation rules, their experiment shows that the most productive rule belonging to the Agentive category in English is Object–Action–Agent (N V *-er*), which constitutes 20.92% of native speakers’ formations. They find sociolinguistic variation in productivity such that older and more highly educated people prefer more explicit naming strategies (such as the three-constituent N V *-er*), as do non-native speakers, especially those whose mother tongue is agglutinating. By contrast, more creative and economical naming strategies are preferred by younger and less educated speakers, who also more readily accept formations as grammatical (cf. Romaine 1983). The onomasiological approach is continued by, e.g., Körtvélyessy (2009).

Schröder (2008: 190–208) analyses sociolinguistic variation in acceptability ratings of verbal prefixation in English. She finds no clear gender differences, and only a slight tendency for younger speakers to be more tolerant of new or rare formations (cf. Romaine 1983; Štekauer et al. 2005). Contrary to Štekauer et al. (2005), she discovers that highly educated people also exhibit slightly more tolerance towards new formations.

In an innovative MA thesis, Březina (2005) combines derivational morphology with historical sociolinguistics by investigating gender variation in the use of the prefixes *in-* and *un-* in the *Corpus of Early English Correspondence Sampler*. Apparently basing his conclusion on token counts only, Březina (2005: 147) finds that “women’s use of the *un-* and *in-* forms is more progressive than men’s use”.

---

The above text is a revised version of the original text, focusing on the sociolinguistic factors section and providing a coherent and readable narrative. The original text has been condensed and the explanations and examples have been rephrased for clarity and conciseness.
An examination of the frequency of each type with men and women, however, reveals that “women repeatedly use a more limited number of in- forms” and that 78% of women’s total use of in- comes from their 20 most frequently used types, while the men’s corresponding figure is 63% (Březina 2005: 151).

Palmer (2009: 274–280), too, uses normalised token frequencies in his analysis of gender variation in the use of nominal suffixes in the Corpus of Early English Correspondence. Gardner (2013: Chapter 5) discovers regional variation in the productivity of nominal suffixes in corpora of Middle English by comparing the frequencies of new types, i.e., the first occurrences of those types in the corpora that have not been documented in Old English. The studies by these two authors will be discussed in more detail in the next section.

More complex methods are used by Keune et al. (2006) in their synchronic study of the Corpus of Spoken Dutch. They analyse the effect of country, gender, education and age on the productivity of 72 affixes in terms of hapax frequency. Comparing three different statistical models which they fit to their data, they find that the generalised linear model performs best. While I do not think that this model takes into account the non-linear dependence of hapax frequency on corpus size, it does enable Keune et al. to gain results that are linguistically interesting. For instance, they find that the highest affixal productivity is generally exhibited by highly educated older men (cf. Štekauer et al. 2005).

Using similar methods, Keune (2012: Chapter 4) observes significant sociolinguistic and register variation in productivity in spoken and written Dutch, discovering parallel patterns of variation in both derivational productivity (estimated by affix hapaxes) and lexical productivity (all hapaxes). Again, highly educated older men emerge as the most productive group. Individual affixes may deviate from this pattern, however – for instance, diminutive suffixes are used more productively by women than by men, and the prefix super- is preferred by the youngest age group. Furthermore, the effects of age and education seem to disappear in private, spontaneous speech representing a more involved style.

Lupica Spagnolo (2013) compares the productivity of the affixes -ung, -keit/-heit, -bar and ver- in a native and non-native corpus of German literary texts, finding no significant differences between native and non-native authors. She uses Baayen’s (2009) productivity measures in combination with Gaeta and Ricca’s (2006) variable-corpus approach, i.e., taking samples of equal size in terms of token frequency, to be able to compare measurements across subcorpora (note, however, that this approach is not always applicable; see 2.3.3 above). To determine the statistical significance of the observed differences, she uses the test
of equal or given proportions in R (R Core Team 2014), which is similar to the $\chi^2$ test (see 5.1.1 below).

In summary, social categories that have turned out to be relevant in the context of morphological productivity include gender, age, education and region. Methodology-wise, no satisfactory solution has been provided to the problem of comparing productivity measurements obtained from sociolinguistically defined subcorpora of varying sizes.

2.4. Previous research on -ness and -ity

Previous studies of our pair of suffixes have produced varied results depending on the kind of material and methods employed. This section provides an overview of previous research through a diachronic survey of the suffixes from Old English to Present-day English, with change in semantics and adjectival base types discussed at the end of the section. With historical studies, it is useful to bear in mind that the results are often based on relatively small data sets, which are used in different ways by different scholars. This may affect the reliability of the results and may also explain why the results from different studies are not always in agreement.

The main results from historical studies concerning the productivity of -ness and -ity throughout the centuries can be summarised as follows. The native suffix -ness dates from before the Old English period; originally, it was mainly used with verbs, but since Old English it has most frequently been based on adjectives (Romaine 1985; Riddle 1985; Dalton-Puffer 1996: 81–85). Noun bases are infrequent but occur in all periods of English, and other parts of speech excepting verbs seem to have become increasingly possible as bases (OED, s.v. -ness, suffix; Marchand 1969: 334–336), which may indicate an increase in productivity, or possibly a change in the semantics of the suffix (Riddle 1985; cf. Romaine 1983; Baayen and Renouf 1996: 84–85). Competition between -ness and other native processes, such as -dom, -hood and -ship, was largely resolved in favour of -ness, which became the most productive of the deadjectival suffixes forming abstract nouns by the end of the Old English period (Romaine 1985).

In Middle English, -ity entered the language through loanwords from French and later also through calques on Latin; while it did not reach the level of productivity of -ness, it began to compete with -ness as a more learned and prestigious deadjectival suffix meaning approximately the same thing (Marchand 1969: 312–313, 334–335; Barber 1976; Riddle 1985; Dalton-Puffer 1996: 120, 128). The productivity of -ness also increased during this time, mostly in the new literate genres (Romaine 1985).
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Gardner (2013) sheds additional light on variation and change in the productivity of -ness and -ity in Middle English using four multi-genre corpora and several methods, including the one presented in Chapter 6 below. She finds that both deadjectival -ness and -ity reached their highest levels of productivity in the second half of the 14th century, decreasing towards the end of the Late Middle English period (Gardner 2013: 79–82, 108–111). In terms of regional variation, the East Midlands seem to play an important role in new -ness formations, with the focus moving to the West Midlands in Late Middle English, whereas the opposite is true for -ity (Gardner 2013: 120–122, 140–142). For -ness, regional variation is more important than genre variation, although religious, scientific and literary texts seem to dominate, but genre is clearly important in the case of -ity, which is especially productive in sermons, documents, literary texts and translations (Gardner 2013: Chapter 6).

Examining token frequencies in 15th- and 16th-century correspondence, Palmer (2009: 277–280) finds no significant gender differences in the use of -ness. Women tended to use more -ity tokens than men except for the first half of the 16th century, when men began to use highly learned derivatives in -ity, -cion and -ment. The 16th century also saw -ity becoming as productive as -ness in terms of type frequency, while the parsability, or perceived productivity, of both suffixes increased but with -ness clearly in the lead (Palmer 2009: 281–282, 298). Both -ness and -ity showed more parsability in medical texts than in correspondence (Palmer 2009: 306). According to Nevalainen (1999a: 357–358, 398), by Early Modern English both -ness and -ity were very productive, as new words were needed to facilitate the use of English in an ever-widening variety of functions.

Based on the OED, Lindsay and Aronoff (2013) find that the productivity of -ity undergoes a rapid increase during the 17th century and has continued to rise ever since. By contrast, analysing the proportion of new types in -ness and -ity in the ARCHER corpus from 1650 to 1990 using the first two periods of the Helsinki Corpus as the base lexicon, Cowie (1999: 193–195) finds that the proportions fluctuate with no continuous increase or decrease for either suffix. While -ness is more productive than -ity in 1650–1700 and 1800–1950, otherwise the suffixes are more or less equal. However, there is genre variation in the productivity of -ness and -ity such that -ness is preferred in sermons, fiction and correspondence, whereas -ity belongs more to the domain of scientific and medical writing (Cowie 1999: 248, 224). Cowie (1999: 224) tentatively connects -ness with Biber and Finegan’s (1997) involved style and -ity with an
informational style, although sermons are not classified as involved by Biber and Finegan.

Most scholars seem to agree that *-ness* is more productive than *-ity* in Present-day English (e.g., Baayen 1993).¹ This varies by the type of base, however: *-ity* is more productive than *-ness* with bases in *-al, -able, -ible, -ic* and *-ile*, among others, while *-ness* outnumbers *-ity* with bases such as *-ive, -ous* and, of course, native bases (Marchand 1969: 314, 334–335; Aronoff 1976: 36; Aronoff and Schvaneveldt 1978; Anshen and Aronoff 1989; Baayen and Lieber 1991; Baayen and Renouf 1996). Plag et al. (1999) find that the productivity of both suffixes also varies by register: both are more productive in written than spoken language in general, and least productive of all in everyday conversations. Nevertheless, *-ness* is seen as the default suffix for forming de-adjectival abstract nouns (or, more inclusively, abstract nouns from non-verbal categories) by, e.g., Aronoff and Anshen (1998) and Bauer et al. (2013: 246).

The results from PDE studies also indicate that the overall lower productivity of *-ity* is due to factors at several levels of language. The phonology of *-ity* is more complex than that of *-ness* (Aronoff 1976: 38–43), and its junctural phonotactics is not sufficiently different from morpheme-internal transitions to facilitate parsing (Hay and Baayen 2003); morphologically, there are fewer bases to which it can attach, as native bases are usually out of the question (Marchand 1969: 312; Baayen and Lieber 1991; Hay and Plag 2004); semantically, its meaning is less coherent than that of *-ness* (Aronoff 1976: 38–43; Aronoff and Anshen 1998); and therefore, it is pragmatically better suited to the labelling function, which is not needed as often as recategorisation, at least not in written language (Plag et al. 1999; cf. Baayen and Neijt 1997). The functional/semantic differentiation between *-ity* and *-ness* is a process continuing to this day: while *-ity* is mainly used for labelling abstract or concrete entities, *-ness* is used more for syntactic recategorisation with the meaning ‘embodied attribute or trait’ (Riddle 1985; Plag et al. 1999; Baayen and Neijt 1997; Aronoff and Anshen 1998).

¹ According to Aronoff and Anshen (1998: 244–245), *-ity* seems to be more productive than *-ness* in 20th-century English, which goes against the results obtained by Baayen and his associates. As Aronoff and Anshen themselves admit, however, this result could be skewed: it is based on entries in the OED, and it may well be that *-ity* words are more likely to be listed in the dictionary simply because they are more unusual and thus more memorable than *-ness* words. Furthermore, as Baayen and Renouf (1996: 69) point out, it would be commercially unappealing for dictionary-makers to print all of the productively formed *-ness* words whose meaning is completely transparent to everybody anyway.
The semantic side of this equation, however, is challenged by Cowie (1999: 260–264), who argues, firstly, that Riddle (1985) is wrong in her claim that there was an influx of -ity words borrowed in the entity sense in Middle English, which would have started the differentiation. Secondly, Cowie shows that -ity words have been coined in the attributive meaning even in the 20th century, and while -ness words are difficult to use as labels, she argues that this is due to pragmatic rather than semantic reasons, namely “to the learned connotations of -ity and its use in specialized terminology”. Thirdly, Cowie claims that it is impossible to consistently distinguish between the attributive and abstract entity senses other than by determining whether or not the nominalisation appears as the object of a genitive (“Catherine’s boldness startled the elders” vs. “Boldness was frowned upon in the small community”), which according to her is not a change in semantic category. Cowie prefers Romaine’s (1985) depiction of semantic change in -ity formations, which goes from abstract to concrete, as in the two senses of curiosity; this can also happen to -ness formations, but much more rarely.

Baeskow (2012), too, notes that the difference between the attributive and abstract entity senses manifests itself in syntactic terms, but she argues that this is indeed a semantic distinction that could also be called specific vs. generic. She agrees with Riddle (1985) that -ness is associated more with specificity and -ity more with genericity in Present-day English (see also Adamson 1989: 214). Contrary to Riddle’s hypothesis of change, Palmer (2009: 286) observes a trend in 15th- and 16th-century letters such that -ity seems to have moved from abstract to attributive (my interpretation): while new 15th-century types mostly represent “abstract descriptive states”, in the 16th century they become more about “aspects of human disposition”, which may have been used more often in an attributive sense.

As for change in the productivity of -ness and -ity among different classes of adjectival bases, -ness has been commonly attached to adjectives of French origin since 1300, although native bases were still preferred in at least Early Modern English; by contrast, hybrid formations in -ity seem to always have been rare (Marchand 1969: 335, 312; Romaine 1985; Dalton-Puffer 1996: 81–85, 220–222; Nevalainen 1999a: 398). While words in -ableness seem to have appeared earlier than those in -ability, the association of -ity with -able may have arisen already in Middle English through -able/-ability word pairs borrowed from Latin; nowadays, -ability is by far the more common choice, provided that the semantics of the -able word matches that of -ity (Marchand 1969: 313–314; Dalton-Puffer 1996: 107; Riddle 1985). Similarly, -ibility has become more and more common
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than -ibleness, whereas -iveness seems to have been consistently somewhat favoured over -ivity (Anshen and Aronoff 1989). Other bases with which -ity became productive from the 15th century onwards include -ic, -al and -ar (Neva-lainen 1999a: 398). Lindsay (2012) argues that the Latinate bases are how -ity was able to reach productivity, as it found a niche in an emergent system.
3. **Historical sociolinguistics**

In addition to word-formation, the second major area of study with which this dissertation concerns itself is historical sociolinguistics. This chapter introduces the concept (Section 3.1), discusses the notion of the linguistic variable in the context of derivation (Section 3.2) and describes the social categories used in the studies (Section 3.3).

### 3.1. **Introduction**

In addition to contemporary studies, sociolinguistics has in the past three decades begun to be applied to historical material. According to Nevalainen and Raumolin-Brunberg (2003: 2), the first systematic attempt at this was made by Romaine (1982). Nevalainen and Raumolin-Brunberg themselves are pioneers in this field, which is now called **historical sociolinguistics** (Nevalainen and Raumolin-Brunberg 2012: 22–23). Besides their mother disciplines of sociolinguistics and historical linguistics, historical sociolinguists draw on social history to ensure the social and historical validity of their work (Nevalainen and Raumolin-Brunberg 2003: 8–11; see Nevalainen and Raumolin-Brunberg 2012: 27 for a more complete picture of related fields).

### 3.2. **Constructing the linguistic variable**

In variationist sociolinguistics, social categories are studied in relation to the **linguistic variable**, which Milroy and Gordon (2003: 88) define as a linguistic item with variant realisations that refer to the same thing but covary with different items or social categories. According to Milroy and Gordon (2003: 88), the use of a variant can be described quantitatively, in terms of percentages, rather than as an either/or situation. The methodology for investigating such variation was largely developed by Labov (1978 [1972], etc.) and was originally applied to phonological variables. The extension of the concept to morphology, lexis and syntax has given rise to the requirement of referential sameness, which is not always easy to achieve and is thus sometimes substituted with functional equivalence in discourse (Cowie 1999: 184–185; Tagliamonte and D’Arcy 2009: 72–74).

In my research, I could regard *-ness* and *-ity* as variants between which speakers can choose when they wish to form an abstract noun meaning something like ‘the property of being X’. This is, however, not an unproblematic point of view to take. As discussed by Cowie (1999: 186–188), even if we assume
referential sameness between -ness and -ity, each lexical item formed using either suffix will be in a paradigmatic relationship with other items, which may range from simplex words to syntactic constructions. Even the paradigm of synonymous nominal suffixes is not limited to -ness and -ity: in various phases of the history of English, it has included suffixes like -th, -dom, -hood, -ship (cf. 2.4 above) and, on a very limited number of bases, -acy and -ancy/-ency (Cowie 1999: 206–208). Furthermore, the number of bases actually shared by -ness and -ity turns out to be surprisingly small in many corpora (e.g., Cowie 1999: 198; Säily 2008: 71–72). It is therefore unclear what exactly should be included in the linguistic variable.

Aronoff and Gaeta (2003: 5) suggest that variation in the productivity of morphological processes can – and perhaps should – be examined separately for each process, and this is the approach taken in the present work. It is nevertheless illuminating to compare the kinds of variation observed in -ness on the one hand and -ity on the other. Methodologically, the absence of a linguistic variable means that productivity cannot be expressed in terms of, e.g., the proportion of -ness types out of the combined frequencies of -ness and -ity types, which again brings us to the difficulty of comparing type frequencies across subcorpora as a central issue addressed in this dissertation.

3.3. Social categories

The focus of this dissertation is on macro-level social categories (Labov (1978 [1972]: 183) within the framework of quantitative sociolinguistics. This section discusses the social categories employed in the present work – gender (3.3.1), social rank (3.3.2), register and genre (3.3.3) – and how they were realised in the sociohistorical contexts of the material used, chiefly those of England in the 17th, 18th and late 20th centuries. The categories were chosen based on previous research and on what it was possible to study in the material (see Chapter 4 below) in terms of metadata and coverage.

3.3.1. Gender

A social category that has proved to be a strong factor in language variation and change is gender. Like Nevalainen and Raumolin-Brunberg (2003: 110), I use the term gender instead of sex, because gender is a social construct, the characteristics of which can change over time. According to Milroy and Gordon (2003: 103), one generalisation to be made from previous work on present-day sociolinguistics is that women seem to prefer supralocal forms, i.e., ones that are fairly widely distributed, whereas men prefer local forms, which are often stig-
matised. Thus, women are often the leaders of supralocal language change, also known as supralocalisation, in which a linguistic feature spreads from one region to neighbouring areas (Nevalainen and Raumolin-Brunberg 2003: 112).

The category of gender is a pertinent one in 17th-century society as well. Women had an inferior status in comparison with men, and their rank came from the rank of their father or husband. The husband was the head of the household, and wife-beating was allowed by law, though frowned upon by people. The letters of gentlewomen to their husbands in this period show an anxiety to please (Wrightson 1993: 94), and women were expected to speak modestly in mixed society; in all-female contexts they could speak more freely (Mendelson and Crawford 1998: 212–213). Lower down on the social scale women could be more assertive in their speech (Wrightson 1993: 96), and rhetoric (including scolding, gossip, storytelling and folklore) was indeed one form of empowerment for women (Mendelson and Crawford 1998: 215–218).

Whereas men could freely move in both public and private spheres, women were mostly confined to the private sphere, with little opportunity for higher education or participation in the running of the society. According to Mendelson and Crawford, the situation changed somewhat during the Civil War, but after the Restoration women were forced to retreat from the public sphere at least formally (1998: 401–402, 419). As for employment, in addition to taking care of household chores in their own home, women could work as servants (young ladies of the gentry could be in the service of a noble kinswoman or the queen), and the poorer sort assisted their husbands in the shop or even worked in the field (Laslett 1965: 2–3, 11–12). Mendelson and Crawford say that women were on the whole less mobile than men (1998: 301), which could mean that in this period it was men rather than women who were the leaders of supralocal language change. On the other hand, women would often move when they got married, so they were not strangers to mobility.

Around the year 1600, only about a third of English males was literate in the sense of being able to both read and write (reading was taught before writing, and they were seen as two different skills). Women’s level of literacy was much lower throughout the Early Modern English period. In the 16th century, most of the male gentry (including nobility) had been educated by domestic tutors, but in the 17th century this was replaced by formal education in grammar schools teaching humanist rhetoric and religious knowledge. Similarly, at the age when they would have formerly gone into service in noble households, it was now fashionable to send young gentlemen to universities and the Inns of Court. Girls, of course, could not go to either grammar school or university; gentry females may well
have been taught by domestic tutors, but the rest would only have learned to read and write in petty school, if that. There was thus a hierarchy of education reflecting rank, wealth and gender. (Wrightson 1993: 188–193.)

In the 18th century, the situation was broadly speaking similar. As noted in Chapter 10, education was more widely available but still stratified, universities being reserved for men of the “better sort” (Cannadine 2000 [1998]: 47–48). Most women of the “better sort” were literate, and some had received a high-level education at home, although this was not necessarily encouraged by society at large (Tieken-Boon van Ostade 2010). Notably, this period saw the rise of the group of educated and intellectual women known as the Bluestockings. McIntosh (2008: 231) goes so far as to say that 18th-century British culture was “feminized”: there were more female authors than ever before, and the feminine virtues of politeness and sensibility were required of anyone aspiring to be counted among the upper classes.

In the late 20th century, the opportunities available to men and women were more equal, but the fields in which they were educated and the jobs they had were still highly gendered, and employment rates were higher for men than for women (Office for National Statistics 2013). Women were still granted less status and power than men, their sexuality remained more strictly controlled than that of men, and men were still expected to behave in a ‘manly’ manner like their peers, although the definition of manly behaviour may have changed over the centuries (Nevalainen 1999b: 511–513; James 1996; Milroy 1999; cf. Fletcher 1996; Foyster 1999).

3.3.2. Social class or rank

According to Milroy and Gordon (2003: 95), the category of social class comes from sociology, where it is used in two different models. The first model goes back to functionalist sociology and describes social classes as a flexible continuum of shared values and consensus, while the second model developed by both Marx and Weber treats class divisions as discrete and based on conflict. The consensus model sees occupations as the main way of distinguishing between different classes, whereas the conflict model gets its divisions from people’s different relations to the market.

Milroy and Gordon (2003: 96–97) argue that Labovian sociolinguistics, with its peaceful and harmonious concept of speech community, overwhelmingly follows the consensus model. There are nevertheless some sociolinguists who question it, pointing out that the very fact that there are so many vigorous non-standard vernacular communities could be interpreted as evidence of conflict.
Indeed, if there were no conflict, where would language change come from? However, Milroy and Gordon note that both models are potentially useful in sociolinguistics and that different kinds of data require different approaches.

In the 17th century, we talk about social rank rather than class. As Laslett (1965: 22) explains, the class system had not yet arisen – if class is defined as “a number of people banded together in the exercise of a collective power, political and economic”, in this pre-industrial society there was only one class, and most people would not have belonged to it. People did have different status levels, however, and for those levels I (following Nevalainen and Raumolin-Brunberg 2003: 33) choose to use the contemporary term rank.

There are many ways of dividing 17th-century society into ranks. A rough dichotomy would be gentry vs. non-gentry (Laslett 1965: 26); a tripartite division into the better sort, the middling sort and the poorest sort has also been suggested by Nevalainen and Raumolin-Brunberg (2003: 136, Model 4). In Nevalainen and Raumolin-Brunberg’s (2003: 136) Model 3, these contemporary labels are exchanged for the more neutral upper, middle and lower ranks, with the additional category of social aspirers above the middle ranks. Social aspirers were middle- or lower-ranking people who advanced to the upper ranks – for instance, merchants who became gentlemen or members of the upper clergy – and who would have wished to show their learning and gentility even in their language use.

Nevalainen and Raumolin-Brunberg’s (2003: 136) Model 2 is an even more fine-grained division, with royalty at the very top, followed by nobility, gentry, clergy and social aspirers; next professionals (e.g., army officers, lawyers, medical doctors and teachers) and merchants; and, finally, other non-gentry (such as yeomen, husbandmen, craftsmen, labourers, cottagers and paupers). In Nevalainen and Raumolin-Brunberg’s (2003: 136) Model 1, their most fine-grained model, the basic distinctions are the same as in Model 2, but the gentry is further subdivided into upper gentry (consisting of knights and baronets) and lower gentry (including esquires and gentlemen); furthermore, both upper and lower gentry are divided into a non-professional and a professional section, the latter of whose members held high government offices (2003: 137). Clergy, too, is divided into upper (bishops) and lower (the rest).

According to Wrightson (1993: 27–30), the rural gentry was as a rank preferred to the urban merchants and professionals; nevertheless, they were closely related, as merchants and professionals were often the younger sons of

---

1 The better sort consists of royalty, nobility, gentry and clergy, while the middling sort are professionals and merchants, and the poorest sort other non-gentry (see Models 1–2 below).
gentry, and a successful merchant or professional could acquire land and retire to the country, thus becoming a part of the gentry. The ownership of land and freedom from manual labour were the crucial criteria in deciding who was a gentleman (1993: 25). There were other avenues open to urban aspirers besides the rank of a country gentleman, however: professionals could advance to powerful governmental positions, and merchants could be active in guilds and the government of the city.

In 18th-century England, the crucial division in society was still between gentry and non-gentry (Hay and Rogers 1997: 18–24). However, as the number of tradesmen and manufacturers increased dramatically during the period (Fitzmaurice 2012), the line became more blurred than before, so that landownership or even freedom from manual labour was no longer essential, and wealthy merchants and sons of great manufacturers could be called gentlemen. According to Vartiainen et al. (2013: 235), “[t]his blurring of lines – gentlewomen somewhat more on a par with gentlemen in terms of education and literary influence, and gentry a more inclusive category than before – may have had an effect on language use as well”.

According to Cannadine (2000 [1998]: 171), social class was still alive and well in the late 20th century, especially in people’s minds and discussions. Statistics show that class also correlated with tangible issues like health (Office for National Statistics 2004). A common way of classifying people into social groups was based on the occupation of the head of the household (National Readership Survey 2014): upper middle class (A; higher managerial, administrative and professional), middle class (B; intermediate managerial, administrative and professional), lower middle class (C1; supervisory, clerical and junior managerial, administrative and professional), skilled working class (C2; skilled manual workers), working class (D; semi-skilled and unskilled manual workers) and non-working (E; state pensioners, casual and lowest grade workers, unemployed with state benefits only). This is also the classification used in the British National Corpus (see Section 4.3 below).

3.3.3. Register and genre

Following Nevalainen and Raumolin-Brunberg (2003: 190), my concept of register comes from Halliday (1978): registers are varieties based on use. For the purposes of linguistic analysis, registers consist of three situational dimensions, namely field (type of activity and topic), tenor (addressee and other participant relations) and mode (channel of communication) of discourse. In Chapter 11, I apply this concept to 18th-century correspondence, where the mode is written and
the field is letter-writing, each letter covering a variety of topics. While most of the previous studies of register variation in productivity and in corpus linguistics in general have focused on mode (e.g., spoken vs. written) and field of discourse, the kind of register variation I am interested in concerns tenor, i.e., the relationship between the sender and recipient of the letter. My hypothesis is that derivational productivity may vary in correspondence depending on the type of addressee, who could be a family member (nuclear or more distant), close friend or other acquaintance (cf. Bell 1984).

The mode and field dimensions of register are related to the concept of genre, here defined as a grouping of texts according to some conventionally recognized extralinguistic criteria (Lee 2001: 46). In this dissertation, I study variation in productivity within several genres, including personal correspondence, trial proceedings and the super-genres of casual conversation, imaginative texts and informative texts. As the majority of my studies are concerned with correspondence, a brief introduction to the letter genre is in order.

Nevala and Palander-Collin (2005: 2) define the letter as “a written message from one person to another” that has a function and several possible meanings depending on the recipient. The letter is also part of an intertextual network, being often a response to previous letters and giving rise to further responses. As noted above, an individual letter can deal with a number of topics, and the letter genre is heterogeneous in other ways as well. It has multiple sub-genres, such as business letters, and letters can be both conventional and unconventional, formal and informal (Nurmi and Palander-Collin 2008: 25). Crucially to my research, Nevala and Palander-Collin (2005: 3–4) point out that “[t]he style in which people write letters may be correlated with their position in a group or society”, and the style may also vary based on the recipient and the purpose of writing.

As noted by Nevala (2007: 89), letters were an integral means of communication between people in the 17th and 18th centuries. In this period, not all letters were necessarily seen as private: many letters had public functions and could be circulated or read aloud among family or friends (Nevala 2007: 89; Nevala and Palander-Collin 2005: 3). Thus, the writer had to keep in mind not only the recipient but possible overhearers. The early correspondence and other material used in this dissertation are described further in the next chapter.
4. Material

4.1. Corpora of Early English Correspondence

The Corpora of Early English Correspondence have been compiled at the University of Helsinki in a long-term project led by Terttu Nevalainen and Helena Raumolin-Brunberg. As the corpora have been designed for the purposes of historical sociolinguistics (see Chapter 3 above), the sampling unit has been the individual letter-writer, and the team have been aiming at a balance across various social categories, such as gender and social rank (Appendix II). Representing a “speech-like” genre (Culpeper and Kytö 2010: 17) and spanning c. 400 years from the 1400s to 1800, the corpora can be used to study sociolinguistics in the long diachrony. Amounting to roughly five million words in size, the corpora can be characterised as small but carefully compiled; for a discussion of the benefits of small corpora in diachronic research, see Hundt and Leech (2012).

Owing to a lack of resources in the compilation process, the Corpora of Early English Correspondence are based on published editions of letters rather than original manuscripts. However, the team have taken great care to only select reliable editions, and some of the editions have been checked against the originals and corrected by members of the team. For reasons of literacy and prestige, letters by women and the lower ranks have been harder to come by than letters by high-ranking men; therefore, the latter group is overrepresented in the corpora. Some poorer-quality editions with letters by women and the lower ranks have been used to supplement the corpora, and the quality of the edition has been coded into the header of each letter. A list of all editions used in the compilation of the corpora can be found in Nurmi et al. (2009: Appendix).

The present work makes use of all three of the correspondence corpora, described in Table 4.1 below: the original Corpus of Early English Correspondence (CEEC), c.1410–1681; the Corpus of Early English Correspondence Supplement (CEECSU), 1402–1663; and the Corpus of Early English Correspondence Extension (CEECE), 1653–1800. In addition, two alternate versions of the corpora are employed for the analysis of part-of-speech frequencies and key words, respectively: the Parsed Corpus of Early English Correspondence (PCEEC), which is the published, part-of-speech tagged and syntactically parsed version of the original CEEC, with some collections left out for copyright reasons; and the Standardised-spelling Corpora of Early English Correspondence (SCEEC), which currently comprises all of the collections in the correspondence corpora from 1500 onwards, with the spelling normalised using the VARD 2 software (Palander-Collin and Hakala 2011; Baron 2011).
More specifically, this dissertation uses the PCEEC in its entirety (Chapter 8); the 17th-century part of the original CEEC, supplemented with women’s letters from the Betts and Thynne collections in the CEECSU (Chapter 6); the 17th-century collections of the original CEEC in the SCEEC format (Chapter 7); and the 18th-century parts of the CEEC and CEECE, from the year 1680 onwards (Chapters 10 and 11). These data sets are summarised in Table 4.2. At roughly one to two million words each, they are rather small; furthermore, in the analyses they are divided into sociolinguistically defined subcorpora whose size may vary between thousands and hundreds of thousands of words.

Table 4.1. The *Corpora of Early English Correspondence*

<table>
<thead>
<tr>
<th></th>
<th>CEEC</th>
<th>CEECSU</th>
<th>CEECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>2,597,795</td>
<td>442,484</td>
<td>2,219,422</td>
</tr>
<tr>
<td>Letters</td>
<td>5,961</td>
<td>829</td>
<td>4,923</td>
</tr>
<tr>
<td>Writers</td>
<td>778</td>
<td>94</td>
<td>308</td>
</tr>
<tr>
<td>Time span</td>
<td>c.1410–1681</td>
<td>1402–1663</td>
<td>1653–1800</td>
</tr>
</tbody>
</table>

Table 4.2. The *Corpora of Early English Correspondence* used in this dissertation

<table>
<thead>
<tr>
<th></th>
<th>PCEEC</th>
<th>CEEC+ CEECSU C17</th>
<th>SCEEC C17</th>
<th>CEEC+ CEECE C18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words</td>
<td>2,157,573</td>
<td>1,323,945</td>
<td>1,223,846</td>
<td>2,216,119</td>
</tr>
<tr>
<td>Letters</td>
<td>4,969</td>
<td>3,172</td>
<td>3,055</td>
<td>4,945</td>
</tr>
<tr>
<td>Writers</td>
<td>659</td>
<td>324</td>
<td>305</td>
<td>315</td>
</tr>
<tr>
<td>Time span</td>
<td>c.1410–1681</td>
<td>1600–1681</td>
<td>1600–1681</td>
<td>1680–1800</td>
</tr>
</tbody>
</table>

4.2. *Old Bailey Corpus*

Another kind of material suitable for historical sociolinguistics is provided by the *Old Bailey Corpus* (OBC), which contains published trial proceedings from London’s central criminal court. This is a “speech-based” genre (Culpeper and

---

1 Note that the different versions of the CEEC corpora have been periodised slightly differently. Thus, the 17th-century collections of the SCEEC do not in fact contain all of the letters written in the 17th century in the corpus, as some of the 16th-century collections extend into the 17th century. Both this and slight differences in tokenisation (see further Chapter 13) contribute to the discrepancies between the sizes of the 17th-century materials reported in this table, as does the fact that the portion of the SCEEC used here does not include the supplementary material from the Betts and Thynne collections.
Kytö 2010: 17) enabling access to the language of the lower classes. However, the access is mediated through scribes and the changing editorial practices of the printer, which may affect the reliability of the results. For example, Huber (2007) finds a sharp decline in the frequency of negative contraction in the OBC over time, attributing this to the fact that in the 18th century, the proceedings became an official document controlled more and more by the City of London, which seems to have increased the formality of the reporting. Furthermore, scribes showed “differential faithfulness” (Huber 2007: 3.3.2.4) in their treatment of different linguistic variants, the faithfulness of the representation varying both intra- and inter-scribally.

Chapter 10 below uses version 0.4 of the OBC, which covers the years 1730–1910. The 18th-century part of the corpus, which is contrasted with the correspondence corpora in Chapter 10, contains c. 4.1 million words of speech-based material. However, unlike the correspondence corpora, which contain sociolinguistic metadata for almost all of the writers, the gender of the speaker in the 18th-century part of the OBC is known for c. 3.2 million words, and social rank in addition to gender for only half a million words. As court officials were men who used more formal language by virtue of their position, another subcorpus was constructed in Chapter 10 consisting of laymen and women only. The subcorpora of the OBC used in Chapter 10 are described in Table 4.3.

Table 4.3. The subcorpora of the Old Bailey Corpus used in this dissertation

<table>
<thead>
<tr>
<th></th>
<th>OBC C18</th>
<th>Gender known</th>
<th>Gender and rank known</th>
<th>Laymen and women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Words spoken</td>
<td>4,053,134</td>
<td>3,157,009</td>
<td>460,248</td>
<td>1,136,195</td>
</tr>
<tr>
<td>Speakers</td>
<td>25,340</td>
<td>22,471</td>
<td>2,555</td>
<td>8,072</td>
</tr>
</tbody>
</table>

In 2013, the developers of the OBC (Magnus Huber and team at the University of Giessen) published version 1.0 of the corpus, which provides considerably more data – and, presumably, metadata – than previous versions: c. 14 million words of speech-based material covering the period 1720–1913.

4.3. British National Corpus

The largest of the corpora used in this dissertation (Chapter 9), the British National Corpus (BNC) is a 100-million-word corpus of Present-day English compiled in the early 1990s. One subcorpus of the BNC in particular, the 4.2-
million-word demographically sampled spoken component, is well suited to sociolinguistic studies. Owing to the way the data was collected, however (see Burnard 2007: 1.5.1), metadata on the informants is patchy, and the subset for which both gender and social class are known is restricted to c. 2.6 million words (called BNC-DS in Chapter 9), which is comparable in size to the CEEC corpora and to the OBC. In terms of the kind of language included, everyday conversation, BNC-DS is more comparable to the correspondence corpora than to the trial proceedings, although correspondence may also include more formal language, such as business letters.

While the written component of the BNC was not designed with sociolinguistics in mind, it does contain some sociolinguistic metadata. Most importantly for the present study, the gender of the author has been recorded for c. 45 million words, which can be divided into imaginative and informative texts (Burnard 2007: 1.4.2). These two subcorpora (called BNC-W imag and BNC-W inf in Chapter 9) are large in comparison with the historical corpora, and not directly comparable to them in terms of genre. Most of the texts were written between the years 1985 and 1993, although some earlier works that were still in print in the early 1990s have also been included (Burnard 2007: 1.3–1.4). Due to the relatively short time span covered, the corpus is here treated as a synchronic snapshot of British English in the late 20th century. The spoken and written subcorpora of the BNC used in Chapter 9 are described in Table 4.4.

**Table 4.4.** The subcorpora of the *British National Corpus* used in this dissertation. The time spans are approximate as some of the texts are not given an exact date in the metadata

<table>
<thead>
<tr>
<th></th>
<th>BNC-DS</th>
<th>BNC-W imag</th>
<th>BNC-W inf</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Words</strong></td>
<td>2,632,512</td>
<td>15,931,189</td>
<td>29,322,653</td>
</tr>
<tr>
<td><strong>Speakers/writers</strong></td>
<td>358</td>
<td>445</td>
<td>889</td>
</tr>
</tbody>
</table>
5. Methods for diachronic corpus linguistics

To answer the research questions posed in Section 1.3 above, this dissertation employs a number of methods, which are described in detail in the individual studies. This chapter focuses on methods in two areas of general interest to diachronic corpus linguistics: statistical significance (Section 5.1) and visualisation (Section 5.2). Both sections begin with a survey of the state of the art, followed by an overview of the methods used in the present work. These methods will be evaluated further in Chapter 13 below.

5.1. Statistical significance

According to Coolidge (2013: 166), statistically significant findings “indicate that the results of the experiment are substantial and not due to chance”. For significance to be measured, the experiment needs to be framed in terms of hypothesis testing, also known as significance testing. As an example, we may posit the research hypothesis that the frequency of a word in letters written in 1600–1639 differs from the frequency of the word in letters written in 1640–1681 – i.e., the frequency changes over time. We observe such a difference in a corpus and wish to know if the difference is significant or spurious. The null hypothesis would be that there is no relationship between time and frequency, so that an equally large difference could easily occur by chance in the corpus. The observed difference is statistically significant if the probability $p$ that we are wrong in rejecting the null hypothesis is lower than a specific percentage, called the significance level (often 5%, $p < 0.05$). The procedure by which the probability is calculated is called a significance test.

5.1.1. State of the art

Historical corpora have traditionally been small (at most a few million words in size), which has sometimes made significance testing irrelevant or inapplicable, when there have only been a few instances of a linguistic feature per time period. Furthermore, the staples of statistical analysis in corpus linguistics, i.e., key words (Scott 1997; Rayson 2008) and collocations (Sinclair 1991; Evert 2009), are problematic to apply to historical corpora, which typically exhibit a great deal of spelling variation and which may span centuries of changing language use. A more common application of significance testing in diachronic corpus linguistics has been to analyse the significance of differences in the frequencies or pro-
portions of a limited number of specific linguistic features over time, combining the orthographic forms manually (e.g., Laitinen 2006).

With the advent of larger corpora, such as the 34-million-word *Corpus of Late Modern English Texts 3.0* (based on Diller et al. 2010) and the billions of words contained in *Early English Books Online* (EEBO; Pumfrey et al. 2012), as well as new tools for spelling normalisation such as VARD (Baron 2011; Baron and Rayson 2009), the role of significance testing and other statistical methods is increasing in diachronic corpus linguistics. The present work shows that improvements in significance testing methods can also benefit smaller corpora.

The kind of significance tests that have been used the most in diachronic corpus linguistics, as well as corpus linguistics in general, can be characterised as bag-of-words tests (Chapter 7 below; Lijffijt 2013: Chapter 4). This means that when applied to comparing word frequencies, they make the assumption that words occur randomly in texts, which is obviously untrue and causes the tests to yield many false positives, i.e., spurious results marked as significant (Kilgarriff 2005; Paquot and Bestgen 2009; Lijffijt et al. forthcoming). As an upside, the tests are easy to apply: in comparing word frequencies between two corpora, for example, one only needs a $2 \times 2$ contingency table to represent the data, and the significance can be looked up in a book or by entering the numbers into an online calculator.

Examples of bag-of-words tests include the $\chi^2$ test (Pearson 1900), the log-likelihood ratio test (Dunning 1993) and Fisher’s exact test (Fisher 1922). While the $\chi^2$ test is perhaps the easiest to understand and is still often taught first in courses on statistics, many corpus linguists have abandoned it in favour of the log-likelihood ratio test (Rayson and Garside 2000; Rayson et al. 2004), which has become the de facto standard test in key word analysis, widely implemented in corpus-linguistic software like WordSmith Tools (Scott 2012). Fisher’s exact test, which is basically an exact version of the $\chi^2$ test, used to be too computationally intensive for regular users, but nowadays it too is only a mouse click away, and has been recommended by, e.g., Pedersen (1996) for collocations. Nevertheless, the $\chi^2$ test continues to be employed by many linguists for diachronic comparisons not involving key words or collocations.

Corpus linguists have long acknowledged the problem of the randomness assumption in these significance tests, and Gries (2008) proposes a solution to be used alongside the tests: a measure of dispersion, improved upon by Lijffijt and Gries (2012). Thus, even though the significance test itself does not take into account the dispersion of the item in question across the texts in the corpus, this is
done by a separate measure of dispersion, which can be used to evaluate the differences marked as significant by the test.

Another solution is to use a test that does take dispersion into account, henceforth called a dispersion-aware test. The input for these kinds of tests is somewhat more complex than a 2×2 table, as they typically require the relative frequency of the item in question to be reported for each text in the corpus, rather than for the corpus as a whole. These per-text frequencies are what enables the test to consider the dispersion of the item. Dispersion-aware tests include the t-test (e.g., Welch 1947); the Wilcoxon rank-sum test, also known as the Mann-Whitney U test (Wilcoxon 1945; Mann and Whitney 1947); and tests based on resampling, which are discussed in the next section.

Comparing the log-likelihood ratio test, the t-test and the Wilcoxon rank-sum test, Paquot and Bestgen (2009) find the t-test to be the best suited for their purposes. Kilgarriff (2001) recommends the Wilcoxon rank-sum test for comparing corpora, and it has recently been implemented in the online interface for BNC64, a socially balanced corpus of informal British speech extracted from the BNC (Březina 2013). While Vartiainen et al. (2013) use the Wilcoxon rank-sum test to compare pronoun frequencies over time and across social categories, dispersion-aware tests are still rare in diachronic corpus linguistics as well as the corpus-linguistic community as a whole.

The problems with bag-of-words tests have prompted some corpus linguists to propose the use of a measure of effect size in addition to a significance test (Gries 2005; Gabrielatos and Marchi 2012). If a difference is significant but its effect size is small, it means that the phenomenon is probably not spurious but that it is weak. Ideally, we would like to discover differences that are both real and large, so a measure of effect size might be a useful accompaniment to dispersion-aware tests as well.

Some researchers in diachronic corpus linguistics (see Hilpert and Gries forthcoming for an overview) are applying more sophisticated quantitative methods such as multifactorial regression analysis, which also involve statistical significance testing. These approaches are not dealt with in this dissertation, which focuses on so-called “robust statistics” (Hilpert and Gries forthcoming) requiring a minimal number of background assumptions. The two robust significance tests employed in the present work, permutation testing and bootstrapping, are discussed in the next section.
5.1.2. Resampling

The idea behind resampling statistics is to make the best use of the available data. For corpus linguistics, this means that the corpus is divided into samples, which are combined repeatedly and randomly to create confidence intervals for the observed frequency of an item in a subcorpus. This is a data-driven approach which in principle requires no modelling assumptions. However, the size of the sample matters: if we use individual words as samples, we make the invalid assumption that words occur randomly in texts (see Chapter 6 below), so it is usually better to use individual texts as samples, or, e.g., groups of texts written by the same person. Previous corpus-linguistic research has employed these types of statistics to verify the results of statistical modelling or to explore variability without hypothesis testing (Tweedie and Baayen 1998; Gries 2006b; Hinneburg et al. 2007), but this dissertation argues that they can also stand alone as useful measures of statistical significance.

5.1.2.1. Permutation testing

The impetus for the permutation testing approach in my work (Chapters 6, 9, 10 and 11) arose from a desire to compare the morphological productivity of a suffix across sociolinguistically defined subcorpora (based on, e.g., gender or time period) of different sizes. The measures of morphological productivity used in this dissertation, type and hapax frequencies, do not grow linearly with the size of the corpus, which means that they cannot be normalised, making comparisons difficult (see Chapter 6). With permutation testing, we can create confidence intervals for the type and hapax frequencies of the suffix in each subcorpus by comparing the subcorpus with multiple randomly composed subcorpora of the same size. This enables us to state how likely it is for a subcorpus to have the observed type or hapax frequency: for instance, if more than 99.9% of the randomly composed subcorpora have a higher type or hapax frequency than the actual subcorpus, the observed frequency is significantly low at \( p < 0.001 \).

The randomly composed subcorpora are built from the samples into which the entire corpus has been divided (see 5.1.2 above). These samples are picked in a random order by a computer program to compose a large number of subcorpora for each possible corpus size, from one word or token up to the size of the entire corpus. Each sample is used no more than once per subcorpus. Because there are usually too many possible combinations of subcorpora to compute exhaustively, we use a variant of permutation testing called Monte Carlo testing (Dwass 1957; Mitzenmacher and Upfal 2005: 252) to approximate the number of permutations.
Background

(see Chapter 6 for details). The permutation testing method is illustrated using type accumulation curves in Section 5.2.2 below.

5.1.2.2. Bootstrapping

The usual application of bootstrapping in diachronic corpus linguistics (Ogura and Wang 1996; Mannila et al. 2013) is as follows. We have a frequency measurement from a corpus and we wish to estimate the uncertainty in this frequency: If the corpus were composed slightly differently (but with the same number of samples), how much would the frequency of the item change? What are the limits to this variability? Bootstrapping (Efron and Tibshirani 1993) utilises a similar kind of resampling technique as permutation testing, except that the samples can be used more than once – it is random sampling with replacement. Thus, we can create random permutations of the entire corpus, rather than just a subcorpus, and get different frequency results every time, because we use some samples more than once, while others are left out entirely. These permutations are used to establish confidence intervals for the observed frequency in the same way as in permutation testing (5.1.2.1 above).

In my work with Jeffrey Lijffijt and others in the DAMMOC project (Chapter 7 below; Lijffijt et al. forthcoming), we use bootstrapping as a significance test for comparing word frequencies between corpora, as in key word analysis. Say we have two corpora, $S$ and $T$, and we are interested in the significance of the difference in the frequency of a word in them. For both corpora, we take the normalised frequency of the word in each sample (in this case, each text) and calculate the mean of these to derive a frequency estimate for the word in the corpus. Next, we estimate the variability in the mean frequencies by creating many randomised corpora having the same number of texts as the smaller of the two actual corpora. We do this for $S$ and $T$ separately: we repeatedly sample a corpus $S'$ from $S$ and a corpus $T'$ from $T$, and calculate the mean frequency of the word in both $S'$ and $T'$. Then we compute the $p$-value using a formula presented in Chapter 7 below. To put it in a slightly simplified way, we basically calculate the proportion of times that the frequency is greater in $T'$ than in $S'$ and multiply it by two, yielding the probability that the frequency differs in either direction between $S'$ and $T'$. With some smoothing, this gives us the statistical significance we were after. Implementations of the test for R and Matlab are available in Lijffijt (2012).

As a concrete example of the use of this dispersion-aware test, let us take the word *Stephen* in the 17th-century collections of the standardised-spelling version of the CEEC, divided into two subperiods: 1600–1639 (consisting of 1,498 letters) and 1640–1681 (1,557 letters). *Stephen* occurs 25 times in 1600–
1639 but only 4 times in 1640–1681, and we hypothesise that this difference is significant at a level of \( p < 0.05 \). Let us test this hypothesis using the bootstrap test described above. The mean of the normalised frequencies of *Stephen* in each letter is 8.6 per million words in 1600–1639 and 3.9 per million words in 1640–1681. Now we use a computer program (Lijffijt 2012) to create ten thousand randomised corpora by repeatedly sampling 1,498 letters with replacement from both time periods, and calculate the frequency estimate for *Stephen* in each of the corpora. The proportion of times that the frequency is greater in the randomised corpora sampled from 1640–1681 than in those sampled from 1600–1639 is c. 30%. The program computes the \( p \)-value using the formula presented in Chapter 7 below, yielding the result \( p \approx 0.6148 \). This is well above our significance level, which means that the difference is not significant.

However, if we test the hypothesis using one of the bag-of-words tests, namely the log-likelihood ratio test, the difference is marked as highly significant at \( p \approx 0.000007 \). The explanation for this discrepancy is that the log-likelihood ratio test does not take into account the fact that the 25 instances of *Stephen* in 1600–1639 are poorly dispersed: in fact, all but one of them occur in a single letter written by William Wentworth in 1614. Crucially, the discrepancy between the tests is not limited to obscure names but also affects frequent words. In the analysis we conducted for Chapter 7, the difference in the frequency of the word *the* between the two periods was highly significant according to the log-likelihood ratio test \( (p \approx 0.00000005) \) but insignificant according to the bootstrap test \( (p \approx 0.0173) \) at a significance level of \( p < 0.0016 \). We used such a tight significance level because we tested a number of hypotheses at once, a situation which is discussed further in the next section.

### 5.1.3. Multiple hypothesis testing

All of the significance tests described above are meant for testing one hypothesis at a time. That is, the significance indicates the probability that we are wrong in rejecting a single null hypothesis. In diachronic corpus linguistics, however, we are often interested in testing multiple hypotheses within or across corpora – for instance, comparing item frequencies between each adjacent time period in the corpus. When we test multiple hypotheses, the significance should be adjusted for the number of hypotheses we are testing. To take a simple example, when flipping a coin once, the probability of getting heads is 0.5, but when we flip the coin four times, the probability of only getting heads is \( 0.5^4 = 0.0625 \), and the probability of getting heads at least once is \( 1 - 0.5^4 = 0.9375 \). Just like the probability of getting heads at least once increases when we increase the number of times we
flip the coin, the probability that we are wrong in rejecting the null hypothesis increases when we increase the number of hypotheses we test, unless we adjust the significance level accordingly.

There are several ways to correct for testing multiple hypotheses, none of which have been used much in corpus linguistics (Gries 2005: 281). In most of my own work on productivity, I have simply tried to keep the significance level sufficiently strict to ensure that the results are meaningful (Chapters 6, 9 and 10 below). Chapter 8 on comparing part-of-speech frequencies uses a significance test called Tukey’s test (e.g., Coolidge 2013: 292–296), which is similar to the t-test but incorporates a built-in correction for family-wise error rate (FWER). The FWER metric is also implemented in a stand-alone method called Bonferroni correction, used in a corpus-linguistic setting by Oakes and Farrow (2007). According to Shaffer (1995: 569), adjusting significance through Bonferroni correction can be as simple as dividing the predetermined significance level by the number of hypotheses tested: for instance, if the significance level is 0.05 and we test 100 hypotheses, the corrected significance level is 0.05/100 = 0.0005.

Both Chapter 7 on comparing word frequencies and my final productivity paper in Chapter 11 use a method called false discovery rate control (FDR control), introduced by Benjamini and Hochberg (1995). We have also used it in Vartiainen et al. (2013). As noted by Lijffijt (2013: 14–15), while FWER expresses the probability that at least one false positive occurs, FDR is the expected proportion of false positives out of all positives. As discussed in Chapter 7 below, FWER is a more conservative metric and may thus mark interesting results as non-significant, whereas FDR is more powerful. FDR control is somewhat more complex than Bonferroni correction, but still easy to understand, and can be applied using a simple Excel spreadsheet or even pen and paper.

The procedure of FDR control is as follows (see Benjamini and Hochberg 1995: 293). Say we test ten hypotheses, a–j, each hypothesis stating that there is a difference in the frequency of a linguistic item between two adjacent time periods (so we have eleven time periods in all). We obtain p-values for the hypotheses using a significance test. Now we sort the hypotheses by p-value, smallest first, and number them from 1 to 10, as in Table 5.1. We choose a false discovery rate we deem acceptable; for instance, it could be 0.05 like the usual significance level. For each hypothesis, we divide the number of the hypothesis by the total number of hypotheses and multiply it by the false discovery rate. Then we compare the p-value to this new figure, let us call it the q-value, and look for the first row where the p-value is greater than the q-value. In Table 5.1, this occurs at hypothesis 6, so we shall only accept hypotheses 1–5. Without FDR control, we
would have accepted hypotheses 1–8 (at a significance level of 0.05). With the more conservative Bonferroni correction, the corrected significance level would be 0.05/10 = 0.005, so we would only accept hypotheses 1 and 2.

Table 5.1. An example of the FDR controlling procedure

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>p-value</th>
<th>Number</th>
<th>q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>f</td>
<td>0.001</td>
<td>1</td>
<td>1/10×0.05=0.005</td>
</tr>
<tr>
<td>j</td>
<td>0.004</td>
<td>2</td>
<td>2/10×0.05=0.010</td>
</tr>
<tr>
<td>d</td>
<td>0.010</td>
<td>3</td>
<td>3/10×0.05=0.015</td>
</tr>
<tr>
<td>h</td>
<td>0.012</td>
<td>4</td>
<td>4/10×0.05=0.020</td>
</tr>
<tr>
<td>g</td>
<td>0.024</td>
<td>5</td>
<td>5/10×0.05=0.025</td>
</tr>
<tr>
<td>c</td>
<td>0.031</td>
<td>6</td>
<td>6/10×0.05=0.030</td>
</tr>
<tr>
<td>a</td>
<td>0.033</td>
<td>7</td>
<td>7/10×0.05=0.035</td>
</tr>
<tr>
<td>b</td>
<td>0.046</td>
<td>8</td>
<td>8/10×0.05=0.040</td>
</tr>
<tr>
<td>e</td>
<td>0.060</td>
<td>9</td>
<td>9/10×0.05=0.045</td>
</tr>
<tr>
<td>i</td>
<td>0.070</td>
<td>10</td>
<td>10/10×0.05=0.050</td>
</tr>
</tbody>
</table>

5.2. Visualisation

According to Spence (2007: 5), the purpose of information visualisation is to allow information to be derived from raw data. The process is in principle straightforward: “data […] is transformed into pictures, and the pictures are interpreted by a human being”, who gains insight or understanding in the process (ibid.). Visualisation facilitates understanding because human beings have evolved to “acquire more information through vision than through all of the other senses combined” (Ware 2004: 2). This section reviews the state of the art in diachronic corpus visualisation and describes the two major kinds of visualisation used in this dissertation, type accumulation curves and beanplots.

5.2.1. State of the art

Siirtola et al. (2011: Section 3) study the visualisations included in papers published in the journal Literary and Linguistic Computing. In diachronic corpus linguistics, the situation seems to be similar to that in the journal: typical visualisations include line charts and bar charts (Playfair 2005 [1786], 1801) showing the frequencies or proportions of linguistic items on the y-axis, with subcorpora representing different time periods on the x-axis (e.g., Leech 2011; Nevalainen 2013). Data of this kind is also sometimes presented using tables alone (e.g., Rissanen 2012). Line charts illustrating language change are often
roughly S-shaped; these S-curves have been modelled mathematically by, e.g., Blythe and Croft (2012).

**Scatterplots** (for the origins of which see Friendly and Denis 2005) are used to some extent in diachronic corpus linguistics to display per-text frequencies over time (e.g., Warner 2005). Another way to give some indication of per-text frequencies is to use **boxplots** (Tukey 1977: Section 2C), where the frequency of the item in each chronological subcorpus is given as a box rather than as a point (e.g., Tyrkkö 2014). As noted by Siirtola et al. (2011: Section 3.5), “[a] boxplot for a set of numbers shows the median, the first and third quartiles, and the smallest and largest values of the set visually”. The boxplot is now being rivalled by the beanplot, discussed in Section 5.2.3 below. Hilpert (2011) presents one of the most innovative visualisations in diachronic corpus linguistics to date: interactive **motion charts**, which are series of diachronically ordered scatterplots animated using the googleVis package for R (Gesmann and de Castillo 2011). In a similar vein, Rohrdantz et al. (2011, 2012) track semantic change by various kinds of visual analytics. Lyding et al. (2012) use **Structured Parallel Coordinates** (Culy et al. 2011) to visualise change in academic discourse.

Other interactive visualisation tools of use to diachronic corpus linguistics include **DocuScope** (Kaufer et al. 2006) and **Text Variation Explorer** (Siirtola et al. 2014). DocuScope is a rhetorical analysis tool that has been used to compare and contrast Early Modern English texts, notably Shakespeare (Hope and Witmore 2010). Text Variation Explorer can be employed to compare (sub)corpora according to three common text measures (type/token ratio, the proportion of hapax legomena and average word length), as well as to cluster text fragments in terms of a user-specified list of words through principal components analysis. It is an innovative tool designed for exploratory corpus analysis, providing continuous and immediate feedback with all the graphs linked to each other and to the text itself to facilitate the generation of insights.

Some visualisations are used in connection with a specific method. **Dendrograms**, for example, are often used to illustrate the clusters produced by hierarchical clustering. Gries and Hilpert (2008) employ this method for periodisation in historical linguistics, whereas Tyrkkö (2013) applies it to group early English medical texts based on their most frequent words. The next section describes the visualisations associated with the method for measuring morphological productivity used in this dissertation, namely type accumulation curves.
5.2.2. Type accumulation curves

Figure 2.1 on page 18 above illustrates a single type accumulation curve, also known as a growth curve. In the permutation testing method used in this dissertation (Section 5.1.2.1 above; Chapters 6, 9, 10 and 11 below), we pick samples randomly without replacement to generate a million type accumulation curves using a computer program (Suomela 2007, 2014). Taking -ity types in the 17th-century section of the CEEC as an example, the procedure for constructing the type accumulation curves is as follows (curves for hapax legomena and tokens are constructed in a similar way; see Chapter 6 for details). First we divide the corpus into samples large enough to preserve discourse structure, e.g., individual texts. Then we pick a sample randomly and calculate the number of -ity types in it, plotting the sample on a figure with the size of the sample on the x-axis and type frequency on the y-axis. Next we pick another sample, add it to the previous one, and calculate the combined number of types, plotting the result on the same figure. We repeat this until all samples have been picked, producing a random type accumulation curve as in Figure 5.1.

![Figure 5.1. A random type accumulation curve (see Chapter 9 below). Each tick mark represents the addition of one sample](image)
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**Figure 5.1.** A random type accumulation curve (see Chapter 9 below). Each tick mark represents the addition of one sample
We repeat this process multiple times, as in Figure 5.2, and keep repeating the process until we have plotted a million random type accumulation curves onto the graph. Then we draw confidence intervals onto the curves to indicate the area covered by 90%, 99%, 99.9% and 99.99% of the curves, shown in Figure 5.3. Now we can plot the desired subcorpora onto the curves and see where they are located on the confidence intervals. In Figure 5.4, the subcorpus of texts written in 1600–1639 contains a significantly low number of -ity types compared to randomly composed subcorpora of the same size \((p < 0.001)\), whereas the subcorpus of texts written in 1640–1681 is not significantly different from random subcorpora of the same size \((p < 0.1)\). This indicates that the productivity of -ity increases over time.

**Figure 5.2.** A hundred random type accumulation curves
Figure 5.3. A million random type accumulation curves with confidence intervals (see Chapter 6 below)
Note that unlike most graphs depicting change over time, the type accumulation curves do not have time on the x-axis: rather, the x-axis shows corpus size, measured in either the number of running words or the token frequency of the linguistic item in question. We can only use this graph to illustrate change over time if we plot chronological subcorpora onto it. The fact that the subcorpus for 1640–1681 is plotted to the right of the subcorpus for 1600–1639 does not indicate time but corpus size, as the 1640–1681 subcorpus happens to be the larger of the two. Furthermore, note that the y-axis shows the absolute number of types (recall that type frequency cannot be normalised), so the fact that the subcorpus for 1640–1681 is vertically higher on the graph than the subcorpus for 1600–1639 does not necessarily indicate that it has a relatively higher type frequency. That is, we cannot compare these two subcorpora with each other directly; we can only compare each subcorpus with randomly composed subcorpora of the same size. For more discussion on the use of type accumulation curves in diachronic corpus linguistics, see Chapter 10 and Chapter 13 below.
5.2.3. Beanplots

As noted in Section 5.2.1 above, the beanplot (Kampstra 2008) is an improved version of the boxplot. As far as I have been able to determine, Chapter 8 below (i.e., Säily et al. 2011) represents the first use of the beanplot in diachronic corpus linguistics. The chief difference between beanplots and boxplots is that the beanplot shows the actual shape of the frequency distribution of the item in question across the samples (Figure 5.5), whereas the boxplot is simply box-shaped (Figure 5.6). In some ways, however, the boxplot is more sophisticated, since it explicitly marks the first and third quartiles and the smallest and largest values, as well as giving an indication of statistical significance: if the wedges in the middle of two boxplots do not intersect, the frequency of the item differs significantly between the two. The idea behind the beanplot is to be more accessible to non-expert users, so advanced features like these have been left out.

![Sociolinguistic variation in noun ratio over time: gender](image)

**Figure 5.5.** A beanplot illustrating gender-based variation in the proportion of nouns in the *Parsed Corpus of Early English Correspondence*. Reproduced from Siirtola et al. (2011: Figure 12)
Figure 5.6. Boxplots illustrating gender-based variation in the proportion of nouns in the *Parsed Corpus of Early English Correspondence* (F=women, M=men). Reproduced from Siirtola et al. (2011: Figure 11)

The beanplot consists of a one-dimensional (vertical) scatterplot accompanied by a density plot (e.g., Silverman 1986) showing the shape of the distribution. The left-hand side of the beanplot can represent a different subcorpus from the right-hand side, as in Figure 5.5, or the density plot and scatterplot can be mirrored to form the bean. Each tick mark on the scatterplot represents the frequency of the item in one sample (here, one letter), so the number of tick marks gives an indication of the size of the subcorpus. The thick horizontal line on the scatterplot represents the mean frequency of the item across the samples in the subcorpus, while the mean frequency across all samples is represented by a dotted horizontal line across the entire graph. Note that this differs from the boxplot, which uses median frequency; however, this can be changed, and Vartiainen et al. (2013) indeed use beanplots with median frequencies.

The density plot facilitates spotting multimodality in the data, which can be caused by outliers (see Siirtola et al. 2011: Section 3.5). These are visible in the form of “bumps” on the bean; for instance, the bump on the lower left-hand side
of the last bean in Figure 5.5 is due to letters written by Dorothy Osborne, a gentlewoman who has turned out to be an outlier in terms of nearly every linguistic feature studied in the CEEC corpora. Here she uses fewer nouns than most of the other women in the PCEEC, causing the mean proportion of nouns in women’s letters to drop considerably lower in her period than in the other periods. In the boxplot in Figure 5.6, the median is also low in the final subcorpus of women’s letters, but the outlier dragging it down is not visible on the plot in any way. Thus, the beanplot is in my opinion preferable to the boxplot (as well as to the simple line and bar charts) for making visual comparisons in diachronic corpus linguistics, where corpora are typically small and individual outliers may have a large impact. An implementation of the beanplot for R is available in Kampstra (2008).
PART III: CONCLUSION
12. Answers to research questions

1. Is there sociolinguistic variation and change in the productivity of -ness and -ity in the history of English?

We have charted sociolinguistic variation and change in the productivity of -ness and -ity from Early Modern English to Present-day English. In short, the answer to the research question is yes, except that the productivity of -ness does not seem to change over time. As hypothesised, we have discovered that the productivity of the etymologically foreign -ity is significantly low with women in the 17th century (Chapter 6). Surprisingly, however, the difference seems to persist throughout the centuries and across genres, although in 18th-century correspondence it is only apparent in the register of letters written to close friends (Chapter 11). This has led to a new hypothesis of a relatively stable gendered style.

We have also hypothesised that the lower ranks would use -ity significantly unproductively in the 17th century, but there has been too little data from them for significant results to emerge. In 18th-century correspondence, we do find that the lower-class Clift family underuse both -ity and -ness compared to the royalty, which could be due to fact that the topics they write about do not require extensive use of abstract nouns (Chapter 11). Furthermore, in present-day conversations in the BNC (Chapter 9), the productivity of -ness is significantly low with women belonging to the lower classes (while the productivity of -ity is low with women in general), which could be a question of style. This shows that social categories may co-vary, which should be taken into account where the amount of data permits.

The above already disproves our hypothesis that there is no sociolinguistic variation in the productivity of -ness. Moreover, in 18th-century correspondence, there is a tendency for clergy to use -ness more productively than others, perhaps as a carry-over from sermons, whereas royalty use it significantly unproductively by repeating the same tokens in formulaic expressions (Chapters 10 and 11). Nevertheless, there seems to be less variation in the productivity of -ness than in that of -ity: even though the same categories have been tested for each, there are fewer statistically significant differences in the use of -ness, and the most significant differences are in the use of -ity. Hence, the productivity of -ness also seems to be more resistant to change in the periods studied.

Our exploratory analysis has shown that the productivity of -ity increases throughout the 17th and 18th centuries, perhaps led by the social rank of
professionals and, in 18th-century correspondence, by men writing to their close friends (Chapters 6, 10 and 11). This could be connected to the overall long-term increase in the productivity of -ity observed by Lindsay and Aronoff (2013) in the *Oxford English Dictionary*, but it could also be associated with stylistic changes in the two genres studied, personal correspondence (Biber and Finegan 1997) and courtroom discourse (Huber 2007).

2. How can we study productivity in small corpora which contain a great deal of spelling variation?

The method presented in Chapter 6 seems to be a good solution to this if we value data-driven exploratory analysis without complex background assumptions. Even though the method does require a certain amount of data to yield reasonable confidence intervals, we have been able to discover both significant and interesting differences in corpora containing only a million words or so, divided into various sociolinguistically defined subcorpora. Spelling variation is a minor issue because we do not attempt to track the frequency of the base of each formation or the frequency of all hapax legomena in the entire corpus; rather, we concentrate on the type and hapax frequencies of the affix as a function of either the number of running words or the number of affix tokens in the corpus. This gives us an improved version of the productivity measures $V$ and $P$ (Baayen 2009) without the problem of comparability across subcorpora of varying sizes, as we use the statistical technique of permutation testing to only compare each subcorpus with randomly composed subcorpora of the same size.

3. How can we study variation and change in corpora which may not be completely comparable over time and across genres?

Chapter 7 proposes two related methods for comparing corpora and studying genre continuity. The first of these is the bootstrap test (Section 5.1.2.2 above), which is a reliable and data-driven way to determine the significance of differences in word frequencies, combined with false discovery rate control (see 5.1.3 above). The second method is useful when we are interested in differences related to a particular semantic category. The idea is to go through the words whose frequency is significantly different between two corpora according to the bootstrap test and narrow the list down to only those words that belong to the category. Rather than defining the category in an ad-hoc manner as has been done in previous research (Leech and Fallon 1992), we use the *Historical Thesaurus of the Oxford English Dictionary* (HT) to classify the words. Another solution
would be to tag the corpora semantically and identify key semantic domains (Rayson 2008) using the bootstrap test, but no current semantic tagger is completely accurate or uses a classification scheme sensitive to change over time like the HT (cf. Archer 2012, 2014).

Chapter 8 uses beanplots (Kampstra 2008) to visually compare differences in part-of-speech frequencies across time periods and social categories. As discussed in 5.2.3 above, beanplots are preferable to boxplots and simple line graphs in that they show the shape of the frequency distribution across the texts in each subcorpus, which facilitates identifying outliers. Furthermore, beanplots give an indication of the number of texts in each subcorpus, enabling the researcher to assess the importance of the observed differences more accurately. The statistical significance of the differences is measured by Tukey’s test, which provides a built-in correction for testing multiple hypotheses. Other dispersion-aware tests could be used as well (see 5.1 above). To assess the reliability of the part-of-speech tagging of the corpus, we reannotate the corpus according to a different annotation scheme and compare the part-of-speech frequencies in the two versions.

These studies illustrate the extent to which different sections of the Corpus of Early English Correspondence vary in terms of word frequencies as well as noun and pronoun frequencies. I would argue that large-scale studies of this kind can be extremely useful to researchers in diachronic corpus linguistics, most of whom study the frequencies of a small subset of words or constructions. It is up to the individual researcher using the corpus to decide whether the variation and change observed in the large-scale studies could affect her results. For instance, the relative stability of the corpus over time observed in both Chapter 7 and Chapter 8 gives me a solid basis on which to build my observations of change in morphological productivity. Furthermore, the finding from Chapter 8 that men consistently use more nouns than women is highly relevant to my research and affects my interpretation of the gender-based variation in the use of the nominal suffix -ity in the corpus.

4. Are the productivity measures proposed in previous research valid in and applicable to sociolinguistic data of this kind?

Chapters 6 and 9 discuss reasons why the productivity measures $V$ and $P$ cannot straightforwardly be applied to comparing sociolinguistically defined subcorpora of varying sizes. While some studies have solved this problem by using parametric models (Plag et al. 1999; Keune et al. 2006), these entail simplifying assumptions about the text, e.g., that the occurrences of the words are in-
dependent. The solution presented by Gaeta and Ricca (2006), to reduce the size of the larger subcorpora to match the smallest subcorpus, requires us to discard some of the already sparse data. Chapter 6 proposes a robust, assumption-free approach that provides access to the actual growth curve instead of an estimation, makes the most of the available data and incorporates a reliable measure of statistical significance.

Chapter 9 finds that the applicability of hapax-based measures in general depends on the size of the corpus. This is not due to the fact that hapaxes are less likely to be genuinely new formations in small corpora; rather, the reason is that the number of hapaxes varies so widely in small corpora that it is impossible to tell whether a certain number of hapaxes is typical or significantly different from the norm. The good news is that the method presented in Chapter 6 enables us to visualise the amount of variability in hapax frequencies in the corpus and to leave out such measures if necessary. Unfortunately, it seems that at around a million running words, many sociolinguistic and historical corpora are too small for hapax-based measures. Chapter 9 concludes that hapax-based measures remain theoretically valid and that in studies of variation and change in productivity, hapax accumulation curves should be used in addition to type accumulation curves when the corpus is large enough.

5. What are the requirements for a usable tool for studying variation in productivity in data of this kind?

As noted in Chapter 10, exploratory analysis of variation and change involves testing a number of hypotheses. This gives rise to two requirements: firstly, we need a way to adjust the significance level for multiple hypothesis testing, and secondly, we need a convenient way to browse through the results. A requirement specific to our method is the need to conveniently switch the measure of corpus size on the x-axis from the number of running words to the number of suffix tokens, as both of these measures have proved to be relevant and to sometimes yield different results.

The new version of our software (Suomela 2014) provides actual $p$-values in addition to confidence intervals and thus a way to correct for testing multiple hypotheses, which is done automatically by the program using a method called false discovery rate control (see Section 5.1.3 above). Furthermore, the curves are implemented as interactive SVG images embedded on web pages with links to the other images and to the underlying data. In addition, the results can be viewed in an SQLite database, which also holds the input data and can be queried in various ways.
While the initial setup is done via the dreaded command-line interface (cf. Garretson 2008: 80), after the program has finished running, everything can be viewed using the familiar web browser interface and/or the SQL database tool of the user’s choice. The figures are also provided as high-quality static PDF images that can be embedded in publications. Thus, we take into account the observation by Theus and Urbanek (2008: 5–6) that different kinds of graphics are needed for exploration on the one hand and presentation on the other.
13. Evaluation of methods

This chapter presents a critical evaluation of the main methods used in the studies, divided into three categories: morphological productivity (Section 13.1), statistical significance (Section 13.2) and visualisation (Section 13.3). As a sort of prelude, I would like to take up the matter of preprocessing the material used. In my collaboration with computer scientists, I have come to notice that they all have their own preferences as to how the input data is preprocessed for analysis. In some cases, this has led to differences in word counts of the same corpus, as tokenisation is performed in different ways by different programs. In most cases, however, we have used the official word counts provided with the corpus, when those have been available. Tokenisation becomes an issue especially in comparisons of normalised frequencies across corpora, e.g., when we wish to compare part-of-speech frequencies across corpora in the long diachrony (see Chapter 8).

13.1. Morphological productivity

13.1.1. Comparing type counts

Most of the results regarding the morphological productivity of -ness and -ity in this dissertation were obtained using the measure of type frequency, which Baayen (2009) calls realised productivity and which is only one of his three facets of morphological productivity. The other two are the hapax-based $P$ and $P^*$ measures, which estimate the growth rate of the affix and the contribution of the affix to the growth rate of the total vocabulary, respectively. It could be argued that if hapax-based measures cannot be used in small corpora, we are effectively only measuring lexical richness rather than morphological productivity.

As noted in Chapter 10, however, in diachronic corpora the aspect of productivity concentrating on new formations is not completely neglected, as we have access to change over time in the realised productivity. Furthermore, we can try to limit the types we count to productive uses of the affix only. For instance, in my MA thesis (Säily 2008), which studied productivity in the 17th-century section of the CEEC, I experimented with leaving out -ness and -ity types that did not have an extant base, that were prefixed or that had been in the language for more than a century according to the *Oxford English Dictionary*. As the results were similar in each case, even with all three restrictions in place, I decided to be as inclusive as possible in my dissertation and to count all nouns that etymologically contained the suffix (see further Chapters 6 and 9). In Chapter 9, I
analysed the effect of the restrictions in the spoken demographic section of the BNC and again found that the results were similar in each case.

Another way to limit the kinds of types counted in a diachronic corpus to productive uses only is to study the number of new types, i.e., the chronologically first occurrences of the types in the corpus, possibly with a starting lexicon of some kind (e.g., Cowie 1999; Gardner 2013). This can also be accomplished using my method by doing pairwise comparisons, as in Chapter 6, which splits the corpus into two periods and plots them on the curves. The subcorpus representing the first period is situated low on the curves, which means that the remaining texts, which are all from the second period, add a large number of new types to those of the first period. A starting lexicon could be used to exclude old types before such comparisons.

Perhaps a more serious issue with sociolinguistic studies of productivity is that there is often not enough data to reliably analyse combinations of categories and thus no way to conclusively determine, e.g., which social group is leading the change. The method of permutation testing used in the present work errs on the side of caution, meaning that with a small amount of data, gaining statistically significant results may be impossible. Nevertheless, I prefer robustness and reliability to possibly spurious results. Near-significant tendencies can be discovered through a visual inspection of the type accumulation curves. Furthermore, quantitative studies can be complemented with qualitative research on the behaviour of individuals in their social contexts, giving us a richer picture of the variation (see Chapter 11).

Large corpora, too, have their problems. For instance, there may be so many hits that preprocessing the data demands a great deal of resources, as many of the types – especially the hapax legomena – are misspellings or variant spellings that need to be subsumed under the correct lemma. The issue becomes particularly pressing with large historical corpora, such as the promising new EEBO-based corpus currently under development at Lancaster University. As spelling standardisation can usually only be applied to sufficiently frequent items, most of the types may remain unstandardised, leaving the researcher with thousands of types (or millions of tokens) to lemmatise and categorise manually.

13.1.2. Hapax legomena in small corpora

As noted above, hapax-based measures of productivity proved to be unusable in small corpora. However, the amount of variability in the frequency of hapax legomena does not only depend on corpus size (measured in either the number of running words or the number of affix tokens) but also on the affix in question. It
seems that there is more variability in the number of *-ity* hapaxes than in that of *-ness* hapaxes in small corpora. Figure 13.1 shows that the bounds for hapax legomena are wider for *-ity* than for *-ness* in the 17th-century section of the CEEC, and the same phenomenon occurs in each of the corpora studied in this dissertation with the exception of the large written subcorpora of the BNC.

Furthermore, looking at either hapax or type accumulation curves for *-ness* and *-ity* in any of the corpora used in this dissertation, it seems that the curves for *-ity* rise more steeply than those for *-ness* at small corpus sizes, as in Figure 13.1 and Figure 13.2. This may mean that *-ity* has more high-frequency types that are often encountered soon after the beginning of the corpus (these are also initially counted as hapaxes until the size of the corpus grows and more instances of the same type are found). Figure 13.3 confirms this for the 18th-century section of the CEEC corpora. The most common *-ity* types in the data set are *opportunity, society, necessity, university, quantity, curiosity, quality, civility, authority* and *sincerity*. The first of these is typical of correspondence as people often mention having the *opportunity* to write; some are entities such as *society* and *university*, while others are more like embodied attributes, e.g., *curiosity* and *sincerity*, the latter of which may appear in closing formulae.

It is unlikely that either the wideness of the bounds or the initial steepness of the curves is due to my inclusive policy on what counts as an *-ity* word, as the same phenomena also occur when the restrictions mentioned in Section 13.1.1 are in place, in both the 17th-century section of the CEEC and the spoken demographic section of the BNC. What, then, could the reason be? On the one hand, it could have something to do with the fact that the use of *-ity* is marked both socially and stylistically, which causes the occurrences of *-ity* to be poorly dispersed in the corpus. In other words, people are extremely divided in how productively they use *-ity* depending on both their social background and the situation of use, and in small corpora these individual differences mean that the bounds for hapax legomena become wide. On the other hand, it could be that regardless of dispersion, the lower productivity of *-ity* as manifested in the low number of hapaxes at the level of the entire corpus and in the large number of high-frequency types is the reason for these phenomena.

Figure 13.1 and Figure 13.2 show that the shape of type and hapax accumulation curves is affix-specific and can reveal details of the behaviour of the affixes. Thus, hapax accumulation curves can be useful even in small corpora, not for discovering statistically significant differences in the productivity of an affix across subcorpora but as a heuristic tool for comparing different affixes.
Figure 13.1. Hapax accumulation curves for -ness (top) and -ity (bottom) in the Corpus of Early English Correspondence, 1600–1681 (see Chapter 6 above)
Figure 13.2. Type accumulation curves for -ness (top) and -ity (bottom) in the Corpora of Early English Correspondence, 1680–1800
**Figure 13.3.** Frequency spectra of -ness and -ity types in the *Corpora of Early English Correspondence*, 1680–1800. There are more hapax legomena in -ness than in -ity, but there are more high-frequency types (occurring more than 20 times) in -ity than in -ness

### 13.2. Dispersion-aware tests

The choice of which test to use for estimating statistical significance is partly a matter of the researcher’s preference. When comparing (normalised) word frequencies across corpora or subcorpora, any of the dispersion-aware tests mentioned in Section 5.1.1 above can be used. The tests based on resampling are basically assumption-free and make the most of the data, while the t-test entails the assumption that the mean frequencies follow normal distributions, which may not apply to all cases. The *Wilcoxon rank-sum test* does not look at the frequencies themselves but at the ranks of the samples ordered by frequency, which is a coarser measure and has been criticised by, e.g., Rayson and Garside (2000: 2) for discarding “most of the evidence we have about the distribution of words”. Nevertheless, it has been used with success by, e.g., Vartiainen et al. (2013), and it outperforms the t-test in a comparison by Lijffijt et al. (forthcoming). As noted in Section 5.1.1, it has been implemented in Březina (2013), and it is arguably easier to carry out than tests based on resampling.
This dissertation concentrates on tests based on resampling because they are robust and make the best use of the available data, which is especially important considering the bad-data problem in historical linguistics (Labov 1994: 11). Even though permutation testing is here used to discover significant differences in morphological productivity (type and hapax frequencies) across subcorpora, it can be used to find significant differences in the type, hapax and token frequencies of any linguistic item. The advantages of this method include its lack of simplifying assumptions as well as its highly visual nature, discussed further in 5.2.2 above. It is also now readily available, implemented in Suomela (2007, 2014), and has already been used by Gardner (2013) and Bentz et al. (forthcoming). A possible disadvantage is that it may be overly conservative in some situations (Lijffijt 2013: 35, 38), making it difficult to obtain significant results when analysing small corpora or rare features.

As for choosing between permutation testing and bootstrapping, the choice depends on the kind of frequencies we wish to compare. When comparing token frequencies, either test can be used (see Lijffijt 2013: 29ff.). Like the permutation testing software (Suomela 2014), the implementations of the bootstrap test for R and Matlab (Lijffijt 2012) are relatively straightforward to run but do require some familiarity with the program. It could be said that bootstrapping assumes slightly more than permutation testing because the former employs random sampling with replacement: if we are prepared to use the same sample multiple times to estimate uncertainty in the frequency, we must assume that the corpus could in principle contain multiple samples that are very similar to each other, and thus assume something about the world beyond the corpus. These assumptions are commonly accepted in corpus linguistics, as we generally do think that the corpus is representative of a target population, and that there are groups of texts that are similar to one another for a variety of reasons.

When comparing type frequencies, however, only permutation testing is applicable. This is because bootstrapping will always underestimate the upper bounds for type frequencies. When the same sample is used more than once, we will not get any new types from it, because the same types will already have been observed the first time the sample was used. Thus, the estimated number of types will never exceed the original number of types.

Resampling approaches have been criticised for being computationally intensive. For example, Bestgen (2014) argues that permutation testing would be infeasible if we tested a very large number of hypotheses (e.g., key word analysis across several corpora) and simultaneously wished to have a very strict significance threshold. I would say that for most applications, resampling is quite feasi-
ble using today’s computational equipment (see Suomela 2014: Performance and Scalability). Sometimes you might need to wait for a day for the results, but if they are much more reliable than those yielded by other tests, they will be worth the wait. A rough idea of the results can usually be gained within a few minutes by lowering the number of randomisations computed, and in the case of bootstrapping, Lijffijt (2013: 30–31) shows that the time-consuming randomisation process can sometimes be avoided altogether if the samples are large enough. At any rate, strict significance thresholds may have been used in the past mostly to cope with the multitude of false positives yielded by the bag-of-words tests, so there may be no need to be quite so strict with robust dispersion-aware tests, especially when applying post-hoc correction for testing multiple hypotheses, discussed in Section 5.1.3 above.

13.3. Visualising variation and change

13.3.1. Beanplots and outliers

Beanplots are an excellent way to visually compare normalised frequencies over time and across subcorpora. The fact that they facilitate identifying outliers through the shape of the frequency distribution across the samples is not only useful in small corpora but also in large and messy data sets, where we might not know what genres they represent and what other kinds of variation there might be. This applies to both historical materials like EEBO and, e.g., materials collected from the Internet.

Another way to combat outliers in combination with beanplots is to choose the sample wisely. As noted in Section 5.2.3, the frequency of the linguistic item in the (sub)corpus as a whole is calculated by taking the mean or median of the normalised frequencies in the samples. In Section 5.2.3 we used individual texts as samples, and it was for these per-text frequencies that the shape of the frequency distribution was drawn. Having identified an outlier as illustrated in that section, we can remove her data from the analysis, as in Figure 13.4. In a sociolinguistic setting, however, it might make more sense to avoid the problem by using a different kind of sample, namely, a group of texts written by an individual person. The group could represent, e.g., all texts written (or spoken) by that person, all texts written by the person during a specific period of time, or all texts written by the person to a specific (type of) recipient. In this way, each person would not contribute more than a few samples, so individual outliers – even those with a large number of texts in the corpus – would only have a minor impact on the results. This has been done by Vartiainen et al. (2013), and it is also
the approach I have taken in my studies of morphological productivity using type accumulation curves (Chapters 6, 9, 10 and 11).

**Figure 13.4.** A beanplot illustrating gender-based variation in the proportion of nouns in the *Parsed Corpus of Early English Correspondence*. Letters by Dorothy Osborne have been removed from the final period (cf. Figure 5.5; see Chapter 8)

13.3.2. Towards interactive visualisation

Beanplots, as well as any other kind of visualisations used in diachronic corpus linguistics, could be improved through the addition of interactive features enhancing exploration (Pike et al. 2009; Siirtola et al. 2011: Section 5). Most importantly, the tick marks of the scatterplot in the middle of the beanplot could be linked to the underlying data for easy access to both the frequencies and the actual texts on which the frequencies are based. In addition, it would be helpful to be able to change the periodisation on the fly by moving a slider or by typing in the desired length of the periods. The selection of the subcorpora to be compared, too, would be more convenient through a graphical interface. However, I am not sure whether these features could be added to the current implementation of the beanplot in R (Kampstra 2008). While there are some programs providing inter-
active graphics in R, such as GGobi (2010) and iPlots (Urbanek et al. 2013), none of them seem to include support for beanplots. In any case, the use of R is not yet widespread in diachronic corpus linguistics owing to the steep learning curve.

As discussed in Chapters 10 and 12, the new implementation of the permutation testing method (types2, Suomela 2014) produces interactive type accumulation curves embedded on web pages. Figure 13.5 shows an example of a web page generated by the software. The text at the top describes the corpus and the kind of sample used in the permutation testing. The user has clicked on “ity” to view the results for the suffix -ity, on “sex-relcode” to view subcorpora based on gender and the relationship between the sender and the recipient of the letter, and on “types/running words” to view the results for types as a function of the number of running words. As the subcorpus “M, TC” (letters written by men to their close friends) looks interesting, the user has clicked on it, which highlights it on the graph and provides additional information on it at the bottom of the page. At 223 types, the productivity of -ity is significantly high in this subcorpus at $p = 0.000059$. According to the Corpus menu page (a separate web page, not shown in Figure 13.5), this is still significant after false discovery rate control at a rate of 0.01.

While this is definitely an improvement on the previous version (Suomela 2007), some functionality is still missing. Like most of the software used for data visualisation – including R, Matlab and Mondrian (Theus 2011) – types2 does not read in the text of the corpus, so the connection to the text is inevitably lost, and the complexity of the text is reduced to a few numerical measurements (cf. Siirtola et al. 2014). With large corpora, linking interactive visualisations directly to the full texts might take too long to execute, so a better solution might be to generate lists of links to the full texts with metadata displayed next to the links, or to link to the relevant concordance lines with a limited amount of context. Even this could be challenging because corpora come in so many different formats, so perhaps the visualisations should be integrated in a standard corpus-linguistic toolkit equipped to deal with many kinds of corpora. This would also make them accessible to everyone in the field, although more experienced users might find the options provided by any ready-made toolkit too limiting (cf. Anthony 2013).
Figure 13.5. Web page generated by the *types2* software (Suomela 2014)
14. Evaluation and explanation of results

This chapter discusses the linguistic results presented in Part II above, relating them to previous studies as well as providing suggestions for future research. The focus is on each suffix separately, beginning with -ity.

14.1. Variable and increasingly productive -ity

Even though the picture emerging of -ity in my studies is one of continuous growth in productivity, the shape of its type and hapax accumulation curves in the material used speaks for its relative lack of productivity compared to -ness (see 13.1.2 above). It would be of interest to analyse the shape of the curves in a moderately sized corpus representing a genre of Present-day English in which -ity is known to be highly productive, such as a specific subgenre of scientific writing, to see whether the bounds for hapax legomena would be any narrower there and whether the steep initial rise and later levelling out would be replaced with a more linear kind of growth. It is possible that the labelling function of -ity inevitably leads to a different shape compared to -ness, which is used in more ephemeral formations in syntactic recategorisation. In their interpolated growth curves of PDE newspaper data, Baayen and Renouf (1996: 91) do not see much of a difference between -ness and -ity, so it would also be of interest to replicate their study using actual growth curves and the permutation testing approach proposed in this dissertation.

It remains somewhat unclear whether the increase in the productivity of -ity in the 18th-century section of the CEEC corpora is linguistic or stylistic, or both. While it has been connected to a stylistic change in the letter genre along Biber and Finegan’s (1997) dimensions of register variation, these were studied using the ARCHER corpus, which was not compiled according to the same principles as the CEEC. Future research could conduct a similar multidimensional analysis in the CEEC, or at least trace variation in noun and pronoun frequencies in a similar manner as was done in the earlier centuries of the CEEC in Chapter 8. This will become increasingly possible after we have finished standardising the spelling of the 18th-century section and after its subsequent part-of-speech tagging (see Säily 2013). Vartiainen et al. (2013) have already studied the frequencies of first- and second-person pronouns in the 17th- and 18th-century sections of the CEEC. In accordance with the shared style hypothesis presented in Chapter 10, they find considerable levelling of gender differences in the 18th century. However, there are statistically significant intra-gender differences according to the
relationship between the sender and recipient of the letter, suggesting that these should be paid close attention to in future research.

Another interesting issue is the relatively stable gender difference in the use of *-ity* suggesting that women tend to use it less productively than men. Gender has also proved significant in previous research, including the studies by Keune et al. (2006) and Keune (2012: Chapter 4) of present-day Dutch, which found that men tended to use affixes more productively than women. It remains to be seen whether these results will be replicated with more affixes and data sets. It is clear, however, that this is not something that is invariably true. In my studies, no gender difference was found in the use of *-ness* in most corpora, and the overall gender difference in the use of *-ity* disappeared in 18th-century correspondence. Furthermore, differences between individuals are great. As mentioned in Section 5.1.1 above, the measure of statistical significance could be supplemented with a measure of effect size to facilitate a more accurate assessment of the importance of these and other results.

When analysing relatively rare phenomena in historical corpora, the social categories of age and region are more challenging to study than are gender and social rank, owing to sparse metadata and the small amount of data per group. Nevertheless, a small study of the former two categories would be of interest as they have proved relevant in previous research (see 2.3.4.3 above). I do not expect to see regional variation in the productivity of *-ity* and *-ness* after the turbulent Middle English period, but the hypothesis should certainly be tested. While Chapter 6 found no significant regional variation in 17th-century correspondence, this could be due to lack of data, so it might be useful to combine some regions and perhaps extend the analysis to earlier centuries. The category of age might well be a factor in the increase in the productivity of *-ity*.

From a wider perspective, the variation and change in the productivity of *-ity* could be connected to the paradigm of near-synonymous nominal suffixes as a whole. It could be argued that after the relative chaos of Middle English and the *copia* of the 16th century (see 1.2 above), the system became more streamlined, enabling a steady increase in the productivity of *-ity*. While the productivity of many suffixes increased in the 16th century, this seems to have been productivity of an ephemeral sort: as noted by Nevalainen (1999a: 349), referring to Neuhaus’s (1971) study of the *Shorter Oxford English Dictionary*, “the intensive period of neologising is followed by a corresponding increase in obsolete words”.


14.2. Default suffix -ness?

Synchronic research has seen -ness as a default suffix, and there does indeed seem to be less sociolinguistic variation in its productivity than in that of -ity in my material. Less variation implies less change: I observed no changes in its productivity. This does not mean, however, that the productivity of -ness has never changed. Previous research has shown that it has been in competition with a range of other affixes and that its productivity has changed across base types as well as overall compared to other nominal suffixes in the paradigm (see Sections 2.4 and 3.2 above). As English began to be used in more and more functions, the increased need for new English words caused an increase in the productivity of -ness as well as many other suffixes. As noted in the previous section, the productivity seems to have been of an ephemeral kind in the 16th century, after which the situation was streamlined.

I have only studied -ness in two historical genres, personal correspondence and trial proceedings. It is therefore possible that its productivity increased during, e.g., the 17th century in other genres that I did not study. I have selected speech-related genres because speech is the primary medium of language and the origin of most changes; thus, it is the preferred object of study in sociolinguistics (Nevalainen and Raumolin-Brunberg 2003: 28). However, nominal suffixes are clearly less productive in speech than in writing. Here we again run into the question of linguistic versus stylistic change: if we wish to study change in the grammar of the speech community as a whole, we need to study either a corpus representing the language as a whole or a speech-related corpus, and I have chosen the latter option because it is the only option for which we have corpora that include sociolinguistic metadata. Moreover, speech-related corpora cover the widest range of language users in terms of social categories such as gender and social status.

In addition to variation in productivity, I have observed change in the semantics of both -ness and -ity between the 17th and 18th centuries. It seems that these suffixes can be put to multiple uses depending on the needs of the language users. While existing words in previously observed contexts serve as models, there is a great deal of semantic variation among them, and even rare senses can be brought to the foreground when the situation so demands. In 18th-century correspondence, the situation seems to more and more often demand an involved style of writing, so that middle- and upper-class writers recruit -ness and -ity words increasingly frequently to describe embodied attributes or traits. In -ness, this was already a prominent sense, which only became more so. It would be
interesting to conduct a similar study in, e.g., the *Old Bailey Corpus*, in which I would not expect to see a more involved style.
15. Implications for future research

This chapter concludes the dissertation by providing more directions for future research, first zooming in on -ness and -ity, then widening the focus to sociolinguistic variation in productivity and to corpus-linguistic methodology.

15.1. Zooming in: Structures and functions

The present work has studied -ness and -ity from the perspective of sociolinguistic variation in their morphological productivity. However, there is more to their story. I am interested in (changes in) the functions in which they are used as well as the kinds of grammatical constructions in which they appear.

We have already seen that the ‘embodied attribute or trait’ sense of -ness and -ity is associated with an involved style and with possessive constructions, as in your kindness or the wetness of the weather (Chapter 11 above). Essentially, both constructions are nominalised versions of the clause “x BE y” (you are kind, the weather is wet). The latter construction has been identified as typical of certain 18th-century authors fond of abstract diction (Bax 2005), some of whose letters are included in the CEECE. It would be worthwhile to analyse sociolinguistic variation and change in the extent to which instances of -ness and -ity occur in these constructions, taking into account linguistic factors such as the animacy of the head x.

Another area in need of further research concerns the functions of -ness and -ity, more specifically, sociolinguistic variation and change in the extent to which they are used for syntactic recategorisation. Recall that this function has been considered to be more typical of -ness than of -ity and that it has been associated with greater productivity as well as with the ‘embodied attribute or trait’ meaning (Section 2.4 above). However, there seem to have been no corpus-linguistic studies to ascertain whether this really is the case. The concept of recategorisation could be operationalised as the requirement that the base of the formation needs to occur before the formation in the text. I have already conducted a pilot study raising the issue of the functions and constructions in which -ness occurs among a few individuals in the CEECE.

15.2. Morphological productivity and corpus-linguistic methodology

The results of my work support the notion of sociolinguistic variation in morphological productivity. Each of the social categories studied – gender, social rank, and register in terms of participant relations – has turned out to be relevant,
gender being the most consistent factor. All of these should be taken into account in future studies. The relative importance of social rank and register in changes in productivity remains an issue for future research. Another question of interest is whether less productive affixes are more susceptible to sociolinguistic variation and change, as would seem to be the case based on my studies of -ness and -ity (see also Palmer 2009: 335).

This dissertation has presented a reliable and data-driven solution to the problem of comparing type and hapax frequencies across sociolinguistically defined subcorpora. The method significantly facilitates the study of variation and change in productivity. The amount of data permitting, future work could also use the method to more reliably compare frequencies of hybrid formations, which have been used as another measure of productivity in diachrony.

The present work has demonstrated the value of exploratory corpus analysis that uses robust statistics and helpful visualisations. Complemented by an intimate knowledge of the texts and the contexts in which they were produced, this approach enables even relatively small corpora to yield interesting and reliable results. It has become clear that when comparing word frequencies between corpora containing multiple texts, we should employ dispersion-aware tests of statistical significance. In particular, tests based on resampling have been recommended because they make the best use of the available data while entailing few background assumptions. Visualising the results using graphs that reveal the variability within (sub)corpora helps the analyst to discover outliers and to assess the importance of the results. To facilitate exploration, we need to develop more interactive visualisation tools that preserve the connection to the texts and metadata in the corpora used. This will require an increasing amount of multidisciplinary collaboration of the kind employed in this dissertation.
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### Appendix I: Glossary of statistical terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute frequency</td>
<td>The number of observations of an item in a corpus. Cf. relative frequency.</td>
</tr>
<tr>
<td>accumulation curve</td>
<td>A graph showing how the number of observations grows as corpus size increases.</td>
</tr>
<tr>
<td>activation level</td>
<td>A measure of morphological productivity: the number of tokens representing those types of a given affix whose frequency of occurrence is smaller than a given threshold. The level indicates how quickly the affix will be recognised and combined with the base (Baayen 1993: 195–196; Section 2.3.2).</td>
</tr>
<tr>
<td>bag-of-words model</td>
<td>A representation where all words are assumed to be statistically independent (Section 7.4.1).</td>
</tr>
<tr>
<td>bag-of-words test</td>
<td>Significance tests of this kind make the assumption that words occur randomly in texts (Section 5.1.1). Examples include the ( \chi^2 ) test, the log-likelihood ratio test, Fisher’s exact test, the binomial test and the test of equal or given proportions. Cf. dispersion-aware test.</td>
</tr>
<tr>
<td>Bernoulli trial</td>
<td>A random event with a binary (yes/no) outcome (Section 7.4.1).</td>
</tr>
<tr>
<td>bimodal distribution</td>
<td>A distribution with two peaks.</td>
</tr>
<tr>
<td>binomial distribution</td>
<td>The probability of getting a certain number of ‘yes’ outcomes in a sequence of Bernoulli trials.</td>
</tr>
<tr>
<td>binomial test</td>
<td>A bag-of-words test (when applied to comparing word frequencies).</td>
</tr>
<tr>
<td>Bonferroni correction</td>
<td>A method for estimating the family-wise error rate when testing multiple hypotheses (Section 5.1.3).</td>
</tr>
<tr>
<td>bootstrap test</td>
<td>A dispersion-aware test based on bootstrapping (Section 7.4.2).</td>
</tr>
<tr>
<td>bootstrapping</td>
<td>Drawing samples randomly with replacement, so that an individual sample may be drawn more than once; see resampling.</td>
</tr>
<tr>
<td>burstiness</td>
<td>The phenomenon that the occurrences of a word tend to cluster together in a corpus (Section 7.2.1).</td>
</tr>
<tr>
<td>category-conditioned degree of productivity</td>
<td>See potential productivity.</td>
</tr>
<tr>
<td>chi-square test</td>
<td>See ( \chi^2 ) test.</td>
</tr>
<tr>
<td>collocation</td>
<td>Recurrent and predictable co-occurrence of words (Evert 2009: 1214).</td>
</tr>
</tbody>
</table>
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**confidence interval**  An estimate of the uncertainty in an observed frequency (Section 5.1.2).

**confirmatory analysis**  Analysis performed in order to test pre-specified hypotheses.

**contingency table**  A table showing the frequency distribution of variables (e.g., the frequencies of linguistic features in different corpora).

**dis legomenon**  A word occurring twice in a given data set (Section 2.3.2).

**dispersion**  How evenly a linguistic feature is distributed across the texts in a corpus (Section 5.1.1).

**dispersion-aware test**  A *significance test* that takes into account the *dispersion* of the linguistic feature in the corpus (Section 5.1.1). Cf. *bag-of-words test*.

**distribution**  See *probability distribution*.

**effect size**  A measure of how large a difference is, irrespective of *statistical significance* (Section 5.1.1).

**expanding productivity**  The ratio between the number of *hapaxes* with a given affix \( n_1 \) and the total number of all hapaxes \( h \) in the corpus: \( P^* = n_1 / h \). This measure indicates how much the affix contributes to the overall vocabulary growth of the corpus (Baayen 1993: 193; Section 2.3.2).

**extent of use**  See *realised productivity*.

**false discovery rate control**  The expected proportion of *false positives* out of all positives when testing multiple hypotheses (Section 5.1.3).

**false negative**  A result erroneously marked as non-significant.

**false positive**  A spurious result marked as significant (Section 5.1.1).

**family-wise error rate**  The probability that at least one *false positive* occurs when testing multiple hypotheses (Section 5.1.3).

**Fisher’s exact test**  A *bag-of-words test* (when applied to comparing word frequencies).

**frequency**  See *absolute frequency, relative frequency*.

**G² test**  See *log-likelihood ratio test*.

**growth curve**  See *accumulation curve*.

\( h \)  The total number of *hapaxes* in the corpus.

**hapax**  See *hapax legomenon*.

**hapax legomenon**  A word occurring only once in a given data set (Section 2.3.2).

**hapax-conditioned degree of productivity**  See *expanding productivity*.
### Glossary of statistical terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>hypothesis</td>
<td>A testable assumption made by the researcher (Section 5.1).</td>
</tr>
<tr>
<td>incidence matrix</td>
<td>A table showing which items (e.g., words of interest) occur in each text (Section 6.3.1).</td>
</tr>
<tr>
<td>key word analysis</td>
<td>A procedure for establishing which words occur at an unusual frequency in a (sub)corpus compared with a reference corpus (Scott 1997).</td>
</tr>
<tr>
<td>linear</td>
<td>Directly proportional.</td>
</tr>
<tr>
<td>log-likelihood ratio test</td>
<td>A <em>bag-of-words test</em> (when applied to comparing word frequencies); see further Section 7.4.1.</td>
</tr>
<tr>
<td>Mann-Whitney ranks test</td>
<td>See <em>Wilcoxon rank-sum test</em>.</td>
</tr>
<tr>
<td>Mann-Whitney U test</td>
<td>See <em>Wilcoxon rank-sum test</em>.</td>
</tr>
<tr>
<td>matrix</td>
<td>A two-dimensional table of values. Cf. vector.</td>
</tr>
<tr>
<td>mean</td>
<td>Average; the sum of elements divided by the number of elements.</td>
</tr>
<tr>
<td>median</td>
<td>The middle value in an ordered list of values: half of the values are above and half below the median.</td>
</tr>
<tr>
<td>Monte Carlo sampling</td>
<td>Picking a number of objects at random from a suitable probability distribution.</td>
</tr>
<tr>
<td>Monte Carlo testing</td>
<td>A method by which one picks elements using Monte Carlo sampling, checks which percentage of them satisfies the desired properties, and derives an estimate of the total number of such objects (Section 6.5.2).</td>
</tr>
<tr>
<td>morphological productivity</td>
<td>“The statistically determinable readiness with which an element enters into new combinations” (Bolinger 1948: 18); a multifaceted phenomenon that can be formalised in terms of realised, potential and expanding productivity (Baayen 2009; Section 2.3.2).</td>
</tr>
<tr>
<td>multimodal distribution</td>
<td>A distribution with multiple peaks (Section 5.2.3).</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of <em>tokens</em> with a given affix in the corpus.</td>
</tr>
<tr>
<td>$n_1$</td>
<td>The number of <em>hapaxes</em> with a given affix in the corpus.</td>
</tr>
<tr>
<td>nonparametric</td>
<td>Statistical methods that do not use parametric models.</td>
</tr>
<tr>
<td>normal distribution</td>
<td>Gaussian probability distribution (bell-shaped curve).</td>
</tr>
<tr>
<td>normalised frequency</td>
<td>See relative frequency.</td>
</tr>
<tr>
<td>null hypothesis</td>
<td>The assumption that an observation is explainable through chance. Assumed to be true, tested (see <em>significance test</em>) and rejected if there is enough evidence (Section 5.1).</td>
</tr>
</tbody>
</table>
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**one-sided test**  A test that is only concerned with deviation in one, pre-specified direction. As an example, the hypothesis could be that the frequency of an item is exceptionally low (Section 6.4.2). Cf. **two-sided test**.

**outlier**  An atypical data point (e.g., distant from others).

**P**  See potential productivity.

**P***  See expanding productivity.

**p-value**  The probability that we are wrong in rejecting the null hypothesis.

**parametric model**  A model assuming that the phenomenon under analysis follows a probability distribution involving a finite number of parameters.

**permutation**  Reordering.

**permutation testing**  Drawing samples randomly without replacement, so that no individual sample occurs more than once; see resampling. Also used as a dispersion-aware test (Sections 6.4.2–6.4.3).

**post-hoc correction**  A correction applied to p-values after testing multiple hypotheses. Examples include Bonferroni correction and false discovery rate control.

**potential productivity**  The ratio between the number of hapaxes with a given affix ($n_1$) and the total number of tokens with that affix ($N$) in the corpus: $P = n_1/N$. This measure expresses the probability of observing new types with the relevant affix when $N$ tokens with the affix have been sampled (Baayen and Lieber 1991: 809–810; Section 2.3.2).

**probability distribution**  Specifies a probability for each possible observation. Examples: uniform distribution, normal distribution, binomial distribution.

**quartiles**  Points below which there are 1/4, 2/4 and 3/4 of the data values.

**quintiles**  Points below which there are 1/5, 2/5, 3/5 and 4/5 of the data values.

**realised productivity**  The number of different words (i.e., types) $V$ with a given affix in the corpus (Baayen 2009; Section 2.3.2).

**relative frequency**  The number of observations of an item normalised to (or divided by), e.g., the total number of words in the corpus. Cf. absolute frequency.
resampling
Drawing samples from a corpus repeatedly and randomly to calculate confidence intervals for the observed frequency of an item in a subcorpus (Section 5.1.2). Examples of resampling statistics include bootstrapping and permutation testing.

robust statistics
Statistics requiring a minimal number of background assumptions (Section 5.1.1).

significance level
See statistical significance.

significance test
A procedure for calculating the probability that we are wrong in rejecting the null hypothesis (Section 5.1).

significance threshold
See statistical significance.

statistical significance
An observed difference is statistically significant if the probability that we are wrong in rejecting the null hypothesis is lower than a specific percentage, called the significance level or the significance threshold (Section 5.1).

t-test
A dispersion-aware test entailing the assumption that the sample means follow normal distributions (Section 13.2).

test of equal or given proportions
A bag-of-words test (when applied to comparing word frequencies).

token
An occurrence of a word in a text. In a text of 1,000 running words, there are 1,000 word tokens (Section 2.3.2). Cf. type.

Tukey’s test
A dispersion-aware test that is similar to the t-test but incorporates a measure of family-wise error rate (Section 5.1.3).

two-sided test
A test that is concerned with deviation in either direction. Cf. one-sided test.

type
A word in the abstract sense; an individual word-form or lexeme (Section 2.1). If there are 300 different words in a text of 1,000 running words, the number of word types is 300 (Section 2.3.2). Cf. token.

type accumulation curve
A graph showing how the number of types grows as corpus size increases (Section 5.2.2).

type I error
See false negative.

type II error
See false positive.

uniform distribution
A probability distribution in which each observation is equally probable (Section 6.5.2).

V
See realised productivity.

vector
A one-dimensional table (i.e., a list) of values.

Wilcoxon rank-sum test
A dispersion-aware test based on the ranks of the samples ordered by frequency (Section 13.2).
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χ² test

A bag-of-words test (when applied to comparing word frequencies).
Appendix II: Chief sociolinguistic parameters of the *Corpora of Early English Correspondence*

The present work focuses on the first three categories listed below, i.e., gender, social rank and the relationship between the sender and the recipient of the letter. The parameters also include date of birth and the date of the letter, which makes it possible to calculate the age of the correspondents at the desired level of granularity. In addition, each correspondent has a unique ID to facilitate the study of individuals. For more information, see the entry for CEEC in the Corpus Resource Database (CoRD).

**Gender**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>Female</td>
</tr>
<tr>
<td>M</td>
<td>Male</td>
</tr>
</tbody>
</table>

**Social rank**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Royalty</td>
</tr>
<tr>
<td>N</td>
<td>Nobility</td>
</tr>
<tr>
<td>GU</td>
<td>Upper gentry</td>
</tr>
<tr>
<td>GL</td>
<td>Lower gentry</td>
</tr>
<tr>
<td>CU</td>
<td>Upper clergy</td>
</tr>
<tr>
<td>CL</td>
<td>Lower clergy</td>
</tr>
<tr>
<td>P</td>
<td>Professionals</td>
</tr>
<tr>
<td>M</td>
<td>Merchants</td>
</tr>
<tr>
<td>O</td>
<td>Other non-gentry</td>
</tr>
</tbody>
</table>

**Relationship between sender and recipient**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FN</td>
<td>Nuclear family</td>
</tr>
<tr>
<td>FO</td>
<td>Other family</td>
</tr>
<tr>
<td>FS</td>
<td>Family servants</td>
</tr>
<tr>
<td>TC</td>
<td>Close friends</td>
</tr>
<tr>
<td>T</td>
<td>Other acquaintances</td>
</tr>
</tbody>
</table>

**Social mobility**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>U</td>
<td>Up</td>
</tr>
<tr>
<td>D</td>
<td>Down</td>
</tr>
<tr>
<td>N</td>
<td>None</td>
</tr>
</tbody>
</table>

**Education**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>Higher</td>
</tr>
<tr>
<td>C</td>
<td>Cambridge</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>Oxford</td>
</tr>
<tr>
<td>I</td>
<td>Inns of Court</td>
</tr>
<tr>
<td>F</td>
<td>Foreign</td>
</tr>
<tr>
<td>A</td>
<td>Apprentice</td>
</tr>
<tr>
<td>E</td>
<td>Elementary</td>
</tr>
<tr>
<td>PC</td>
<td>Private, classical</td>
</tr>
<tr>
<td>PN</td>
<td>Private, non-classical</td>
</tr>
</tbody>
</table>

**Place of birth; main domicile**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>North</td>
</tr>
<tr>
<td>F</td>
<td>East Anglia</td>
</tr>
<tr>
<td>H</td>
<td>Home Counties</td>
</tr>
<tr>
<td>L</td>
<td>London</td>
</tr>
<tr>
<td>C</td>
<td>Court</td>
</tr>
<tr>
<td>A</td>
<td>Abroad</td>
</tr>
</tbody>
</table>

**Migration history**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>Yes</td>
</tr>
<tr>
<td>YL</td>
<td>Yes, London</td>
</tr>
<tr>
<td>YA</td>
<td>Yes, abroad</td>
</tr>
<tr>
<td>YLA</td>
<td>Yes, London and abroad</td>
</tr>
</tbody>
</table>