A finite axiomatization of conditional independence and inclusion dependencies

Hannula, Miika

Springer Science+Business Media

2014


http://hdl.handle.net/10138/136272
https://doi.org/10.1007/978-3-319-04939-7_10

Downloaded from Helda, University of Helsinki institutional repository.

This is an electronic reprint of the original article.

This reprint may differ from the original in pagination and typographic detail.

Please cite the original version.
A finite axiomatization of conditional independence and inclusion dependencies

Miika Hannula † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † † †
with the meaning that all the values of $\vec{x}$ appear also as values for $\vec{y}$. By viewing a team $X$ of assignments with domain $\{x_1, \ldots, x_k\}$ as a relation schema $X[\{x_1, \ldots, x_k\}]$, the atoms $=(\vec{x})$, $\vec{x} \subseteq \vec{y}$, and $\vec{y} \perp \vec{x} \vec{z}$ correspond to functional, inclusion, and embedded multivalued database dependencies. Furthermore, the atom $=(x_1, \ldots, x_n)$ can be alternatively expressed as $x_n \perp x_1 \ldots x_{n-1} x_n$, hence our results for independence atoms cover also the case where dependence atoms are present. 

The team semantics of dependence logic is a very flexible logical framework in which various notions of dependence and independence can be formalized. Dependence logic and its variants have turned out to be applicable in various areas. For example, Väänänen and Abramsky have recently axiomatized and formally proved Arrow’s Theorem from social choice theory and, certain No-Go theorems from the foundations of quantum mechanics in the context of independence logic [1]. Also, the pure independence atom $\vec{y} \perp \vec{z}$ and its axioms has various concrete interpretations such as independence $X \perp \perp Y$ between two sets of random variables [11], and independence in vector spaces and algebraically closed fields [21].

Dependence logic is equi-expressive with existential second-order logic (ESO). Furthermore, the set of valid formulas of dependence logic has the same complexity as that of full second-order logic, hence it is not possible to give a complete axiomatization of dependence logic [24]. However, by restricting attention to syntactic fragments [25] [13] [17] or by modifying the semantics [7] complete axiomatizations have recently been obtained. The axiomatization presented in this article is based on the classical characterization of logical implication between dependencies in terms of the Chase procedure [18]. The novelty in our approach is the use of the so-called Lax team semantics of independence logic to simulate the chase on the logical level using only inclusion and independence atoms and existential quantification.

In database theory, the implication problems of various types of database dependencies have been extensively studied starting from Armstrong’s axiomatization for functional dependencies [2]. Inclusion dependencies were axiomatized in [4], and an axiomatization for pure independence atoms is also known (see [22] [11] [16]). On the other hand, the implication problem of embedded multivalued dependencies, and of inclusion dependencies and functional dependencies together, are known to be undecidable [14] [15] [5], hence simple axiomatization (that would yield a decision procedure) is deemed impossible. On the other hand, the unrestricted implication problem of inclusion and functional dependencies has been finitely axiomatized in [19] using a so-called Attribute Introduction Rule that allows new attribute names representing derived attributes to be introduced into deductions. These new attributes can be thought of as implicitly existentially quantified. Our Inclusion Introduction Rule is essentially equivalent to the Attribute Introduction Rule of [19]. It is also worth noting that the chase procedure has been used to axiomatize the unrestricted implication problem of various classes of dependencies, e.g., Template Dependencies [23], and Typed Dependencies [3]. Finally we note that the role of inclusion atom in our axiomatization has some similarities to the axiomatization of the class of Algebraic Dependencies [26].

2 Preliminaries

In this section we define team semantics and introduce dependence, independence and inclusion atoms. The version of team semantics presented here is the Lax one, originally introduced in [6], which will turn out to be valuable for our purposes due to its interpretation of existential quantification.
2.1 Team semantics

The semantics is formulated using sets of assignments called teams instead of single assignments. Let $\mathcal{M}$ be a model with domain $M$. An assignment $s$ of $\mathcal{M}$ is a finite mapping from a set of variables into $M$. A team $X$ over $\mathcal{M}$ with domain $\text{Dom}(X) = V$ is a set of assignments from $V$ to $M$. For a subset $W$ of $V$, we write $X \upharpoonright W$ for the team obtained by restricting all the assignments of $X$ to the variables in $W$.

If $s$ is an assignment, $x$ a variable, and $a \in A$, then $s[a/x]$ denotes the assignment (with domain $\text{Dom}(s)\cup\{x\}$) that agrees with $s$ everywhere except that it maps $x$ to $a$. For an assignment $s$, and a tuple of variables $\vec{x} = (x_1, \ldots, x_n)$, we sometimes denote the tuple $(s(x_1), \ldots, s(x_n))$ by $s(\vec{x})$. For a formula $\phi$, $\text{Var}(\phi)$ and $\text{Fr}(\phi)$ denote the sets of variables that appear in $\phi$ and appear free in $\phi$, respectively. For a finite set of formulas $\Sigma = \{\phi_1, \ldots, \phi_n\}$, we write $\text{Var}(\Sigma)$ for $\text{Var}(\phi_1) \cup \ldots \cup \text{Var}(\phi_n)$, and define $\text{Fr}(\Sigma)$ analogously. When using set operations $\vec{x} \cup \vec{y}$ and $\vec{x} \setminus \vec{y}$ for sequences of variables $\vec{x}$ and $\vec{y}$, then these sequences are interpreted as the sets of elements of these sequences.

Team semantics is defined for first-order logic formulas as follows:

**Definition 3** (Team semantics). Let $\mathcal{M}$ be a model and let $X$ be any team over it. Then

- If $\phi$ is a first-order atomic or negated atomic formula, then $\mathcal{M} \models_X \phi$ if and only if for all $s \in X$, $\mathcal{M} \models s \phi$ (in Tarski semantics).
- $\mathcal{M} \models_X \psi \lor \theta$ if and only if there are $Y$ and $Z$ such that $X = Y \cup Z$ and $\mathcal{M} \models_Y \psi$ and $\mathcal{M} \models_Z \theta$.
- $\mathcal{M} \models_X \psi \land \theta$ if and only if $\mathcal{M} \models_X \psi$ and $\mathcal{M} \models_X \theta$.
- $\mathcal{M} \models_X \exists x \psi$ if and only if there is a function $F : X \to \mathcal{P}(M) \setminus \{\emptyset\}$ such that $\mathcal{M} \models_{X[F/v]} \psi$, where $X[F/v] = \{s[m/v] : s \in X, m \in F(s)\}$.
- $\mathcal{M} \models_X \forall x \psi$ if and only if $\mathcal{M} \models_{X[M/v]} \psi$, where $X[M/v] = \{s[m/v] : s \in X, m \in M\}$.

The following lemma is an immediate consequence of Definition 3.

**Lemma 4.** Let $\mathcal{M}$ be a model, $X$ a team and $\exists x_1 \ldots \exists x_n \phi$ a formula in team semantics setting where $x_1, \ldots, x_n$ is a sequence of variables. Then $\mathcal{M} \models_X \exists x_1 \ldots \exists x_n \phi$ if and only for some function $F : X \to \mathcal{P}(M^n) \setminus \{\emptyset\}$, $\mathcal{M} \models_{X[F/x_1 \ldots x_n]} \phi$ where $X[F/x_1 \ldots x_n] := \{s[a_1/x_1] \ldots [a_n/x_n] : (a_1, \ldots, a_n) \in F(s)\}$.

If $\mathcal{M} \models_X \phi$, then we say that $X$ satisfies $\phi$ in $\mathcal{M}$. If $\phi$ is a sentence (i.e. a formula with no free variables), then we say that $\phi$ is true in $\mathcal{M}$, and write $\mathcal{M} \models \phi$, if $\mathcal{M} \models_{\emptyset} \phi$ where $\emptyset$ is the team consisting of the empty assignment. Note that $\emptyset$ is different from the empty team $\emptyset$ containing no assignments.

In the team semantics setting, formula $\psi$ is a logical consequence of $\phi$, written $\phi \models \psi$, if for all models $\mathcal{M}$ and teams $X$, with $\text{Fr}(\phi) \cup \text{Fr}(\psi) \subseteq \text{Dom}(X)$,

$$\mathcal{M} \models_X \phi \Rightarrow \mathcal{M} \models_X \psi.$$ 

Formulas $\phi$ and $\psi$ are said to be logically equivalent if $\phi \models \psi$ and $\psi \models \phi$. Logics $\mathcal{L}$ and $\mathcal{L}'$ are said to be equivalent, $\mathcal{L} = \mathcal{L}'$, if every $\mathcal{L}$-sentence $\phi$ is equivalent to some $\mathcal{L}'$-sentence $\psi$, and vice versa.
2.2 Dependencies in team semantics

Dependence, independence and inclusion atoms are given the following semantics.

Definition 5. Let $\vec{x}$ be a tuple of variables and $y$ a variable. Then $= (\vec{x}, y)$ is a dependence atom with the semantic rule

$$\mathcal{M} \models_X = (\vec{x}, y) \text{ if and only if for any } s, s' \in X \text{ with } s(\vec{x}) = s'(\vec{x}), s(y) = s'(y).$$

Let $\vec{x}, \vec{y}$ and $\vec{z}$ be tuples of variables. Then $\vec{y} \perp_{\vec{x}} \vec{z}$ is a conditional independence atom with the semantic rule

$$\mathcal{M} \models_X \vec{y} \perp_{\vec{x}} \vec{z} \text{ if and only if for any } s, s' \in X \text{ with } s(\vec{x}) = s'(\vec{x}) \text{ there is a } s'' \in X \text{ such that } s''(\vec{x}) = s(\vec{x}), s''(\vec{y}) = s'(\vec{y}) \text{ and } s''(\vec{z}) = s'(\vec{z}).$$

Furthermore, we will write $\vec{x} \perp \vec{y}$ as a shorthand for $\vec{x} \perp_{\emptyset} \vec{y}$, and call it a pure independence atom.

Let $\vec{x}$ and $\vec{y}$ be two tuples of variables of the same length. Then $\vec{x} \subseteq \vec{y}$ is an inclusion atom with the semantic rule

$$\mathcal{M} \models_X \vec{x} \subseteq \vec{y} \text{ if and only if for any } s \in X \text{ there is a } s' \in X \text{ such that } s(\vec{x}) = s'(\vec{y}).$$

Note that in the definition of an inclusion atom $\vec{x} \subseteq \vec{y}$, the tuples $\vec{x}$ and $\vec{y}$ may both have repetitions. Also in the definition of a conditional independence atom $\vec{y} \perp_{\vec{x}} \vec{z}$, the tuples $\vec{x}$, $\vec{y}$ and $\vec{z}$ are not necessarily pairwise disjoint. Thus any dependence atom $= (\vec{x}, y)$ can be expressed as a conditional independence atom $y \perp_{\vec{x}} y$. Also any independence atom $\vec{y} \perp_{\vec{x}} \vec{z}$ can be expressed as a conjunction of dependence atoms and an independence atom $\vec{y}^* \perp_{\vec{x}} \vec{z}^*$ where $\vec{x}$, $\vec{y}^*$ and $\vec{z}^*$ are pairwise disjoint. For disjoint tuples $\vec{x}$, $\vec{y}$ and $\vec{z}$, independence atom $\vec{y} \perp_{\vec{x}} \vec{z}$ corresponds to the embedded multivalued dependency $\vec{x} \rightarrow \vec{y}\vec{z}$. Hence the class of conditional independence atoms corresponds to the class of functional dependencies and embedded multivalued dependencies in database theory.

Proposition 6 [8]. Let $\vec{y} \perp_{\vec{x}} \vec{z}$ be a conditional independence atom where $\vec{x}$, $\vec{y}$ and $\vec{z}$ are tuples of variables. If $\vec{y}^*$ lists the variables in $\vec{y} - \vec{x} \cup \vec{z}$, $\vec{z}^*$ lists the variables in $\vec{z} - \vec{x} \cup \vec{y}$, and $\vec{u}$ lists the variables in $\vec{y} \cap \vec{z} - \vec{x}$, then

$$\mathcal{M} \models_X \vec{y} \perp_{\vec{x}} \vec{z} \iff \mathcal{M} \models_X \vec{y}^* \perp_{\vec{x}} \vec{z}^* \land \bigwedge_{u \in \vec{u}} (\vec{x}, u).$$

The extension of first-order logic by dependence atoms, conditional independence atoms and inclusion atoms is called dependence logic (FO(=)), independence logic (FO(⊥)) and inclusion logic (FO(⊆)), respectively. The fragment of independence logic containing only pure independence atoms is called pure independence logic, written FO(⊥). For a collection of atoms $C \subseteq \{=, \ldots, \perp, \subseteq\}$, we will write FO($C$) (omitting the set parenthesis of $C$) for first-order logic with these atoms.

We end this section with a list of properties of these logics.

Proposition 7. For $C = \{=, \ldots, \perp, \subseteq\}$, the following hold.

1. (Empty Team Property) For all models $\mathcal{M}$ and formulas $\phi \in \text{FO}(C)$

$$\mathcal{M} \models_{\emptyset} \phi.$$

2. (Locality [5]) If $\phi \in \text{FO}(C)$ is such that $\text{Fr}(\phi) \subseteq V$, then for all models $\mathcal{M}$ and teams $X$,

$$\mathcal{M} \models_X \phi \iff \mathcal{M} \models_{X[V]} \phi.$$
3. An inclusion atom $\vec{x} \subseteq \vec{y}$ is logically equivalent to the pure independence logic formula

$$\forall v_1 v_2 \exists z ((\vec{z} \neq \vec{x} \land \vec{z} \neq \vec{x}) \lor (v_1 \neq v_2 \land \vec{z} = \vec{y} \lor \vec{z} \perp v_1 v_2))$$

where $v_1$, $v_2$ and $\vec{z}$ are new variables.

4. Any independence logic formula is logically equivalent to some pure independence logic formula.

5. Any dependence (or independence) logic sentence $\phi$ is logically equivalent to some existential second-order sentence $\phi^*$, and vice versa.

6. Any inclusion logic sentence $\phi$ is logically equivalent to some positive greatest fixpoint logic sentence $\phi^*$, and vice versa.

3 Deduction system

In this section we present a sound and complete axiomatization for the implication problem of inclusion and independence atoms. The implication problem is given by a finite set $\Sigma \cup \{\phi\}$ consisting of conditional independence and inclusion atoms, and the question is to decide whether $\Sigma \models \phi$.

Definition 8. In addition to the usual introduction and elimination rules for conjunction, we adopt the following rules for conditional independence and inclusion atoms.

1. Reflexivity:

$$\vec{x} \subseteq \vec{x}.$$

2. Projection and Permutation:

$$\text{if } x_1 \ldots x_n \subseteq y_1 \ldots y_n, \text{ then } x_{i_1} \ldots x_{i_k} \subseteq y_{i_1} \ldots y_{i_k},$$

for each sequence $i_1, \ldots, i_k$ of integers from $\{1, \ldots, n\}$.

3. Transitivity:

$$\text{if } \vec{x} \subseteq \vec{y} \land \vec{y} \subseteq \vec{z}, \text{ then } \vec{x} \subseteq \vec{y}.$$

4. Identity Rule:

$$\text{if } ab \subseteq cc \land \phi, \text{ then } \phi',$$

where $\phi'$ is obtained from $\phi$ by replacing any number of occurrences of $a$ by $b$.

5. Inclusion Introduction:

$$\text{if } \vec{a} \subseteq \vec{b}, \text{ then } \vec{a}x \subseteq \vec{b}c,$$

where $x$ is a new variable.

6. Start Axiom:

$$\vec{a} \vec{c} \subseteq \vec{a} \vec{x} \land \vec{b} \perp \vec{a} \vec{x} \land \vec{a} \vec{x} \subseteq \vec{a} \vec{c}$$

where $\vec{x}$ is a sequence of pairwise distinct new variables.

7. Chase Rule:

$$\text{if } \vec{y} \perp \vec{z} \land \vec{a} \vec{b} \subseteq \vec{x} \vec{y} \land \vec{a} \vec{c} \subseteq \vec{x} \vec{z}, \text{ then } \vec{a} \vec{b} \vec{c} \subseteq \vec{x} \vec{y} \vec{z}.$$
8. Final Rule:

\[
\vec{a} \subseteq \vec{x} \land \vec{b} \perp \vec{x} \land \vec{a} \vec{b} \vec{x} \subseteq \vec{a} \vec{c}, \text{ then } \vec{b} \perp \vec{c}.
\]

In an application of Inclusion Introduction, the variable \(x\) is called the new variable of the deduction step. Similarly, in an application of Start Axiom, the variables of \(\vec{x}\) are called the new variables of the deduction step. A deduction from \(\Sigma\) is a sequence of formulas \((\phi_1, \ldots, \phi_n)\) such that:

1. Each \(\phi_i\) is either an element of \(\Sigma\), an instance of Reflexivity or Start Axiom, or follows from one or more formulas of \(\Sigma \cup \{\phi_1, \ldots, \phi_{i-1}\}\) by one of the rules presented above.

2. If \(\phi_i\) is an instance of Start Axiom (or follows from \(\Sigma \cup \{\phi_1, \ldots, \phi_{i-1}\}\) by Inclusion Introduction), then the new variables of \(\vec{x}\) (or the new variable \(x\)) must not appear in \(\Sigma \cup \{\phi_1, \ldots, \phi_{i-1}\}\).

We say that \(\phi\) is provable from \(\Sigma\), written \(\Sigma \vdash \phi\), if there is a deduction \((\phi_1, \ldots, \phi_n)\) from \(\Sigma\) with \(\phi = \phi_n\) and such that no variables in \(\phi\) are new in \(\phi_1, \ldots, \phi_n\).

4 Soundness

First we prove the soundness of these axioms. Identity Rule and Start Axiom are sound if we interpret all the new variables as existentially quantified.

**Lemma 9.** Let \((\phi_1, \ldots, \phi_n)\) be a deduction from \(\Sigma\), and let \(\vec{y}\) list all the new variables of the deduction steps. Let \(\mathcal{M}\) and \(X\) be such that \(\mathcal{M} \models_X \Sigma\) and \(\text{Var}(\Sigma_n) \setminus \vec{y} \subseteq \text{Dom}(X)\) where \(\Sigma_n := \Sigma \cup \{\phi_1, \ldots, \phi_n\}\). Then

\[
\mathcal{M} \models_X \exists \vec{y} \bigwedge \Sigma_n.
\]

**Proof.** We show the claim by induction on \(n\). So assume that the claim holds for any deduction of length \(n\). We prove that the claim holds for deductions of length \(n+1\) also. Let \((\phi_1, \ldots, \phi_{n+1})\) be a deduction from \(\Sigma\), and let \(\vec{y}\) and \(\vec{z}\) list all the new variables of the deduction steps \(\phi_1, \ldots, \phi_n\) and \(\phi_{n+1}\), respectively. Note that \(\phi_{n+1}\) might not contain any new variables in which case \(\vec{z}\) is empty. Assume that \(\mathcal{M} \models_X \Sigma\) for some \(\mathcal{M}\) and \(X\), where \(\text{Var}(\Sigma_n+1) \setminus \vec{y}\vec{z} \subseteq \text{Dom}(X)\). By Proposition 12 we may assume that \(\text{Var}(\Sigma_n+1) \setminus \vec{y}\vec{z} = \text{Dom}(X)\). We need to show that

\[
\mathcal{M} \models_X \exists \vec{y} \exists \vec{z} \bigwedge \Sigma_{n+1}.
\]

By the induction assumption,

\[
\mathcal{M} \models_X \exists \vec{y} \bigwedge \Sigma_n
\]

when by Lemma 4 there is a function \(F : X \to \mathcal{P}(\mathcal{M}[\vec{y}] \setminus \{\emptyset\})\) such that

\[
\mathcal{M} \models_{X'} \exists \vec{z} \bigwedge \Sigma_n
\]

where \(X' := X[F/\vec{y}]\). It suffices to show that

\[
\mathcal{M} \models_{X'} \exists \vec{z} \bigwedge \Sigma_{n+1}.
\]

If \(\phi_{n+1}\) is an instance of Start Axiom, or follows from \(\Sigma_n\) by Inclusion Introduction, then by Lemma 4 it suffices to find a \(G : X' \to \mathcal{P}(\mathcal{M}[\vec{z}] \setminus \{\emptyset\})\), such that \(\mathcal{M} \models_{X'[G/\vec{z}]} \phi_{n+1}\). For this note that no variable of \(\vec{z}\) is in \(\text{Var}(\Sigma_n)\), and hence by Proposition 12, \(\mathcal{M} \models_{X'[G/\vec{z}]} \Sigma_n\) follows from (10). Otherwise, if \(\vec{z}\) is empty, then it suffices to show that \(\mathcal{M} \models_{X'} \phi_{n+1}\).
The cases where \( \phi_{n+1} \) is an instance of Reflexivity, or follows from \( \Sigma_n \) by a conjunction rule, Projection and Permutation, Transitivity or Identity are straightforward. We prove the claim in the cases where one of the last four rules is applied.

- **Inclusion Introduction:** Then \( \phi_{n+1} \) is of the form \( \bar{a}x \subseteq \bar{bc} \) where \( \bar{a} \subseteq \bar{b} \) is in \( \Sigma_n \). Let \( s \in X' \). Since \( M \models X' \bar{a} \subseteq \bar{b} \) there is a \( s' \in X' \) such that \( s(\bar{a}) = s'(\bar{b}) \). We let \( G(s) = \{s'(c)\} \). Since \( x \notin \text{Dom}(X') \) we conclude that \( M \models X'_G[\bar{a}x] \bar{a}x \subseteq \bar{bc} \).

- **Start Axiom:** Then \( \phi_{n+1} \) is of the form \( \bar{ac} \subseteq \bar{ax} \perp \bar{ab} \perp \bar{a}x \subseteq \bar{ac} \). We define \( G : X' \to \mathcal{P}(M[\bar{x}]) \setminus \{\emptyset\} \) as follows:

\[
G(s) = \{s'(c) \mid s' \in X', s'(\bar{a}) = s(\bar{a})\}.
\]

Again, since \( \bar{x} \) does not list any of the variables in \( \text{Dom}(X') \), it is straightforward to show that

\[
M \models X'_G[\bar{x}] \bar{ac} \subseteq \bar{ax} \perp \bar{ab} \perp \bar{a}x \subseteq \bar{ac}.
\]

- **Chase Rule:** Then \( \phi_{n+1} \) is of the form \( \bar{abc} \subseteq \bar{acy} \) where

\[
\bar{y} \perp \bar{x} \bar{z} \perp \bar{a} \subseteq \bar{y} \perp \bar{a} \subseteq \bar{z} \subseteq \bar{x} \subseteq \Sigma_n.
\]

Let \( s \in X' \). Since \( M \models X' \bar{a}b \subseteq \bar{a}y \perp \bar{a} \subseteq \bar{z} \subseteq \bar{x} \subseteq \Sigma_n \), there are \( s', s'' \in X' \) such that \( s'(\bar{a}y) = s(\bar{a}b) \) and \( s''(\bar{a}x) = s(\bar{a}c) \). Since \( s'(\bar{a}y) = s''(\bar{a}x) \) and \( M \models X' \bar{y} \perp \bar{x} \subseteq \bar{z} \subseteq \Sigma_n \), there is a \( s_0 \in X' \) such that \( s_0(\bar{a}y\bar{a}x) = s(\bar{a}bc) \) which shows the claim.

- **Final Rule:** Then \( \phi_{n+1} \) is of the form \( \bar{b} \perp \bar{a} \bar{c} \) where

\[
\bar{ac} \subseteq \bar{ax} \perp \bar{b} \perp \bar{a} \perp \bar{ab} \perp \bar{a}x \subseteq \bar{ab} \subseteq \Sigma_n.
\]

Let \( s, s' \in X' \) be such that \( s(\bar{a}) = s'(\bar{a}) \). Since \( M \models X' \bar{a}c \subseteq \bar{ax} \perp \bar{b} \perp \bar{a}x \subseteq \bar{ab} \subseteq \Sigma_n \), there is a \( s_0 \in X' \) such that \( s_0(\bar{a}c) = s_0(\bar{a}x) \). Since \( M \models X' \bar{b} \perp \bar{a} \perp \bar{ab} \perp \bar{a}x \subseteq \bar{ab}c \subseteq \Sigma_n \), there is a \( s_1 \in X' \) such that \( s_1(\bar{a}b) = s(\bar{a}b)s_0(\bar{x}) \). And since \( M \models X' \bar{ab} \perp \bar{a}c \perp \bar{ab} \subseteq \bar{ab}c \) there is a \( s'' \in X' \) such that \( s''(\bar{a}bc) = s(\bar{a}b)c \). Then \( s''(\bar{a}bc) = s(\bar{a}b)c \) which shows the claim and concludes the proof.

This gives us the following soundness theorem.

**Theorem 11.** Let \( \Sigma \cup \{\phi\} \) be a finite set of conditional independence and inclusion atoms. Then \( \Sigma \models \phi \) if \( \Sigma \vdash \phi \).

**Proof.** Assume that \( \Sigma \vdash \phi \). Then there is a deduction \( (\phi_1, \ldots, \phi_n) \) from \( \Sigma \) such that \( \phi = \phi_n \) and no variables in \( \phi \) are new in \( \phi_1, \ldots, \phi_n \). Let \( M \) and \( X \) be such that \( \text{Var}(\Sigma \cup \{\phi\}) \subseteq \text{Dom}(X) \) and \( M \models X \Sigma \). We need to show that \( M \models X \phi \). Let \( \bar{y} \) list all the new variables in \( \phi_1, \ldots, \phi_n \), and let \( \bar{z} \) list all the variables in \( \text{Var}(\Sigma_n) \setminus \bar{y} \) which are not in \( \text{Dom}(X) \). We first let \( X' := X[\bar{y}/\bar{z}] \) for some dummy sequence \( \bar{0} \) when by Theorem 11, \( M \models X' \Sigma \). Then by Theorem 9, \( M \models X', \exists \bar{y} \Sigma_n \) implying there exists a \( F : X' \to \mathcal{P}(M[\bar{y}]) \setminus \{\emptyset\} \) such that \( M \models X' \phi \), for \( X'' := X'[\bar{y}/\bar{z}] \). Since \( X'' = X[\bar{y}/\bar{z}][\bar{F}/\bar{y}] \) and no variables of \( \bar{y} \) or \( \bar{z} \) appear in \( \phi \), we conclude by Theorem 12, that \( M \models X \phi \).
5 Completeness

In this section we will prove that the set of axioms and rules presented in Definition 8 is complete with respect to the implication problem for conditional independence and inclusion atoms. For this purpose we introduce a graph characterization for the implication problem in subsection 5.1. This characterization is based on the classical characterization of the implication problem for various database dependencies using the chase procedure [18]. The completeness proof is presented in subsection 5.2.

5.1 Graph characterization

We will consider graphs consisting of vertices and edges labeled by (possibly multiple) pairs of variables. The informal meaning is that a vertex will correspond to an assignment of a team, and an edge between s and s', labeled by uw, will express that s(u) = s'(w). The graphical representation of the chase procedure is adapted from [20].

Definition 12. Let G = (V, E) be a graph where E consists of non-directed labeled edges (u, w)_{ab} where ab is a pair of variables, and for every pair (u, w) of vertices there can be several ab such that (u, w)_{ab} ∈ E. Then we say that u and w are ab-connected, written u ∼_{ab} w, if u = w and a = b, or if there are vertices v_0, ..., v_n and variables x_0, ..., x_n such that

\[(u, v_0)_{x_1}, (v_0, v_1)_{x_0x_1}, ..., (v_{n-1}, v_n)_{x_{n-1}x_n}, (v_n, w)_{x_n} \in E.\]

Next we define a graph \(G_{\Sigma, \phi}\) in the style of Definition 12 for a set \(\Sigma \cup \{\phi\}\) of conditional independence and inclusion atoms.

Definition 13. Let \(\Sigma \cup \{\phi\}\) be a finite set of conditional independence and inclusion atoms. We let \(G_{\Sigma, \phi} := (\bigcup_{n \in \mathbb{N}} V_n, \bigcup_{n \in \mathbb{N}} E_n)\) where \(G_n = (V_n, E_n)\) is defined as follows:

- If \(\phi\) is \(\bar{b} \perp_{\bar{a}} \bar{c}\), then \(V_0 := \{v^+, v^-\}\) and \(E_0 := \{(v^+, v^-)_{aa} | a \in \bar{a}\}\). If \(\phi\) is \(\bar{a} \subseteq \bar{b}\), then \(V_0 := \{v\}\) and \(E_0 := \emptyset\).
- Assume that \(G_n\) is defined. Then for every \(v \in V_n\) and \(x_1 ... x_k \subseteq y_1 ... y_k \in \Sigma\), we introduce a new vertex \(v_{new}\), and new edges \((v, v_{new})_{y_i}\), for \(1 \leq i \leq k\). Also for every \(u, w \in V_n\), \(u \neq w\), and \(\bar{y} \perp_{\bar{z}} \bar{w} \in \Sigma\), where \(u \sim_{xx} w, \bar{x} \in \bar{z}\), we introduce a new vertex \(v_{new}\), and new edges \((u, v_{new})_{y_i}, (w, v_{new})_{z_i}\), for \(y \in \bar{x}y\) and \(z \in \bar{z}z\). We let \(V_{n+1}\) and \(E_{n+1}\) be obtained by adding these new vertices and edges to the sets \(V_n\) and \(E_n\).

Note that \(G_{\Sigma, \phi} = G_0\) if \(\Sigma = \emptyset\).

This gives us a characterization of the following form. Instead of writing \(\mathcal{M} \models_X \phi\), we will now write \(X \models \phi\), since the satisfaction of an atom depends only on the team \(X\).

Theorem 14. Let \(\Sigma \cup \{\phi\}\) be a finite set of conditional independence and inclusion atoms.

1. If \(\phi\) is \(a_1 ... a_k \subseteq b_1 ... b_k\), then \(\Sigma \models \phi \iff \exists w \in V_{\Sigma, \phi}(v \sim_{a_i} b_i \text{ for all } 1 \leq i \leq k)\).
2. If \(\phi\) is \(\bar{b} \perp_{\bar{a}} \bar{c}\), then \(\Sigma \models \phi \iff \exists v \in V_{\Sigma, \phi}(v^+ \sim b \text{ and } v^- \sim_{cc} c \text{ for all } b \in \bar{a}^b \text{ and } c \in \bar{ac})\).

Proof. We deal with cases 1 and 2 simultaneously. First we will show the direction from right to left.

So assume that \(\Sigma \models \phi\). Let \(X\) be a team such that \(X \models \Sigma\). We show that \(X \models \phi\). For this, let \(s, s' \in X\) be such that \(s(\bar{a}) = s'(\bar{a})\). If \(\phi\) is \(\bar{b} \perp_{\bar{a}} \bar{c}\), then
we need to find a $s''$ such that $s''(\vec{a}\vec{b}\vec{c}) = s(\vec{a}\vec{b})s'(\vec{c})$. If $\phi$ is $a_1 \ldots a_k \subseteq b_1 \ldots b_k$, then we need to find a $s''$ such that $s(a_1 \ldots a_k) = s''(b_1 \ldots b_k)$. We will now define inductively, for each natural number $n$, a function $f_n : V_n \rightarrow X$ such that $f_n(u)(x) = f_n(w)(y)$ if $(u, w)_xy \in E_n$. This will suffice for the claim as we will later show.

- Assume that $n = 0$.
  1. If $\phi$ is $a_1 \ldots a_k \subseteq b_1 \ldots b_k$, then $V_0 = \{v\}$ and $E_0 = \emptyset$, and we let $f_0(v) := s$.
  2. If $\phi$ is $b \perp_{\vec{x}} \vec{c}$, then $V_0 = \{v^+, v^-\}$ and $E_0 = \{(v^+, v^-)_x|a| \rightarrow a\}$. We let $f_0(v^+) := s$ and $f_0(v^-) := s'$. Then $f(v^+)(a) = f(v^-)(a)$, for $a \in \vec{a}$, as wanted.

- Assume that $n = m + 1$, and that $f_m$ is defined so that $f_m(u)(x) = f_m(w)(y)$ if $(u, w)_xy \in E_m$. We let $f_{m+1}(u) = f_m(u)$, for $u \in V_m$. Assume that $v_{new} \in V_{m+1} \setminus V_m$ and that there are $u \in V_m$ and $x_1 \ldots x_l \subseteq y_1 \ldots y_l \in \Sigma$ such that $(u, v_{new})_{x_iy_i} \in E_{m+1} \setminus E_m$, for $1 \leq i \leq l$. Since $X \models x_1 \ldots x_l \subseteq y_1 \ldots y_l$, there is a $s'_0 \in X$ such that $f_{m+1}(u)(x_i) = s_0(y_i)$, for $1 \leq i \leq l$, as wanted.

  Assume then that $v_{new} \in V_{m+1} \setminus V_m$ and that there are $u, w \in V_m$, $u \neq w$, and $\vec{y} \perp_{\vec{x}} \vec{z} \in \Sigma$ such that $(u, v_{new})_{xy} \in E_{m+1} \setminus E_m$, for $y \in \vec{y}$ and $z \in \vec{z}$. Then $u \sim_{xx} w$ in $G_m$, for $x \in \vec{x}$. This means that there are vertices $v_0, \ldots, v_n$ and variables $x_0, \ldots, x_n$, for $x \in \vec{x}$, such that

  $$(u, v_0)_{xx_0}, (v_0, v_1)_{xx_1}, \ldots, (v_{n-1}, v_n)_{xx_{n-1}}, (v_n, w)_{xx_n} \in E_m.$$  

By the induction assumption then

$$f_m(u)(x) = f_m(v_0)(x_0) = \ldots = f_m(v_n)(x_n) = f_m(w)(x).$$

Hence, since $X \models \vec{y} \perp_{\vec{x}} \vec{z}$, there is a $s_0$ such that $s_0(\vec{y}\vec{z}) = f_m(u)(\vec{y}\vec{z})f_m(w)(\vec{z})$. We let $f_{m+1}(v_{new}) := s_0$ and conclude that $f_{m+1}(u)(y) = f_{m+1}(v_{new})(y)$ and $f_{m+1}(w)(z) = f_{m+1}(v_{new})(z)$, for $y \in \vec{y}$ and $z \in \vec{z}$. This concludes the construction.

Now, in case 1 there is a $u \in V_{\Sigma, \phi}$ such that $v^+ \sim_{ub} v$ and $v^- \sim_{cc} v$ for all $b \in \vec{a}\vec{b}$ and $c \in \vec{a}\vec{c}$. Let $n$ be such that each path witnessing this is in $G_n$. We want to show that choosing $s''$ as $f_n(v)$,

$$s''(\vec{a}\vec{b}\vec{c}) = s(\vec{a}\vec{b})s'(\vec{c}).$$

Recall that $s = f_n(v^+)$ and $s' = f_n(v^-)$. First, let $b \in \vec{a}$. The case where $v = v^+$ is trivial, so assume that $v \neq v^+$. Then there are vertices $v_0, \ldots, v_n$ and variables $x_0, \ldots, x_n$ such that

$$(v^+, v_0)_{bx_0}, (v_0, v_1)_{xx_1}, \ldots, (v_{n-1}, v_n)_{xx_{n-1}}, (v_n, v)_{x_n} \in E_n$$

when by the construction, $f_n(v^+)(b) = f_n(v)(b)$. Analogously $f_n(v^-)(c) = f_n(v)(c)$, for $c \in \vec{c}$, which concludes this case.

In case 2 $s''$ is found analogously. This concludes the proof of the direction from right to left.

For the other direction, assume that the right-hand side assumption fails in $G_{\Sigma, \phi}$. Again, we deal with both cases simultaneously. We will now construct a team $X$ such that $X \models \Sigma$ and $X \neq \phi$. We let $X := \{s_u | u \in V_{\Sigma, \phi}\}$ where each $s_u : \text{Var}(\Sigma \cup \{\phi\}) \rightarrow \mathcal{P}(V_{\Sigma, \phi})^{\text{Var}(\Sigma \cup \{\phi\})}$ is defined as follows:

$$s_u(x) := \prod_{y \in \text{Var}(\Sigma \cup \{\phi\})} \{w \in V_{\Sigma, \phi} | u \sim_{xy} w\}.$$ 

We claim that $s_u(x) = s_w(y) \iff u \sim_{xy} w$. Indeed, assume that $u \sim_{xy} w$. If now $v$ is in the set with the index $z$ of the product $s_u(x)$, then $u \sim_{xz} v$. Since $w \sim_{yz} u$, we have that $w \sim_{yz} v$. Thus $v$ is in the
set with the index $z$ of the product $s_w(y)$. Hence by symmetry we conclude that $s_u(x) = s_w(y)$. For
the other direction assume that $s_u(x) = s_w(y)$. Then consider the set with the index $y$ of the product
$s_w(y)$. Since $u \sim_{xy} w$ by the definition, the vertex $w$ is in this set, and thus by the assumption it is in
the set with the index $y$ of the product $s_u(x)$. It follows by the definition that $u \sim_{xy} w$ which shows the
claim.

Next we will show that $X \models \Sigma$. So assume that $\vec{y} \perp \vec{z} \in \Sigma$ and that $s_u, s_w \in X$ are such that
$s_u(x) = s_u(\vec{x})$. We need to find a $s_v \in X$ such that $s_v(\vec{x}y\vec{z}) = s_u(\vec{x})s_w(\vec{z})$. Since $u \sim_{xz} w$, for
$x \in \vec{x}$, there is a $v \in G_{\Sigma, \phi}$ such that $(u, v)_{yy}, (w, v)_{zz} \in E_{\Sigma, \phi}$, for $y \in \vec{y}$ and $z \in \vec{z}$. Then $s_u(\vec{x}y) = s_v(\vec{x}y)$ and $s_u(\vec{x}z) = s_v(\vec{x}z)$, as wanted. In case $x_1 \ldots x_l \subseteq y_1 \ldots y_n \in \Sigma$, $X \models x_1 \ldots x_l \subseteq y_1 \ldots y_n$ is shown analogously.

It suffices to show that $X \not\models \phi$. Assume first that $\phi$ is $\vec{b} \perp_{\vec{c}} \vec{c}$. Then $s_v + (\vec{a}) = s_v - (\vec{a})$, but by the
assumption there is no $v \in V_{\Sigma, \phi}$ such that $v^+ \sim_{bb} v$ and $v^- \sim_{cc} v$ for all $b \in \vec{a}b$ and $c \in \vec{a}c$. Hence there is no $s_v \in X$ such that $s_v(\vec{a}b) = s_v + (\vec{a}b)$ and $s_v(\vec{a}c) = s_v - (\vec{a}c)$ when $X \not\models \vec{b} \perp_{\vec{c}} \vec{c}$. In case $\phi$ is $a_1 \ldots a_h \subseteq b_1 \ldots b_k$, $X \not\models \phi$ is shown analogously.

\section{Completeness proof}

We are now ready to prove the completeness. Let us first define some notation needed in the proof. We will write $x = y$ for syntactical identity, $x \equiv y$ for an atom of the form $xy \subseteq zz$ implying the identity of $x$ and $y$, and $\vec{x} \equiv \vec{y}$ for an conjunction the form $\bigwedge_{i \leq |\vec{x}|} pr_i(\vec{x}) \equiv pr_i(\vec{y})$. Let $\vec{x} = (x_1, \ldots, x_n)$ be a sequence listing $\text{Var}(\Sigma \cup \{ \phi \})$. If $\vec{x}_v$ is a vector of length $|\vec{x}|$ (representing vertex $v$ of the graph $G_{\Sigma, \phi}$), and $\vec{p} = (x_1, \ldots, x_n)$ is a sequence of variables from $\vec{x}$, then we write $\vec{p}_v$ for

$$\langle pr_{i_1}(\vec{x}_v), \ldots, pr_{i_l}(\vec{x}_v) \rangle.$$  

\textbf{Theorem 15.} Let $\Sigma \cup \{ \phi \}$ be a finite set of conditional independence and inclusion atoms. Then $\Sigma \models \phi$
if $\Sigma \models \phi$.

\textbf{Proof.} Let $\Sigma$ and $\phi$ be such that $\Sigma \models \phi$. We will show that $\Sigma \models \phi$.

We have two cases: either

1. $\phi$ is $x_1 \ldots x_m \subseteq x_{j_1} \ldots x_{j_m}$ and, by Theorem \[1\] there is a $w \in V_{\Sigma, \phi}$ such that $v \sim_{x_{i_k}x_{j_k}} w$
for all $1 \leq k \leq m$, or

2. $\phi$ is $b \perp_{\vec{c}} \vec{c}$ and, by Theorem \[1\] there is a $v \in V_{\Sigma, \phi}$ such that $v^+ \sim_{bb} v$ and $v^- \sim_{cc} v$ for all
$x_i \in \vec{a}b$ and $x_j \in \vec{a}c$.

Using this we will show how to create a deduction of $\phi$ from $\Sigma$. We write $\Sigma \vdash \psi$ if $\psi$ appears as a step in
the deduction. Recall that the new variables introduced in the deduction steps previously must not appear in $\phi$ but may appear in $\psi$. We will introduce for each $v \in V_{\Sigma, \phi}$ a sequence $\vec{x}_v$ of length $n$ and possibly with repetitions) such that $\Sigma \vdash \vec{x}_v \subseteq \vec{x}$. For each $(u, w)_{x_i, x_j} \in E_{\Sigma, \phi}$ we will also show that $\Sigma \vdash pr_i(\vec{x}_u) \equiv pr_j(\vec{x}_w)$. We do this inductively for $V_0$ and $E_0$ as follows:

- Assume that $n = 0$. Then we have two cases:

  1. Assume that $\phi$ is $x_1 \ldots x_m \subseteq x_{j_1} \ldots x_{j_m}$ when $V_0 := \{ v \}$ and $E_0 := \emptyset$. Then we let
     $\vec{x}_v := \vec{x}$ in which case we can derive $\vec{x}_v \subseteq \vec{x}$ by Reflexivity.

  2. Assume that $\phi$ is $b \perp_{\vec{c}} \vec{c}$ when $V_0 := \{ v^+, v^- \}$ and $E_0 := \{(v^+, v^-)_{x_i, x_i} \mid x_i \in \vec{a}\}$. First
     we use Start Axiom to obtain

     $\vec{a}c \subseteq \vec{a}c \land b \perp_{\vec{c}} \vec{c} \land \vec{a}c \subseteq \vec{a}c$  \hspace{1cm} (16)


where \( c^* \) is a sequence of pairwise distinct new variables. Then using Inclusion Introduction and Projection and Permutation we may deduce

\[
\overline{ab} \overset{c^*}{\overset{d^*}{\subset}} \subseteq \overline{abcd}
\]  

(17)

from \( \overline{ac} \subseteq \overline{ac} \) where \( \overline{d} \) lists \( \overline{x} \setminus \overline{ac} \) and \( \overline{b} \overset{c^*}{\overset{d^*}{\subset}} \) is a sequence of pairwise distinct new variables. By Projection and Permutation and Identity Rule we may assume that \( \overline{ab} \overset{c^*}{\overset{d^*}{\subset}} \) has repetitions exactly where \( \overline{abcd} \) has. Therefore we can list the variables of \( \overline{ab} \overset{c^*}{\overset{d^*}{\subset}} \) in a sequence \( \overline{x}_{v-} \) of length \( |\overline{x}| \) where

\[
\overline{ab} \overset{c^*}{\overset{d^*}{\subset}} = (\text{pr}_{i_1}(\overline{x}_{v-}), \ldots, \text{pr}_{i_l}(\overline{x}_{v-}))
\]

for \( \overline{abcd} = (x_1, \ldots, x_{i_1}) \). Then \( \overline{a}_{v-} - \overline{b}_{v-} - \overline{c}_{v-} - \overline{d}_{v-} = \overline{ab} \overset{c^*}{\overset{d^*}{\subset}} \), and we can derive \( \overline{x}_{v-} \subseteq \overline{x} \) from (17) by Projection and Permutation. We also let \( \overline{x}_{v+} := \overline{x} \) when \( \overline{a}_{v+} - \overline{b}_{v+} - \overline{c}_{v+} - \overline{d}_{v+} = \overline{abcd} \). Then \( \overline{a}_{v+} \equiv \overline{a}_{v-} \) and \( \overline{x}_{v+} \subseteq \overline{x} \) are derivable by Reflexivity which concludes the case \( n = 0 \).

• Assume that \( n = m + 1 \) and for each \( u \in V_m \) there is a sequence \( \overline{x}_u \) such that \( \Sigma \vdash^* \overline{x}_u \subseteq \overline{x} \) and for each \( (u, w)_{x, x_j} \in E_m \) also \( \Sigma \vdash^* \text{pr}_j(\overline{x}_u) \equiv \text{pr}_j(\overline{x}_w) \). Assume that \( v_{\text{new}} \in V_{m+1} \setminus V_m \) is such that there are \( u \in V_m \) and \( x_{i_1}, \ldots, x_{i_l} \subseteq x_j, \ldots, x_{j_l} \in \Sigma \) for which we have added new edges \( (u, v_{\text{new}})_{x_{i_k} \ldots x_{j_k}} \) to \( V_{m+1} \), for \( 1 \leq k \leq l \). We will introduce a sequence \( \overline{x}_v_{\text{new}} \) such that \( \Sigma \vdash^* \overline{x}_v_{\text{new}} \subseteq \overline{x} \) and \( \Sigma \vdash^* \text{pr}_j(\overline{x}_u) \equiv \text{pr}_j(\overline{x}_v_{\text{new}}) \), for \( 1 \leq k \leq l \).

By Projection and Permutation we deduce first

\[
\text{pr}_{i_1}(\overline{x}_u) \ldots \text{pr}_{i_l}(\overline{x}_u) \subseteq x_{i_1} \ldots x_{i_l}
\]

(18)

from \( \overline{x}_u \subseteq \overline{x} \). Then we obtain

\[
\text{pr}_{i_1}(\overline{x}_u) \ldots \text{pr}_{i_l}(\overline{x}_u) \subseteq x_{j_1} \ldots x_{j_l}
\]

(19)

from (18) and \( x_{i_1} \ldots x_{i_l} \subseteq x_{j_1} \ldots x_{j_l} \) by Transitivity.

Then by Reflexivity we may deduce \( \text{pr}_{i_k}(\overline{x}_u) \subseteq \text{pr}_{i_k}(\overline{x}_u) \) from which we derive by Inclusion Introduction

\[
\text{pr}_{i_k}(\overline{x}_u) y_1 \subseteq \text{pr}_{i_k}(\overline{x}_u) \text{pr}_{i_k}(\overline{x}_u)
\]

(20)

where \( y_1 \) is a new variable. Then from (19) and (20) we derive by Identity Rule

\[
y_1 \text{pr}_{i_1}(\overline{x}_u) \ldots \text{pr}_{i_l}(\overline{x}_u) \subseteq x_{j_1} \ldots x_{j_l}
\]

(21)

Iterating this procedure \( l \) times leads us to a formula

\[
\bigwedge_{1 \leq k \leq l} \text{pr}_{i_k}(\overline{x}_u) \equiv y_k \land y_1 \ldots y_l \subseteq x_{j_1} \ldots x_{j_l}
\]

(22)

where \( y_1, \ldots, y_l \) are pairwise distinct new variables. Let \( x_{j_{l+1}}, \ldots, x_{j_{l'}} \), list \( \overline{x} \setminus \{x_{j_1}, \ldots, x_{j_{l}}\} \).

Repeating Inclusion Introduction for the inclusion atom in (22) gives us a formula

\[
y_1 \ldots y_{l'} \subseteq x_{j_1} \ldots x_{j_{l'}}
\]

(23)

where \( y_{l+1}, \ldots, y_{l'} \) are pairwise distinct new variables. Let \( \overline{y} \) now denote the sequence \( y_1 \ldots y_{l'} \) when

\[
\bigwedge_{1 \leq k \leq l} \text{pr}_{i_k}(\overline{x}_u) \equiv \text{pr}_k(\overline{y}) \land \overline{y} \subseteq x_{j_1} \ldots x_{j_{l'}}
\]

(24)
is the formula obtained from (22) by replacing its inclusion atom with (23). By Projection and Permutation and Identity Rule we may assume that \( \text{pr}_k(\overline{y}) = \text{pr}_k(\overline{y}) \) if and only if \( j_k = j_k' \), for \( 1 \leq k \leq l' \). Analogously to the case \( n = 0 \), we can then order the variables of \( \overline{y} \) as a sequence \( x_{\text{new}} \) of length \( |\overline{x}| \) such that \( \text{pr}_{j_k}(x_{\text{new}}) = \text{pr}_{j_k}(\overline{y}) \), for \( 1 \leq k \leq l' \). Then

\[
\bigwedge_{1 \leq k \leq l'} \text{pr}_{j_k}(x_u) \equiv \text{pr}_{j_k}(x_{\text{new}}) \land \text{pr}_{j_1}(x_{\text{new}}) \ldots \text{pr}_{j_{l'}}(x_{\text{new}}) \subseteq x_{j_1} \ldots x_{j_{l'}}.
\]

(25)

is the formula (24). By Projection and Permutation we can now deduce \( x_{\text{new}} \subseteq \overline{x} \) from the inclusion atom in (25). Hence \( x_{\text{new}} \) is such that \( \Sigma \vdash^* x_{\text{new}} \subseteq \overline{x} \) and \( \Sigma \vdash^* \text{pr}_{j_k}(x_u) \equiv \text{pr}_{j_k}(x_{\text{new}}), \) for \( 1 \leq k \leq l \). This concludes the case for inclusion.

Assume then that \( v_{\text{new}} \in V_{m+1} \setminus V_m \) is such that there are \( u, w \in V_m \), \( u \neq w \), and \( \overline{q} \perp \overline{r} \in \Sigma \) for which we have added new edges \( (u, v_{\text{new}}, x_{j_0}, \ldots, x_{j_{l'}}), (w, v_{\text{new}}, x_{j_0}, \ldots, x_{j_{l'}}) \) to \( V_{m+1} \), for \( x_{j_0} \in \overline{p}q \) and \( x_{j_{l'}} \in \overline{p}r \). We will introduce a sequence \( x_{\text{new}} \) such that \( \Sigma \vdash^* x_{\text{new}} \subseteq \overline{x} \) and \( \Sigma \vdash^* \text{pr}_k(x_u) \equiv \text{pr}_k(x_{\text{new}}) \) and \( \Sigma \vdash^* \text{pr}_j(x_u) \equiv \text{pr}_j(x_{\text{new}}) \), for \( x_{j_0} \in \overline{p}q \) and \( x_{j_{l'}} \in \overline{p}r \). The latter means that

\[
\Sigma \vdash^* \overline{p}uq_u \equiv \overline{p}v_{\text{new}}q_{\text{new}} \land \overline{p}w\overline{r}_w \equiv \overline{p}v_{\text{new}}\overline{r}_w.
\]

First of all, we know that \( u \sim x_j x_k w \) in \( G_m \) for all \( x_k \in \overline{p} \). Thus there are vertices \( v_{j_0}, \ldots, v_{j_n} \in V_m \) and variables \( x_{j_0}, \ldots, x_{j_n} \) such that \( (u, v_0, v_1, x_{j_0}, x_{j_1}, \ldots, x_{j_{n-1}}, v_n, w, x_{j_n}) \in E_m \).

Hence by the induction assumption and Identity Rule, there are \( \overline{x}_u \) and \( \overline{x}_w \) such that \( \Sigma \vdash^* \overline{x}_u \subseteq \overline{x} \) and \( \Sigma \vdash^* \overline{x}_w \subseteq \overline{x} \), and \( \Sigma \vdash^* \text{pr}_k(\overline{x}_u) \equiv \text{pr}_k(\overline{x}_w) \), for \( x_k \in \overline{p} \). In other words,

\[
\Sigma \vdash^* \overline{p}_u \equiv \overline{p}_w.
\]

(26)

By Projection and Permutation we first derive

\[
\overline{p}_uq_u \subseteq \overline{p}q
\]

(27)

and

\[
\overline{p}_w\overline{r}_w \subseteq \overline{p}r
\]

(28)

from \( \overline{x}_u \subseteq \overline{x} \) and \( \overline{x}_w \subseteq \overline{x} \), respectively. Then we derive

\[
\overline{p}_u\overline{r}_w \subseteq \overline{p}r
\]

(29)

from \( \overline{p}_u \equiv \overline{p}_w \) and (28) by Identity Rule. By Chase Rule we then derive

\[
\overline{p}_uq_u\overline{r}_w \subseteq \overline{p}q\overline{r}
\]

(30)

from \( \overline{q} \perp \overline{r} \), (27) and (29). Now it can be the case that \( x_i \in \overline{p}q \) and \( x_i \in \overline{r} \), but \( \text{pr}_i(\overline{x}_u) \neq \text{pr}_i(\overline{x}_w) \). Then we can derive

\[
\text{pr}_i(\overline{x}_u)\text{pr}_i(\overline{x}_w) \subseteq x_ix_i
\]

(31)

from (30) by Projection and Permutation, and

\[
\overline{p}_uq_u\overline{r}_w(\text{pr}_i(\overline{x}_u)/\text{pr}_i(\overline{x}_w)) \subseteq \overline{p}q\overline{r}
\]

(32)
Since \( \Sigma \) then by the previous construction, \( \check{w} \) when \( \Sigma \leq \check{w} \) and let \( \check{v} = (\check{v}_0, ..., \check{v}_p) \). Assume now first that \( \phi \vdash \Sigma \) from (31) and (30) by Identity Rule. Let now \( \check{r}^* \) be obtained from \( \check{r}_w \) by replacing, for each \( x_i \in \check{p} \cap \check{r} \), the variable \( \text{pr}_i(\check{x}_w) \) with \( \text{pr}_i(\check{x}_u) \). Iterating the previous derivation gives us then

\[
\check{r}^* \equiv \check{r}_w \wedge \check{p}_a \check{q}_a \check{r}^* \subseteq \check{p} \check{q} \check{r}^*.
\]

(33)

Let \( \check{s} \) list the variables in \( \check{r} \setminus \check{p} \check{q} \check{r}^* \). From the inclusion atom in (33) we derive by Inclusion Introduction

\[
\check{p}_a \check{q}_a \check{r}^* \check{s}^* \subseteq \check{p} \check{q} \check{r} \check{s}^*
\]

(34)

where \( \check{s}^* \) is a sequence of pairwise distinct new variables. Then \( \check{p}_a \check{q}_a \check{r}^* \check{s}^* \) has repetitions at least where \( \check{p} \check{q} \check{r} \check{s} \) has, and hence we can define \( \check{x}_{\text{varw}} \) as the sequence of length \( |\check{x}| \) where

\[
\check{p}_a \check{q}_a \check{r}^* \check{s}^* = (\text{pr}_1(\check{x}_{\text{varw}}), ..., \text{pr}_i(\check{x}_{\text{varw}})),
\]

(35)

for \( \check{p} \check{q} \check{r} \check{s} = (x_1, ..., x_1) \). Then \( \check{p}_{\text{varw}} \check{q}_{\text{varw}} \check{r}_{\text{varw}} \check{s}_{\text{varw}} = \check{p}_w \check{q}_w \check{r}^* \check{s}^* \), and we can thus derive

\[
\check{x}_{\text{varw}} \subseteq \check{x}
\]

(36)

from (34) by Projection and Permutation. Moreover,

\[
\check{p}_{\text{varw}} \check{q}_{\text{varw}} \equiv \check{p}_w \check{q}_w
\]

(37)

can be derived by Reflexivity, and

\[
\check{p}_{\text{varw}} \check{r}_{\text{varw}} \equiv \check{p}_w \check{r}_w
\]

(38)

is derivable since (38) is the conjunction of \( \check{p}_a \equiv \check{p}_w \) in (26) and \( \check{r}^* \equiv \check{r}_w \) in (33). Hence \( \check{x}_{\text{varw}} \) is such that

\[
\Sigma \vdash \check{x}_{\text{varw}} \subseteq \check{x} \wedge \check{p}_{\text{varw}} \check{q}_{\text{varw}} \equiv \check{p}_w \check{q}_w \wedge \check{p}_{\text{varw}} \check{r}_{\text{varw}} \equiv \check{p}_w \check{r}_w.
\]

This concludes the case \( n = m + 1 \) and the construction.

Assume now first that \( \phi \) is \( \bar{a} \subseteq \bar{b} \) where \( \bar{a} := (x_{i_1} \ldots x_{i_m}) \) and \( \bar{b} := (x_{j_1} \ldots x_{j_m}) \). Then there is a \( w \in V_{\Sigma, \phi} \) such that \( w \equiv x_{i_1} x_{j_k} \ w \), for \( 1 \leq k \leq m \). Let \( n \) be such that all the witnessing paths are in \( G_n \), and let \( 1 \leq k \leq m \). We first show that

\[
\Sigma \vdash \text{pr}_{i_k}(\check{x}_v) \equiv \text{pr}_{j_k}(\check{x}_w).
\]

(39)

If \( w = v \) and \( i_k = j_k \), then (39) holds by Reflexivity. If \( w \neq v \) or \( i_k \neq j_k \), then there are vertices \( v_0, \ldots, v_p \in V_n \) and variables \( x_{i_0}, \ldots, x_{i_p} \) such that

\[
(v, v_0)_{x_{i_0} x_{i_1}}, (v_0, v_1)_{x_{i_1} x_{i_2}}, \ldots, (v_{p-1}, v_p)_{x_{i_{p-1}} x_{i_p}}, (v_p, w)_{x_{i_p} x_{j_k}} \in E_n.
\]

(40)

Then by the previous construction,

\[
\Sigma \vdash \text{pr}_{i_k}(\check{x}_v) \equiv \text{pr}_{i_k}(\check{x}_v) \wedge \ldots \wedge \text{pr}_{i_p}(\check{x}_v) \equiv \text{pr}_{j_k}(\check{x}_w)
\]

(40)

when \( \Sigma \vdash \text{pr}_{i_k}(\check{x}_v) \equiv \text{pr}_{j_k}(\check{x}_w) \) by Identity Rule. Therefore we conclude that

\[
\Sigma \vdash \bar{a}_v \equiv \bar{b}_w.
\]

(41)

Since \( \Sigma \vdash \check{x}_w \subseteq \check{x} \) by the construction, then by Permutation and Projection

\[
\Sigma \vdash \check{b}_w \subseteq \check{b}.
\]

(42)
Now \( \vec{x}_v = \vec{x} \) as defined in case 1 of step \( n = 0 \), and therefore \( \vec{a}_v = \vec{a} \). Thus we get \( \vec{a} \subseteq \vec{b} \) from (41) and (42) using repeatedly Identity Rule. Since no new variables appear in \( \vec{a} \subseteq \vec{b} \), we conclude that 
\[
\Sigma \vdash \vec{a} \subseteq \vec{b}.
\]
Assume then that \( \phi \) is \( \vec{b} \bot \vec{c} \) when there is a \( v \in V_{\Sigma, \phi} \) such that \( v^+ \sim_{x_i, x_i} v \) and \( v^- \sim_{x_j, x_j} v \) for all \( x_i \in \vec{a} \vec{b} \) and \( x_j \in \vec{a} \vec{c} \). Analogously to the previous case, we can now find a sequence \( \vec{x}_v \) such that 
\[
\Sigma \vdash \vec{x}_v \subseteq \vec{x}
\]
and 
\[
\Sigma \vdash^* \vec{a}_v \vec{b}_v \equiv \vec{a}_v + \vec{b}_v + \wedge \vec{a}_v \vec{c}_v \equiv \vec{a}_v - \vec{c}_v -.
\]
By Projection and Permutation we may deduce 
\[
\vec{a}_v \vec{b}_v \vec{c}_v \subseteq \vec{a} \vec{b} \vec{c}
\]
from (43), and using repeatedly Projection and Permutation and Identity Rule we get 
\[
\vec{a}_v + \vec{b}_v + \vec{c}_v \subseteq \vec{a} \vec{b} \vec{c}
\]
from (44) and (45). Note that \( \vec{a}_v + \vec{b}_v + \vec{c}_v \equiv \vec{a} \vec{b} \vec{c} \) and that we have already derived \( \vec{a} \vec{b} \vec{c} \equiv \vec{a} \vec{b} \vec{c} \) and \( \vec{b} \bot \vec{a} \vec{c} \) with Start Axiom (see case 2 of step \( n = 0 \)). Therefore we can derive \( \vec{b} \bot \vec{a} \vec{c} \) with one application of Final Rule. Since no new variables appear in \( \vec{b} \bot \vec{a} \vec{c} \), we conclude that 
\[
\Sigma \vdash \vec{b} \bot \vec{a} \vec{c}.
\]

By Theorem 11 and Theorem 15 we now have the following.

**Corollary 47.** Let \( \Sigma \cup \{ \phi \} \) be a finite set of conditional independence and inclusion atoms. Then \( \Sigma \vdash \phi \) if and only if \( \Sigma \models \phi \).

The following example shows how to deduce \( \vec{b} \bot \vec{a} \vec{c} \vdash \vec{c} \bot \vec{a} \vec{b} \) and \( \vec{b} \bot \vec{a} \vec{c} \vdash \vec{b} \bot \vec{a} \vec{c} \).

**Example 48.**

- \( \vec{b} \bot \vec{a} \vec{c} \vdash \vec{c} \bot \vec{a} \vec{b} \) and \( \vec{b} \bot \vec{a} \vec{c} \vdash \vec{b} \bot \vec{a} \vec{c} \).

  1. \( \vec{b} \subseteq \vec{a} \vec{b} \land \vec{c} \bot \vec{a} \vec{b} \land \vec{a} \vec{b} \subseteq \vec{a} \vec{b} \) (Start Axiom)
  2. \( \vec{a} \subseteq \vec{a} \vec{b} \) (Reflexivity)
  3. \( \vec{b} \bot \vec{a} \vec{c} \land \vec{a} \vec{b} \subseteq \vec{a} \vec{b} \land \vec{a} \vec{c} \land \vec{a} \vec{b} \subseteq \vec{a} \vec{b} \) (Chase Rule)
  4. \( \vec{a} \vec{b} \vec{c} \subseteq \vec{a} \vec{b} \vec{c} \) (Projection and Permutation)
  5. \( \vec{a} \vec{b} \vec{c} \subseteq \vec{a} \vec{b} \vec{c} \) (Final Rule)

- \( \vec{b} \bot \vec{a} \vec{c} \vdash \vec{b} \bot \vec{a} \vec{c} \).

  1. \( \vec{a} \subseteq \vec{a} \vec{c} \land \vec{b} \subseteq \vec{a} \vec{c} \land \vec{a} \vec{c} \subseteq \vec{a} \vec{c} \) (Start Axiom)
  2. \( \vec{a} \vec{c} \vec{d} \subseteq \vec{a} \vec{c} \vec{d} \) (Inclusion Introduction)
  3. \( \vec{a} \subseteq \vec{a} \vec{b} \) (Reflexivity)
  4. \( \vec{b} \bot \vec{a} \vec{d} \land \vec{a} \vec{b} \subseteq \vec{a} \vec{b} \land \vec{a} \vec{d} \subseteq \vec{a} \vec{d} \land \vec{a} \vec{c} \vec{d} \subseteq \vec{a} \vec{c} \vec{d} \) (Chase Rule)
  5. \( \vec{a} \vec{c} \vec{d} \subseteq \vec{a} \vec{c} \vec{d} \) (Projection and Permutation)
  6. \( \vec{a} \vec{c} \vec{d} \subseteq \vec{a} \vec{c} \vec{d} \) (Final Rule)

Our results shows that for any consequence \( \vec{b} \bot \vec{a} \vec{c} \) of \( \Sigma \) there is a deduction starting with an application of Start Axiom and ending with an application of Final Rule.
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