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Abstract

Reliability of measurement is a crucial element of both research and industry. Metrological traceability to the SI unit metre guarantees commensurate units, also at nanometre range. In this thesis, a traceability chain is established for nanometre scale measurements. Measurement instruments and methods were developed for accurate measurements, calibration of instruments and transfer standards, and uncertainty estimations. A metrological atomic force microscope (MAFM) was developed and characterized. The MAFM can be used in the calibration of transfer standards and in accurate AFM measurements. Calibration methods for commercial AFMs were developed. A laser diffractometer was also developed for accurate calibration of 1-D and 2-D gratings with a standard uncertainty of several tens of picometres.

Laser interferometric position measurement with a calibrated vacuum wavelength is directly traceable to the realization of the metre if measuring full interferometer fringes, but there is small nonlinearity in sub-fringe measurements. Therefore, in sub-nanometre measurements the nonlinearity of the interferometer needs to be corrected. A method for this correction was developed.

Laser diffraction measurement is a very accurate method for characterization of grating pitch. One of the main uncertainty sources is the uncertainty of the measured diffraction angle. Therefore, a method for calibration of the rotary table of the laser diffraction setup was developed. The method can be used also in the realization of angle scale.

Methods for transfer standard calibration were developed for both pitch and step height calibration by MAFM.

An acoustic method was developed for compensation of the refractive index of air in interferometric measurements. Sub-nanometre uncertainty can be reached with this method.

Characterization of instruments, validation of methods and uncertainty estimations are a crucial part of traceability. Therefore, uncertainty estimates based on the characterization of the instruments are given for all measurements in this thesis.

Comparisons between laboratories are the best way to ensure commensurate measurements. International comparison results between national metrology institutes for pitch and step height transfer standards are listed.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A*STAR</td>
<td>National metrology institute of Taiwan</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic force microscope/microscopy</td>
</tr>
<tr>
<td>AIST</td>
<td>Advanced industrial science and technology, Japan</td>
</tr>
<tr>
<td>APT</td>
<td>Acoustic piezo transducer</td>
</tr>
<tr>
<td>BIPM</td>
<td>Bureau International des Poids et Measures</td>
</tr>
<tr>
<td>CC</td>
<td>Cube corner</td>
</tr>
<tr>
<td>CCD</td>
<td>Charged couple detector</td>
</tr>
<tr>
<td>CCL</td>
<td>Consultative committee in length</td>
</tr>
<tr>
<td>CIPM</td>
<td>Comité international des poids et mesures, International Committee for Weights and Measures</td>
</tr>
<tr>
<td>CGPM</td>
<td>Conférence Générale des Poids et Mesures, General Conference on Weights and Measures</td>
</tr>
<tr>
<td>CMC</td>
<td>Calibration and Measurement Capabilities</td>
</tr>
<tr>
<td>CMI</td>
<td>Český metrologický institute, Czech Republic</td>
</tr>
<tr>
<td>CMS/ITRI</td>
<td>The Center for Measurement Standards of Industrial Technology Research Institute, Taiwan</td>
</tr>
<tr>
<td>DAQ</td>
<td>Data acquisition card</td>
</tr>
<tr>
<td>DFM</td>
<td>Dansk Fundamental Metrologi</td>
</tr>
<tr>
<td>EFM</td>
<td>Electrostatic force microscope/microscopy</td>
</tr>
<tr>
<td>EMRP</td>
<td>European metrology research program</td>
</tr>
<tr>
<td>GUM</td>
<td>Guide to the Expression of Uncertainty in Measurement</td>
</tr>
<tr>
<td>INRIM</td>
<td>Istituto Nazionale di Ricerca Metrologica, Italy</td>
</tr>
<tr>
<td>IT-MAFM</td>
<td>Interferometrically traceable metrological atomic force microscope</td>
</tr>
<tr>
<td>JQA</td>
<td>Japan Quality Assurance Organization</td>
</tr>
<tr>
<td>KRISS</td>
<td>Korea research institute of standards and science</td>
</tr>
<tr>
<td>LNE</td>
<td>Laboratoire National de Métrologie et d'Essais, France</td>
</tr>
<tr>
<td>MAFM</td>
<td>Metrological atomic force microscope</td>
</tr>
<tr>
<td>METAS</td>
<td>Bundesamt für Metrologie, Federal Office of Metrology, Switzerland</td>
</tr>
<tr>
<td>MFM</td>
<td>Magnetic force microscope/microscopy</td>
</tr>
<tr>
<td>MIKES</td>
<td>Mittatekniikan keskus, Centre for Metrology and Accreditation</td>
</tr>
<tr>
<td>MRA</td>
<td>Mutual recognition arrangement</td>
</tr>
<tr>
<td>NIM</td>
<td>National Institute of Metrology, China</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NMI</td>
<td>National Metrology Institute</td>
</tr>
<tr>
<td>NMIA</td>
<td>National Measurement Institute, Australia</td>
</tr>
<tr>
<td>NMIJ</td>
<td>National Metrology Institute of Japan</td>
</tr>
<tr>
<td>NMi-VSL</td>
<td>Netherlands’ National Metrology Institute - Van Swinden Laboratory</td>
</tr>
<tr>
<td>NPL</td>
<td>National Physical Laboratory, UK</td>
</tr>
<tr>
<td>NRC</td>
<td>National Research Council, Canada</td>
</tr>
<tr>
<td>PBS</td>
<td>Polarizing beam splitter</td>
</tr>
<tr>
<td>PSD</td>
<td>Position sensitive detector</td>
</tr>
<tr>
<td>PTB</td>
<td>Physikalisch-Technische Bundesanstalt, Germany</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SFM</td>
<td>Scanning force microscope/microscopy</td>
</tr>
<tr>
<td>SI</td>
<td>Système International d’Unités, International system of units</td>
</tr>
<tr>
<td>SPM</td>
<td>Scanning force microscope/microscopy</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning tunnelling microscope/microscopy</td>
</tr>
<tr>
<td>TOF</td>
<td>Time of flight</td>
</tr>
<tr>
<td>VNIIM</td>
<td>D.I. Mendeleev All-Russian Institute for Metrology</td>
</tr>
<tr>
<td>WGDM</td>
<td>Working group on dimensional measurements</td>
</tr>
</tbody>
</table>
List of symbols

\( \alpha \)  
angular position

\( \alpha_t \)  
coefficient for thermal expansion

\( \delta \alpha \)  
angle error

\( \delta \theta_{\text{nonlin},i} \)  
correction for interferometer nonlinearity in \( i \) direction

\( \delta h_{\text{local variations}} \)  
error caused by local step height variations

\( \delta I_{\text{Abbe}} \)  
Abbe error

\( \delta p_{\text{local variations}} \)  
error caused by local pitch variations

\( \delta x, \delta y, \delta z \)  
Abbe offset in X, Y and Z directions

\( \delta x_{\text{drift}}, \delta y_{\text{drift}}, \delta z_{\text{drift}} \)  
drift in X, Y and Z directions

\( \delta x_{\text{deadpath}}, \delta y_{\text{deadpath}}, \delta z_{\text{deadpath}} \)  
death path error in X, Y and Z directions

\( \delta x_{\text{flat}}, \delta y_{\text{flat}} \)  
flatness error in X and Y mirror

\( \delta z_{\text{oop}} \)  
out-of-plane error in Z direction

\( \gamma_{ij} \)  
angle between \( i \) and \( j \) axes

\( \gamma_0, \gamma_90 \)  
measured angles between horizontal and vertical directions in different sample orientations

\( \lambda \)  
wavelength

\( \lambda_0 \)  
vacuum wavelength

\( \gamma_s \)  
angles between horizontal and vertical lines of 2-D grating

\( \xi \)  
angle between measurement axis and measurement line

\( \theta_m \)  
diffraction angle for \( m \)th diffraction order

\( \tau \)  
grating tilt

\( \Delta \alpha, \Delta \alpha_{\text{pitch}, \text{yaw}, \text{roll},i} \)  
(pitch, yaw or roll) angle change in full range of \( i \) axis

\( \Delta x \)  
resolution in \( x \) direction

\( \Omega \)  
grating roll

\( \Delta T_{\text{\textup{\textdegree}}} \)  
temperature deviation from 20\textdegree C

\( \Delta X, \Delta Y, \Delta Z \)  
full X, Y and Z ranges

\( L \)  
length

\( a_{ij} \)  
component of matrix \( A \)

\( c_{ij} \)  
components of matrix \( C \)

\( k, k_i \)  
number of interferometer fringes (in \( i \) direction), or number of measured pitches

\( n, n_i \)  
refractive index (of air) along \( i \) axis

\( C, C_x, C_y, C_z \)  
shape correction for X, Y and Z axis

\( H \)  
nominal step height

\( L, L_k \)  
measured length

\( P \)  
nominal pitch

\( S_{\text{rate}} \)  
scan rate

\( S_{\text{range}} \)  
scan range

\( W_m \)  
normalized weight for \( m \)th diffraction order

\( W \)  
width of a step

\( c_0 \)  
speed of light

\( f \)  
frequency
$h, h_i$  
step height

$m$  
diffraction order

$p$  
pitch

$p_{cal}$  
calibrated pitch

$p_m$  
pitch calculated from $m$th diffraction order

$u_c$  
standard uncertainty

$w_m$  
weight for $m$th diffraction order

$x_m, y_m, z_m$  
measured X, Y and Z coordinates

$\bar{z}_i$  
average over area $i$

$r$  
coordinates $[x, y, z]$

$C$  
correction matrix for non-orthogonal axes

$A$  
correction matrix for Abbe error

$m$  
measured coordinates $[x_m, y_m, z_m]$

$D$  
correction vector including drift, dead path, flatness or out-of-plane
1 Introduction

Scientific research and the commercialization of inventions are not possible without reliable measurements. One of the fundamental principles of scientific research is that measurements must be comparable even if performed with different instruments by different people at different times. This necessitates the use of commensurate units.

Metrology is the science of measurement and its application. Metrology includes all theoretical and practical aspects of measurement, whatever the measurement uncertainty and field of application. [1]

Metrology has a long tradition. Reliable measurements have always been essential for fair trade and industry; the Industrial Revolution and advent of mass production could not have happened without them. Emerging fields of research and industry place ever-newer demands on measurements also today. One such field is nanotechnology, a fast growing field that was long at basic research level, but that in recent years has exploded onto the scene of practical applications and commercial products. Imaging techniques for nano-objects are an important part of this development, among them various types of high-resolution microscope. However, high resolution does not necessarily equate to high accuracy; new reliable measurement methods are needed for nanotechnology, and nanometrology is the answer. Nanometrology is an enabling technology. Dimensional nanometrology is defined as follows:

Dimensional nanometrology is the science and practice of measurement of the dimensions of objects or object features, separations or displacements in the range from 1 nm to 1000 nm. [2]

Metrological traceability and calibration are needed in all measurements, but old calibration methods are not suitable at nanometre scale. The roadmap of “Dimensional metrology for micro- and nanotechnologies” lists four core applications/technologies: nanoparticles, functionalized surfaces, semiconductor & nanoelectronics, and nanobiotechnology [3]. Reliable measurements are hugely important in regards to safety and health.

In this thesis, traceable measurements and calibration methods are developed for accurate measurements at nanometre scale. The research carried out here is a fundamental stepping stone to the research listed in the roadmap. To this end we have developed an interferometrically traceable metrological atomic force microscope (IT-MAFM) [II]. Uncertainty estimates for pitch and step height calibration with the metrological AFM were calculated and new measurement strategies introduced [III]. A traceable laser diffractometer was developed for calibration of grating pitch [I]. These two independent methods were compared to each other and to other MAFMs in an international comparison [4]. Calibration methods for a commercial AFM were developed and the resulting uncertainty was calculated [IV]. To reduce the uncertainty of an interferometric
displacement measurement, a novel ultrasound method was developed for measuring the refractive index of air within an interferometer beam path [V].

Section 2 explains the international system of units (SI) and some basic concepts of metrology, with an emphasis on length metrology.

Section 3 focuses on laser interferometry. The most accurate length measurements are done using this method. In short-range measurements, periodical nonlinearity of the interferometer is a significant error component. Therefore, in this thesis a method for measurement and compensation of the error was developed [II]. In longer scale measurement, for the most accurate measurements or outside ideal laboratory conditions it is a challenge to measure the refractive index of air accurately. We have developed a new method to compensate for the refractive index of air [V].

Sections 4 and 5 concern the traceability and calibration of scanning probe microscopes (SPMs), and the calibration of step height and pitch standards for use in the calibration. A metrological atomic force microscope (MAFM) [II] and laser diffractometer [I] were developed for calibration of calibration standards. Calibration methods for transfer standards [III] and an atomic force microscope (AFM) were also developed [IV].

Nanometrology has been a focal point at many National Metrology Institutes (NMIs) for the past 15 years. More than 20 metrological AFMs have either been developed or are in progress (see chapter 4 and Table 1), and more than 10 laser diffractometers have been developed (Table 2). Several international comparisons in nanometrology have been organized at nanometre scale for grating pitch (CCL-Nano4 [5] CCL-Nano5 [6] and Euramet 925 [4]) and step height [4, 7, 8]. Measurement methods and instruments for nanometre scale measurements have been or are being developed as part of the European Metrology Research Program (EMRP) in projects such as MetNEMS [9, 10], MechProNO [11], Scattero [12], SubNano [13], and CRYSTAL [14].
2 International system of units (SI)

The origin of the international system of units (Système International d'Unités, SI) dates back to the French revolution. The French National Assembly introduced the decimal metric system on April 7, 1795 with the law "On weights and measures". The defined units were the metre and the kilogram. The revolutionary idea was that the measurement units should be based on constants of nature and thus available “for all men and all time”. The archive metre was defined as being equal to the ten millionth part of one quarter of the terrestrial meridian and the kilogram was defined as the mass of a cubic decimetre of water. The first standards of the metre and the kilogram, against which all future copies were to be compared, were deposited in the Archives of the French Republic in 1799.

A step towards a global unit system was the signing of the Metre Convention by 17 countries in 1875. As of 2014 there are 55 member states and 33 associate states or economies. Finland became a member state 1923. The name International System of Units with the abbreviation SI has been used since 1960.

The metrology system has arisen from the challenges posed by the measurement requirements of science and industry. Over time the number of base units has risen from three to seven; in 1875 the metre, kilogram and second were approved as base units, added to in 1954 by the ampere, the kelvin and the candela, and in 1971 by the mole. Greater accuracy requirements and advancing scientific development have necessitated several changes in the definitions of units. The definition of the metre has changed twice (in 1960 and 1983) and that of the second once (in 1967/68). The next modification to the SI system will probably be in 2015. It is proposed to redefine the kilogram in terms of the Planck constant, the ampere in terms of the electron charge, the kelvin in terms of the Boltzmann constant, and the mole in terms of the Avogadro constant. Following these redefinitions the original idea of the SI will have finally been reached — a unit system based on the constants of nature.

2.1 Traceability, measurement uncertainty and calibration

Metrological traceability is one of the leading principles in this thesis and is defined as:

The property of a measurement result whereby the result can be related to a reference through a documented unbroken chain of calibrations, each contributing to the measurement uncertainty [1].

The traceability chain is defined as:

A sequence of measurement standards and calibrations that is used to relate a measurement result to a reference [1].

Uncertainty of measurement is closely related to traceability and is defined as:
A non-negative parameter characterizing the dispersion of the quantity values being attributed to a measurand, based on the information used [1].


International trade and the elimination of trade barriers require the adoption of commonly accepted measurements. The Mutual Recognition Arrangement (Comité International des Poids et Mesures (CIPM) MRA) has been signed by 84 NMIs or international organizations and covers 137 institutes. Under the MRA, all participating institutes recognize the validity of each other's calibration and measurement certificates for the quantities, ranges and measurement uncertainties specified in Calibration and Measurement Capabilities of NMIs (CMCs).

Without traceability, measurement results are not comparable with other results, the measurements cannot be repeated, and measurement instruments cannot be replaced with other instruments. In trade, the need for commensurate units and traceability is evident. Buyer and seller must use the same units in their measurements. In scientific research, all published results have to be traceable to the SI, or any further research referring to the publication will lack traceability too.

In practice, traceability is usually attained by careful calibration of measurement instruments using calibrated transfer standards. Calibration is:

An operation that, under specified conditions, in a first step, establishes a relation between the quantity values with measurement uncertainties provided by measurement standards and corresponding indications with associated measurement uncertainties and, in a second step, uses this information to establish a relation for obtaining a measurement result from an indication [1].

New measurement techniques have been developed for nanotechnology research and manufacture. Good resolution of instruments may give an illusion of good accuracy, but high resolution does not necessarily translate to high accuracy. Comparability of measurements is reached only if the measurements are traceable to the realizations of the SI units. In this thesis, calibration methods have been developed for nanotechnology.

### 2.2 The Metre

In this thesis, the developed methods and instruments are traceable to the metre and radian. Therefore, the definitions and realizations of these units are discussed in detail.

The first definition of the SI unit metre from 1889 was the international prototype of platinum-iridium. Over the years, measurement methods improved and accuracy requirements grew. The realization of the metre no longer met the accuracy requirements of research and industry, and the metre was redefined in 1960. The new definition of the
The metre was based on the wavelength of krypton 86 radiation. In 1983 at the 17th CGPM (1983, Resolution 1) the metre was given its current definition:

The metre is the length of the path travelled by light in vacuum during a time interval of 1/299 792 458 of a second.

The definition means that speed of light in vacuum is defined as a natural constant \( c_0 = 299\,792\,458\, \text{m/s} \).

The definition of the metre links it to the definition and realization of the second. The second is defined as the duration of

9 192 631 770 periods of the radiation corresponding to the transition between the two hyperfine levels of the ground state of the caesium 133 atom.

Practical realization of the metre is done using stabilized lasers with measured frequency \( f \) and thus vacuum wavelength \( \lambda_0 \):

\[
\lambda_0 = \frac{c_0}{f} .
\]

### 2.3 Derived units: the radian

In addition to the SI base units there are several derived units. One of them is the unit of plane angle, the radian, which is defined as:

A plane angle between two radii of a circle which cut off on the circumference an arc equal in length to the radius.

Due to the definition of the radian, one full circle, i.e. 2\( \pi \) rad or 360° angle, can be taken as an error-free angle standard. Division of a circle then realizes the unit radian. The classical error separation method for angle calibration is based on this concept [16, 17]. A basic idea in error separation is that errors of the measurement instrument and the sample can be separated by repeated measurements in different sample orientations.
3 Laser interferometry

Laser interferometry is a tool for measuring physical dimensions using the wavelength of a laser light. A simplified idea in laser interferometry is to use laser wavelength ($\lambda$) as a ruler and to count how many ($k$) wavelengths ($\lambda$) are on the measured length $l$

\[ l = k\lambda. \]

The principle of a simple Michelson type laser interferometer is shown in Figure 1. The laser beam is split into measurement and reference arms by a beam splitter. Both beams are reflected back from mirrors or retroreflectors and combined beyond the beam splitter. Interference of the beams is seen in the detector. Depending on the phase difference between the measurement and reference beam, a constructive or destructive interference is seen in the detector. When the measurement mirror moves, constructive and destructive interference are seen in turn, and number of interferometer fringe distances can be counted. Because the beam travels back and forth, the distance between two interferometer fringes equals a distance of $\lambda/2$ in a single pass interferometer. In double pass interferometers, the beam reflects twice from the measurement and reference mirrors and thus the distance between two interferometer fringes equals a distance of $\lambda/4$. Sub-fringe accuracy can be reached using phase information in addition to counting full fringes.

Figure 1  Principle of a Michelson type interferometer.
The interferometers used in the studies of this thesis are heterodyne interferometers, where the measurement beam and reference beam have slightly different frequencies and orthogonal polarizations. The laser beam is split to the measurement and reference arms using a polarizing beam splitter. To direct both beams to the detector, quarter wave ($\lambda/4$) plates are used to change the vertical polarization into horizontal mode and vice versa. The movement is detected as a phase change between the reference and measurement arms.

### 3.1 Refractive index of air

The refractive index of the media ($n$) affects the laser wavelength in that media ($\lambda$)

\[ \lambda = \frac{\lambda_0}{n} \]  

where $\lambda_0$ is the vacuum wavelength of the laser beam.

The vacuum wavelength can be determined with a very small uncertainty; therefore the main uncertainty component in interferometric measurements is the refractive index of air. Most laser interferometric measurements are carried out in ambient air, thus the refractive index of air has to be known accurately in length metrology. The index depends on pressure, temperature and composition of the air.

The refractive index of air can be determined in several different ways. In typical length measurements, it is calculated using the (updated) Edlén formula [18, 19, 20, 21] and measured pressure, temperature and humidity. In laboratory conditions pressure and humidity can be measured accurately enough with barometers and hygrometers. Measurement of the temperature is more difficult because there can be large temperature gradients and sudden changes. Therefore, in demanding measurement conditions new methods are needed to measure the refractive index along the interferometer measurement path. An acoustic method developed in this thesis [IV, 22] and a spectroscopic method [23, 24] can be used to measure effective temperature along the beam path. The acoustic method is useful for short distances from centimetres to metres with sub-nanometre uncertainty, spectroscopic measurement for long distance measurements of over 100 metres. Two-colour interferometry can be used to compensate for the refractive index directly [25, 26, 27]. The refractive index can also be measured directly with refractometers [28, 29, 30], but the measurement is not along the interferometer beam path.

#### 3.1.1 Acoustic method for determination of the refractive index of air

Temperature changes may be fast and local, and they are very difficult to measure with conventional temperature sensors. Even in quite stable industrial conditions, the temperature gradients can be several degrees. A new method for determination of the
effective air temperature and the refractive index of air was invented by Leonid Mihaljov, and further developed and validated in this thesis [V]. The method is based on measurement of the speed of ultrasound. It was first developed for longer distance measurements (up to 11 m) in a one-dimensional (1-D) setup. The method was further developed for two-dimensional (2-D) setups with plane mirror interferometers and shorter distances (from 50 mm to 500 mm) [31]. The 2-D method was developed especially for measurements with sub-nanometre uncertainty, e.g. in the semiconductor industry.

The speed of sound in air is about 2000 times more sensitive to temperature changes than the refractive index of air. This is exploited in the method developed for the measurement of the effective temperature and refractive index along the interferometer beam path.

3.1.1.1 Equations

In paper V, equations for temperature and the refractive index of air as a function of speed of ultrasound, pressure, humidity and CO$_2$ concentration were fitted. The equations are based on our measurements of the speed of sound of a 50 kHz ultrasound burst, the Cramer equation [32] and dispersion correction [33, 34] on the speed of sound, and the equation for the refractive index on the Edlén formula [19]. Standard uncertainties of the equations are 15 mK for temperature and $1.7 \times 10^{-8}$ for the refractive index. Similar equations are developed for 400 kHz ultrasound for the 2-D setup.

3.1.1.2 Setup

The test setup for 1-D measurements (Figure 2) was designed at MIKES as part of this thesis. The setup for 2-D measurements (Figure 3) was developed by AcWaCo Ltd.

A short ultrasound burst is sent and received by acoustic piezo transducers (APTs). The speed of sound is calculated from the measured time of flight and the distance is measured by a laser interferometer. Two pairs of piezo transducers are placed symmetrically around the laser beam to avoid Abbe error (see 4.2 and Figure 13). The time of flight of a short ultrasound burst is transmitted by each APT in turn and received by the facing APT. In the 2-D setup plane mirror interferometers are used. Because the mirrors are moving in 2-D, the transducers cannot be mounted face to face but are mounted side by side and the ultrasound burst echoed from the mirror is measured.
Figure 2  Measurement setup for refractive index measurement in 1-D configuration. PBS is polarizing beam splitter, CC corner cube and APT acoustic piezo transducer.

Figure 3  Measurement setup for refractive index measurement in 2-D configuration. APT is acoustic piezo transducer and TOF time of flight.
3.1.1.3 Results

The method was simulated in different environments. Demanding measurement conditions e.g. in workshops were simulated by exposing the beam path to a turbulent warm airflow. Warm turbulent air causes rapid, wide variations of local temperature that are very hard to compensate for. In the measurement shown in Figure 4, a fixed distance was measured using a laser interferometer, and the measurement was disturbed by blowing warm air across the beam path. The maximum temperature of the airflow was ~25°C and changes in average temperature along the laser beam path were up to 0.8°C. The changes in interferometrically measured distance were ~0.8 µm/m in the uncompensated distance, but only ~0.05 µm/m in the acoustically compensated distance. The slight increasing trend in compensated distance was caused by thermal expansion of materials, which could not be wholly avoided during measurement. Small peaks in the compensated distance were caused by imperfect synchronisation of the time of flight and distance measurements.

Standard uncertainties for measured temperature and refractive index are 25 mK and 2.6 ×10⁻⁸ for a distance of 5 m.

The speed of sound is related to the velocity of the media, such as airflow. Sensitivity of the setup to axial airflow was therefore examined. In the measurement shown in Figure 5, the acoustic measurement was disturbed by airflow caused by two fans operated in turn. The maximum airflow was ~0.2 m/s, and the direction of the airflow was changed several times. The speeds of sound measured with each acoustic transducer in turn are shown in Figure 5a. The airflow effect is clearly visible, but could be eliminated by taking an average of the speeds measured in both directions. Most variations in the average speed of sound were caused by small temperature variations (~50 mK), and their effect on the refractive index and interferometrically measured distance could be compensated for (see Figure 5b).
Figure 4  Effect of warm airflow on interferometric measurement. Changes in interferometrically measured distance (uncorrected ----- and acoustically corrected ——). The total distance in the measurement was ~2.9 m.

Figure 5  Effect of airflow on acoustic measurement. Top: speed of sound measured with each of the transducers (----) and averaged (——). Bottom: uncorrected (----) and acoustically corrected (——) interferometrically measured distance.
The method was tested against a vacuum interferometer at PTB as part of the Euromet 744 project. The agreement between measurements of the refractive index was at a level of $10^{-7}$. Temperature variations were well compensated for, but a difference between absolute temperature and refractive index were seen in the measurements. Differences between the refractive index calculated from the reference temperature, pressure and humidity, and the acoustically measured refractive index are shown in Figure 6. The agreement with the results was not as good as expected, but an uncertainty level of $10^{-7}$ is still good in industrial conditions, and better than can be achieved with traditional temperature sensors. In most interferometric measurements, compensation of temperature changes is more important than measurement of absolute temperature. For this purpose the method was found to be sufficiently accurate.

![Figure 6](image)

**Figure 6** Differences between the refractive index of air calculated with Edlén formulae and the refractive index measured acoustically.

### 3.2 Interferometer periodic nonlinearity

The laser interferometer is an accurate method for length measurements when counting integer numbers of interferometer fringes. Usually red He-Ne lasers at 633 nm are used, i.e. the fringe distance is usually 316.5 nm or 158.25 nm. Therefore, phase detection of the interferometer signal is needed in nanometre scale measurements. Due to unideal optics, imperfectly polarized laser beams and imperfect phase detection, there are small periodic nonlinearities in the interferometric measurement [35, 36, 37, 38].
There are several different methods for detecting and correcting the nonlinearity. In heterodyne interferometers an external reference can be used to directly measure together all the effects causing periodic nonlinearity of the detected phase. The reference can be the time index of the interferometer samples with a smooth movement assumption [39], a capacitive distance sensor [e.g. [40, 41]], a pressure cell, which has also been used for varying the optical path length [37], or another interferometer using different wavelength such as an x-ray interferometer [42]. Additional optics, electronics and detectors can be used to correct some part of the optical nonideality [43]. Multipass interferometry is a new method for accurate phase measurement [44, 45]. The Heydemann correction is generally used in the correction of nonlinearity of homodyne interferometers [46, 47].

3.2.1 Method

A new method for the correction of nonlinearity has been developed as part of the MIKES interferometrically traceable metrological AFM (IT-MAFM) project [II, 48]. A capacitive sensor is used for the measurement of nonlinearity, which in a capacitive sensor is slowly changing and is not a periodic function of the position. The capacitive sensor is calibrated using calibration steps that equal the fringe distance of the interferometer, i.e. the phase of the interferometer signal is the same at all measurement points. This eliminates the interferometer nonlinearity. Then the interferometer nonlinearity is measured using sub-fringe stepping. A correction vector is calculated as a function of the phase.

The algorithm is included in the measurement software of the MIKES IT-MAFM and the correction vector can be measured before the AFM measurements. The correction is done online.

3.2.2 Setup and measurements

A test setup for the nonlinearity measurements included a piezo stage (Queensgate NPS-Z-15H) with integrated capacitive sensors, and a double-pass heterodyne plane mirror interferometer (Zygo 2000) was designed. The same components are used in the IT-MAFM setup [II]. Nonlinearity of the capacitive sensors was measured using an interferometer with a step length of 158.25 nm over a 15 µm range. Next the non-linearity of the laser interferometer was measured using a step size of 1.58 nm; the measurement was repeated 30 times.

3.2.3 Results

After careful adjustment, the nonlinearity of the laser interferometer in the test setup was found to be about 0.3 nm. The nonlinearity correction vector as a function of phase is shown in Figure 7. The differences between the positions measured by the capacitive
sensor and by the laser interferometer with and without nonlinearity correction are shown in Figure 8. The variations in the corrected data are about 0.1 nm.

![Graph showing correction vs phase](image1)

**Figure 7**  *Nonlinearity correction vector for laser interferometer nonlinearity used in Figure 8*

![Graph showing differences between capacitively and interferometrically measured position](image2)

**Figure 8** *Differences between capacitively and interferometrically measured position — with and without non-linearity correction.*
During the AFM measurement, the nonlinearity can be corrected online. In the IT-MAFM the nonlinearity is 0.2 nm – 0.8 nm and after the correction below the noise level. The effect of the non-corrected interferometer nonlinearity can be clearly seen in the MAFM topography measurement if the sample is slightly tilted. The effect is clearly seen when measuring a flat sample. Artificial periodic structures caused by the nonlinearity can be seen in the measured topography. As an example, a measurement of a flatness standard with and without nonlinearity correction is shown in Figure 9. The diagonal stripes in the right image are caused by the nonlinearity of the interferometer.

Although the periodic nonlinearity is a systematic error component, it has been observed to change over time [43, 49, 50]. In the IT-MAFM the nonlinearity is found to be stable at least for a few days in stable measurement conditions. Measurement of the nonlinearity is easily repeated, and can be done before each measurement if a really high accuracy is needed.

![Figure 9](image)

**Figure 9**  
AFM topography measured with (left) and without (right) correction of nonlinearity of the laser interferometer.
The nonlinearity correction method was further developed and compared against an x-ray interferometer at NPL as part of the NANOTRACE project [51, 52]. The uncorrected nonlinearity was 300 pm and after correction the rms residual error was 14 pm. The difference between the x-ray interferometer and nonlinearity-corrected interferometer is shown in Figure 10.
4 Scanning probe microscopy

Scanning probe microscopes (SPMs) are versatile tools for nanometre scale measurements. The first type of SPM, a scanning tunnelling microscope (STM), was developed by Binning and Rohrer in 1982 [53], earning them a share of the Nobel Prize for physics in 1986. In the STM, the detected tip-sample interaction is based on a quantum mechanical tunnelling effect between the tip and the sample. The first atomic force microscope (AFM) was developed by Binning and Quate in 1986 [54]. In AFMs, the detection of surface topography is based on Van der Waals forces between the atoms on the surface and those at the apex of the measurement tip. In addition to the sample topography, other properties can be measured such as electrostatic (electrostatic force microscopy, EFM) or magnetic (magnetic force microscopy, MFM) interactions.

The terminology is sometimes confusing. In addition to the term AFM, the term scanning force microscope (SFM) is also used, or SPM is used only to mean AFM. In this thesis only AFM is generally used, but SPM is used when the results can be generalized to other types of SPMs.

AFMs fall into three categories depending on the quality of the position measurement system: open loop, closed loop, or metrological AFMs. Different axes of the AFM can be of different types, e.g. metrological in X and Y, but open or closed loop in Z. Even one instrument can have different measurement modes to be selected from depending on the required accuracy, noise level and measurement time. [55, 56]

In open loop AFMs the position measurement comes directly from the piezo driving voltage without feedback. Open loop AFMs are typically older or lower priced instruments. Calibration might be needed before and after each measurement.

Closed loop AFMs have position feedback from position sensors in the XY directions, and position measurement by a position sensor in the Z direction. The calibration interval depends on the required accuracy and stability of the position sensors.

The most accurate type of AFM is metrological AFMs (MAFMs), which have position measurement with integrated laser interferometers. The interferometric position measurement is directly traceable to the metre via the laser wavelength (see Chapter 3).

MAFMs have been developed at many NMIs. The first AFMs that were metrological in all three dimensions were developed more than 10 years ago at PTB (Germany) [60] and AIST (Japan) [63]; in the XY dimensions at NIST (USA) [67], and in 1-D at METAS (Switzerland) [69]. Since then, leading NMIs have developed second or third generation MAFMs, smaller NMIs and some universities have been working on MAFM development [11, 57, 58, 59, 72, 82], and there are several ongoing MAFM projects [74, 75, 78, 80, 81]. Metrological AFMs developed in different countries are listed in Table 1. The bases of the design are different; many laboratories have selected the same approach as MIKES, with a commercial AFM head [76], scanner stages [76, 80 81] and/or interferometers. Some laboratories have developed their own scanner systems with non-orthogonal but symmetric movements related to the AFM probe [74, 78]. A quartz tuning fork AFM head [80, 81] can be used instead of an AFM head with optical detection of the cantilever deflection. Some instruments are based on a commercially available nanomeasuring
machine (NMM) by SIOS [62, 73]. The scan ranges of the MAFMs vary from a typical AFM scan range (< 100 µm) to a long range of up to several millimetres.

Table 1. MAFMs in different NMIs and examples of standard uncertainty estimates for pitch \( p = 300 \text{ nm} \) and/or step height \( h = 1000 \text{ nm} \).

<table>
<thead>
<tr>
<th>Country</th>
<th>NMI</th>
<th>Type</th>
<th>Range</th>
<th>Uncertainty u_c</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>MIKES</td>
<td>IT-MAFM</td>
<td>3-D metrological</td>
<td>uc(p) = 0.022 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td>II</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100 × 100 × 16 µm&lt;sup&gt;3&lt;/sup&gt;</td>
<td>uc(h) = 0.55 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.56 nm*</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>PTB</td>
<td>Veritek B</td>
<td>3-D metrological</td>
<td>uc(h) = 0.62 nm&lt;sup&gt;d&lt;/sup&gt;</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Veritek C</td>
<td>3-D metrological</td>
<td>uc(p) = 0.0054 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LR</td>
<td>3-D metrological</td>
<td>uc(p) = 0.0085 nm&lt;sup&gt;e&lt;/sup&gt;</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.57 nm&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.6 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(p) = 0.56 nm*</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>AIST</td>
<td>Nanometrological AFM</td>
<td>3-D metrological</td>
<td>uc(p) = 0.49 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DLI-AFM</td>
<td>3-D metrological</td>
<td>uc(h) = 0.705 nm&lt;sup&gt;a&lt;/sup&gt;</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(p) = 0.007 nm*</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>NIST</td>
<td>M&lt;sup&gt;3&lt;/sup&gt;</td>
<td>XY metrological</td>
<td>uc(p) = 1.5 nm*</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C-AFM</td>
<td>XY metrological</td>
<td>uc(p) = 0.36 nm&lt;sup&gt;b&lt;/sup&gt;</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Z capacitive gauge</td>
<td>uc(p) = 0.2 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>calibrated interferometrically offline</td>
<td>uc(h) = 2.5 nm&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>A*STAR</td>
<td>LRM-AFM</td>
<td>3-D metrological</td>
<td>uc(p) = 0.36 nm&lt;sup&gt;b&lt;/sup&gt;</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>25 × 25 × 5 mm&lt;sup&gt;3&lt;/sup&gt;</td>
<td>uc(p) = 0.18 nm*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.9 nm&lt;sup&gt;e,c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>METAS</td>
<td>X and Z</td>
<td>3-D metrological</td>
<td>uc(p) = 0.006 nm&lt;sup&gt;b&lt;/sup&gt;</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>metrological</td>
<td>380 × 70 × 7 µm&lt;sup&gt;3&lt;/sup&gt;</td>
<td>uc(p) = 0.074 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(p) = 0.0075 nm*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.65 nm&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>uc(h) = 0.75 nm*</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>NPL</td>
<td>3-D metrological</td>
<td>3-D metrological</td>
<td>uc(p) = 0.4 nm&lt;sup&gt;c&lt;/sup&gt;</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>100 × 100 × 12 µm&lt;sup&gt;3&lt;/sup&gt;</td>
<td>uc(h) = 2.61 nm&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Korea</td>
<td>KRISS</td>
<td>XY metrological</td>
<td>100 × 100 × 12 µm&lt;sup&gt;3&lt;/sup&gt;</td>
<td>uc(p) = 0.094 nm&lt;sup&gt;d&lt;/sup&gt;</td>
<td>71</td>
</tr>
<tr>
<td>Country</td>
<td>Institute</td>
<td>Type</td>
<td>Size</td>
<td>$u_c(p)$</td>
<td>$u_c(h)$</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------</td>
<td>---------------</td>
<td>--------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Italy</td>
<td>INRIM</td>
<td>XY interferometric Z capacitive gauge</td>
<td>$30 \times 30 \times 18 , \mu m^3$</td>
<td>$0.001$ nm</td>
<td>$0.0013$ nm</td>
</tr>
<tr>
<td>China</td>
<td>NIM NMM</td>
<td>3-D metrological</td>
<td>$50 \times 50 \times 2 , \mu m^3$</td>
<td>$0.002$ nm</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>VSL</td>
<td>3-D metrological</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td></td>
<td>3-D metrological</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>LNE</td>
<td>3-D metrological</td>
<td>$60 \times 60 \times 15 , \mu m^3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>NRC</td>
<td>3-D metrological</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>NMIA</td>
<td>3-D metrological</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>VNIIM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CMI</td>
<td>3-D metrological</td>
<td>$1 \times 1 , cm^2 \times 35 , \mu m$</td>
<td>$0.0009$ nm</td>
<td>$0.0082$ nm</td>
</tr>
<tr>
<td>Denmark</td>
<td>DFM</td>
<td>Closed loop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* CMC database

- NANO2 comparison [7]
- NANO4 comparison [5]
- NANO5 comparison [6]
- Euromet 707 comparison [8]
- Euramet 925 comparison [4]

### 4.1 Traceability of SPM measurements

The main purpose of this thesis is to establish a traceability chain for nanometre scale measurement. The traceability chain for nanometre scale measurements in Finland is shown in Figure 11. The chain starts with the definition and realization of the metre (see Chapter 3). The vacuum wavelengths of the lasers used in interferometric or diffraction measurements are calibrated against an iodine-stabilised He-Ne laser whose frequency is measured with a frequency comb [83]. Transfer standards are calibrated by an IT-MAFM or a laser diffraction setup using the calibrated wavelength of the laser as a link to the realization of the metre. The calibrated transfer standards can then be used in calibration of SPMs to achieve traceability of SPM measurements in industry and research institutes. Temperature, pressure and humidity measurements are used for determination of the
refractive index of air and for the correction for thermal expansion. These measurements are traceable to the national standards at MIKES.

A widely used traceable measurement method is substitution measurement. In substitution measurements, e.g. before and after actual measurements of the sample, relevant scales are checked by measuring the calibrated pitch or the step height of a standard. Specific software [e.g. 84, 85] can be used to correct the sample data according to the results of the transfer standard. This is a fast and accurate method for many purposes, but leaves several properties of the SPM uncovered. The substitution method was used in the measurements of the NANO5 comparison for 2-D gratings at MIKES [6].

Another approach for SPM traceability is characterization of the metrological properties of a measurement instrument. The instrument errors are calibrated and corrected in a way that allows calculation of uncertainty of the co-ordinate system at any position of the scanner. This approach is more demanding than the substitution method, but gives a better understanding of the metrological properties of the instrument and allows more degrees of freedom regarding the sizes and shapes of the measured calibration features. This kind of characterization was done for the IT-MAFM in paper II and for a commercial AFM in paper IV. Methods for the 3-D calibration of AFMs have been developed elsewhere [86].

A third approach is a combination of the other two. The scales and possibly other properties of the instrument are calibrated and the substitution method is used when high accuracy is needed. This requires less work than full characterization, but the user should be aware of the limitations of partial calibration.

**Figure 11** Traceability chain for SPM measurements.
4.2 Calibration principles of SPMs

Calibration of an SPM involves calibration of the X, Y and Z scales, but also measurements and correction of orthogonality errors between the axes, angular errors in the movements and out-of-plane movements. There are several other error types that affect measurement and have to be taken into account when evaluating the uncertainty. Some typical error sources are shown in Figure 12. Many of the error sources are case-specific and must be estimated for each measurement separately.

There are other error sources that are difficult or impossible to compensate for with calibration, but must be taken into account in the uncertainty budget of actual measurements. These include tip shape, tip wear, tip-sample effects, temperature changes, drifts, contamination of the sample, turbulence of air, vibration and signal noise. Also the scan rate, scan range and other settings might affect the calibration and measurement results.

There are several different types of calibration standards that can be used to calibrate an SPM. The X and Y scales and nonlinearities of the scales can be calibrated using 1-D or 2-D gratings. The selected grating pitch depends on the measurement range. A 2-D grating can be used to calibrate the orthogonality error between the X and Y axes. The Z scale can be calibrated using step height standard. Several different steps are needed for calibration of the full scale. Nonlinearity of the Z scale is difficult to calibrate but can be at least partly detected if the measurements of the steps are repeated in different positions of the measurement range. Orthogonality of the Z axis can be measured using a triangular grating [87]. There are also calibration standards with pyramidal structures that can be used to calibrate the X, Y and Z scales, linearities and orthogonalities in only one measurement [88]. In most measurement software, the calibration correction, at least scale correction, can be done online during the measurement, or offline using self-made, commercial (e.g. SPIP [84]) or open source (e.g. Gwyddion [85]) software.

1-D and 2-D grating standards down to about 300 nm are generally commercially available. 1-D standards have been developed down to 25 nm pitch [89, 90, 91, 92]. The PTB and NanoScale Organizing Committee maintain a list of available standards [93].
Figure 12  Error types of SPMs requiring calibration: a) X and Y scale errors; b) orthogonality error; c) and d) guidance errors or angular errors; e) Z scale errors; f) orthogonality of the Z axis; g) out-of-plane errors.

Scale correction \((C)\) for X and Y axes can be measured with 1-D or 2-D calibration gratings. A simple method for determination of the scale correction factor is to measure the grid perpendicular to the calibrated axis over \(n\) pitches, measure the distance \((l_k)\) from one edge to another, and compare the distance to the known dimensions of the standard \((P_{\text{cal}}, \text{taken from the calibration certificate})\):

\[
C = \frac{kP_{\text{cal}}}{l_k} .
\]

\(4\)

The orthogonality of the X and Y axes can be measured using a 2-D calibration standard and error separation method. The measurements are done in two perpendicular orientations. Orthogonality errors of the AFM \((\gamma_{xy} - 90^\circ)\) and the sample \((\gamma_s - 90^\circ)\) can be calculated from the equations
\[
\gamma_{xy} - 90^\circ = \frac{(\gamma_0 - 90^\circ) + (\gamma_{90} - 90^\circ)}{2}
\]

\[
\gamma_{x} - 90^\circ = \frac{(\gamma_0 - 90^\circ) - (\gamma_{90} - 90^\circ)}{2}
\]

in which \(\gamma_0\) and \(\gamma_{90}\) are angles between the horizontal and vertical pitch directions (the directions are fixed to the AFM, i.e. the coordinate system is not rotating with the sample) in different sample orientations (0° and 90°, respectively). Orthogonality of the Z axis can be measured using a triangular grating and error separation method [87].

The typical geometrical errors – Abbe [94] and cosine errors – must be taken into account when calibrating SPMs and in SPM measurements. The Abbe error is caused by an angular error in movements \(\delta\alpha\), and the Abbe offset \(\delta y\) (see Figure 13). It can be minimized by following the Abbe principle, i.e. by minimizing the Abbe offset. Abbe errors can be corrected if the Abbe offset and angular errors are known.

\[
\partial l_{abbe} = \delta y \sin(\delta\alpha).
\]

**Figure 13** Abbe error caused by angle error in movements \(\delta\alpha\) and Abbe offset \(\delta y\).

A large Abbe error typically occurs in SPM measurements when the calibration standard and measured sample are of different height, or the sample is moving under a measurement probe. As shown in papers II, III and IV, this can occur even in a well-aligned measurement system.

Cosine errors are caused by misalignments in scale, movement or measurement target. In SPM measurement, typical causes of cosine errors are sample tilt and other errors in sample alignment (Figure 14). AFM samples are usually slightly tilted and the tilt is corrected by plane correction. Plane correction is not a rotation but a projection, which causes cosine error in the measurement (Figure 15).
4.3 MIKES metrological AFM

The interferometrically traceable metrological AFM (IT-MAFM) is part of the traceability chain for nanometre scale measurements. The main purpose of the equipment is the calibration of transfer standards for SPMs, but it can also be used in other measurements requiring a high level of accuracy. Characterization of the metrological properties and uncertainty estimations were a crucial part of the development project.
4.3.1 Setup

The IT-MAFM consists of 3-D interferometers, a PSIA XE-100 AFM head and a 3-D scanner stage. There is an optical microscope and mechanics for the sample alignment, stepper motors for tip approach, environmental sensors for temperature, pressure and humidity, and controllers for all instruments. Two computers are used for the measurement control and data acquisition.

The main design principles were elimination or reduction of known error sources and external disturbances. The design is a reasoned compromise on high accuracy, usability and cost efficiency.

The interferometric position measurement follows the Abbe principle. The AFM measurement tip is located at the crossing point of the measurement lines of the 3-D interferometers. The X and Y interferometers use differential optics. The refractive index of air is corrected using the Edlén formula [19] and measured temperature, pressure and humidity.

Thermal stability is important, because temperature changes are the main source of mechanical drift during the measurement. The laboratory is thermally stabilized. The measurement chamber is thermally and acoustically insulated and there is a small thermally stabilized airflow inside the chamber. The effect of thermal expansion is minimized using Invar and Super Invar alloys in the metrology frame. There are four temperature sensors in the measurement chamber, and the temperature can be recorded during stabilization and measurement.

Vibrations and acoustic noise are minimized using dampers under the table, in inlet and outlet air channels, and with plastic shielding around the measurement area. The effect of noise is reduced through careful selection of averaging times in the interferometer reading. The symmetric design and a 25 mm invar base plate reduce vibrations in the metrology frame.

4.3.2 Measurement principle

The sample position is measured by laser interferometers in all three dimensions. Other measurement modes can be used to reduce measurement time and noise. When calibrating 1-D and 2-D gratings, traceable scales are needed only in the X and Y directions and a capacitive measurement can be used in the Z direction. For step height calibration a traceable scale is needed in the Z direction, but capacitive position measurement can be used in the X and Y directions.

Scanning strategies for shortening the measurement time include skipping of measurement points in areas of little or no interest [III]. In step height calibration or other measurement of regular structures, scanning speed can be adjusted to increase across flat areas and slow down when approaching an edge [III].
4.3.3 Traceability and uncertainty of the IT-MAFM

Interferometric position measurement with calibrated laser wavelength, traceably measured refractive index and carefully characterized instrument errors give traceability to the coordinate system.

In the model function for a measurement point \( r = [x, y, z] \), correction for non orthogonal X, Y and Z axes \( C \), and Abbe errors \( A \), are approximated to be linear functions of the interferometrically measured coordinates \( m = [x_m, y_m, z_m] \). Error components independent of the measured position are included in \( D \).

\[
(7) \quad r = (C + A)m + D.
\]

In addition to equation (2), the equation for the measured coordinates includes the correction for interferometer nonlinearity \( \delta \phi_{\text{nonlin},x} \)

\[
(8) \quad x_m = \left( \frac{k_x + \delta \phi_{\text{nonlin},x}}{n_x} \right) \lambda_0.
\]

and respectively for \( y_m \) and \( z_m \). \( k_x \) denotes the counter readings (integer + phase) of interferometer fringes, \( \lambda_0 \) the vacuum wavelength of the laser light, and \( n_x \) the refractive index of air along the X axis.

The matrix \( C \) corrects the error caused by non-orthogonal X, Y and Z axes.

\[
(9) \quad C = \begin{pmatrix}
1 & 0 & 0 \\
\frac{1}{\cos \gamma_{xy}} & \frac{1}{\sin \gamma_{xy}} & 0 \\
\frac{s \left( \cos \gamma_{xy} \left( \cos \gamma_{yz} - \cos \gamma_{xy} \cos \gamma_{xz} \right) - \cos \gamma_{xz} \right)}{\sin^2 \gamma_{xy}} & \frac{s \left( \cos \gamma_{xy} \cos \gamma_{xz} - \cos \gamma_{yz} \right)}{\sin^2 \gamma_{xy}} & s
\end{pmatrix}
\]

where

\[
(10) \quad s = 1 - \cos^2 \gamma_{xz} - \left( \frac{\cos \gamma_{yz} - \cos \gamma_{xy} \cos \gamma_{xz}}{\sin \gamma_{xy}} \right)^2
\]

and the \( \gamma \)'s are angles between the axes.

The angular positions \( \alpha(x) \) at certain coordinates \( x \) are approximated as linear functions of coordinates \( x, y \) and \( z \):
\[ \alpha(x) = \frac{\Delta \alpha_x}{\Delta X} x . \]  

\( \Delta \alpha_x \) is the angular error for movement in the X direction across the whole range \( \Delta X \) of the stage. Because the angle values are small, \( \sin \alpha \approx \alpha \) (\( \alpha \) in rad). Linear approximation of the Abbe errors (see equation 6) for a 3D measurement is expressed as matrix \( A \).

\[
A = \begin{pmatrix}
\delta \alpha_{\text{pitch},x} / \Delta X & \delta \alpha_{\text{yaw},x} / \Delta X & \delta \alpha_{\text{roll},x} / \Delta X \\
\delta \alpha_{\text{pitch},y} / \Delta Y & \delta \alpha_{\text{yaw},y} / \Delta Y & \delta \alpha_{\text{roll},y} / \Delta Y \\
\delta \alpha_{\text{pitch},z} / \Delta Z & \delta \alpha_{\text{yaw},z} / \Delta Z & \delta \alpha_{\text{roll},z} / \Delta Z
\end{pmatrix}
\]

where \( \delta y_0 \) and \( \delta z_0 \) are uncertainties of the Abbe offsets in the Y and Z directions and \( \Delta \alpha_{\text{pitch},i} \), \( \Delta \alpha_{\text{yaw},i} \), \( \Delta \alpha_{\text{roll},i} \) are angular errors for movement in direction \( i \) across the whole range \( \Delta X \), \( \Delta Y \) or \( \Delta Z \) of the stage. Irrespective of the movement direction, pitch, yaw and roll are defined relative to the X axis.

The vector \( D = [d_x, d_y, d_z] \) consists of the error components \( \delta x_{\text{drift}} \), meaning drift, and \( \delta x_{\text{deadpath}} \), meaning dead path error in a laser interferometric measurement, as follows:

\[
d_x = \delta x_{\text{drift}} + \delta x_{\text{deadpath}} + \delta x_{\text{flat}} .
\]

Similar equations can be written for \( d_y \) and \( d_z \). Because errors caused by flatness deviations in the X and Y mirrors and out-of-plane errors in the Z direction (\( \delta x_{\text{flat}}, \delta y_{\text{flat}} \) and \( \delta x_{\text{out}} \)) are not corrected but taken as an uncertainty component, they are included in \( D \). If corrected, these errors would be coordinate dependent.

The combined standard uncertainties for the coordinates \( (x, y, z) \) are: \( u_{x} = q[0.48; 0.04x; 0.17y; 1.7z; 2\text{time}] \) nm, \( u_{y} = q[0.45; 0.31x; 0.07y; 0.14z; 4\text{time}] \) nm, and \( u_{z} = q[0.42; 3x; 7.2y; 0.18z; 2\text{time}] \) nm, where \( x, y, z \) are in \( \mu \text{m} \) and \( \text{time} \) is in h.

The main uncertainty components are drifts, noise, non-orthogonality of the measurement axes and Abbe errors. In many practical measurements, the effects of drift and noise can be significantly reduced by repetitive measurements and selection of a suitable analysis algorithm. The temperature in the measurement chamber must be stable before performing measurements.
4.4 Calibration of transfer standards

Calibration of pitch and step height standards is one of the main purposes of MAFMs. Calibration of transfer standards is needed to achieve traceability for SPMs and SPM measurements. Uncertainty estimates are needed for both transfer standard calibration and calibration of SPMs.

Different techniques have been developed for calibration of transfer standards. PTB has developed calibration techniques for 1-D [95, 96] and 2-D [97] gratings, and for calibration of step height standards [98]. Uncertainty components in pitch [99] and step height [100] calibration by MAFM have been studied at NMIJ/AIST and by laser diffractometry at NRC [101].

We have developed methods for faster calibration of pitch and step height standards. Faster methods are needed because measurement times with MAFMs are typically longer than with other AFMs.

In pitch calibration, only the sides of the measurement area are measured and the middle area is skipped in order to cut measurement time. The number of measured and skipped periods ($n_p$) is calculated using pitch value either from an earlier calibration or from a less accurate measurement. Period length is calculated with a 2-D correlation algorithm.

In step height calibration, measurement speed can be adjusted to slow down when approaching an edge. Edge positions are estimated using a previous measurement line. This reduces measurement time and the risk of tip damage.

The measurement model for pitch calibration is

\[ p = \frac{1}{n_p} \left( r_x, r_y \right) + P \alpha_t \Delta t_{20\degree C} + P \left( \frac{\cos \xi_{rotation}}{\cos \xi_{tilt}} - 1 \right)^2 + p_{local\ variations} \]

\[ l_x = c_{xx} (x_m2 - x_m1) + a_{xx} (x_m2 - x_m1) + a_{xy} (y_m2 - y_m1) + a_{xz} (z_m2 - z_m1) \]

\[ + \Delta \xi_{drift} + \Delta \xi_{deadpath} + \Delta \xi_{flat} + \delta L_{x, algorithm} \]

where $a_{xx}(x_m2 - x_m1)$, $a_{xy}(y_m2 - y_m1)$, and $a_{xz}(z_m2 - z_m1)$ are Abbe errors. Because the analysis is done along the X axis, $y_m2 = y_m1$ and thus the Abbe error related to the Y movement is zero. For the X axis the $c_{xx}$ component is defined to be 1. Cosine errors caused by non-ideal sample alignment (see Figures 14 and 15), i.e. tilt $\xi_{tilt}$ and rotation $\xi_{rotation}$, are corrected. $P \alpha_t \Delta t_{20\degree C}$ is the correction for thermal expansion, where $\alpha_t$ is the thermal expansion coefficient for the sample and $\Delta t_{20\degree C}$ is the temperature deviation from 20°C. For simplicity the nominal pitch $P$ is used in the equations for calculation of the correction terms.

The main uncertainty components in the calibration are corrections for sample alignment and the Abbe error in the measurement of the X coordinate.

A simplified model function for step height calibration is:
\[ h = \frac{\sum h_i}{m} + H\alpha t_{20^\circ C} + H \left( \frac{1}{\cos \xi_{\text{tilt}}} - 1 \right) + \delta h_{\text{local variations}} \]  

(16)  

\[ h_i = \frac{(\bar{z}_B - \bar{z}_A) + (\bar{z}_B - \bar{z}_C)}{2} \]  

(17)  

\[ \bar{z}_A, \bar{z}_B \text{ and } \bar{z}_C \text{ are averages of the } Z \text{ coordinates over areas } A, B \text{ and } C. \]  

\[ \bar{z}_A = \frac{\sum \left( c_{zz} z_m + a_{zz} z_m + \delta x_{\text{drift}} + \delta x_{\text{deadpath}} + \delta x_{\text{os}} + \delta x_{\text{Abbe}} \right)}{W/2 \cdot \Delta x} \]  

(18)  

and respectively for \( \bar{z}_B \) and \( \bar{z}_C \). \( W \) is the width of the step (see Figure 16) and \( \Delta x \) is the x resolution; i.e. \( W/2 \cdot \Delta x \) is number of points in the area. \( H\alpha t_{20^\circ C} \) is the correction for thermal expansion, where \( \alpha_t \) is the thermal expansion coefficient for the sample and \( \Delta t_{20^\circ C} \) is the temperature deviation from 20°C. \( \cos \xi_{\text{tilt}} \) is the correction for the sample tilt (see Figures 14 and 15). The \( \delta x_{\text{Abbe}} \) term consists only of the non-linear part of the Abbe correction. For simplicity the nominal step height \( H \) is used for calculation of the correction terms.

**Figure 16**  Areas A, B and C used in step height calibration. W is the width of the step.

The main uncertainty components are the Abbe error in measurement of the Z coordinate and repeatability of the measurement. Local variations in the step height of the sample were not studied, but in most practical calibrations it could be the largest uncertainty component. To reduce the effect of local variations the measurements should be done in a specified measurement area and should average over the measurement area.
The uncertainty components for both pitch and step height calibrations are analysed in greater detail in paper III.

4.5 Calibration of an AFM

A calibration method for a coordinate system of a commercial AFM PSIA XE-100 AFM was studied in paper IV. The calibration principles set out in 4.2 were followed. The main task was to study the metrological properties of the AFM and calculate realistic uncertainty estimates. Scale calibration methods were studied and as a result, scale errors were corrected by linear correction. Nonlinearity of the scales was included in the uncertainty budget. Abbe errors and orthogonality errors were studied but not corrected for.

In the AFM, the Z movements are mechanically separated from the X and Y movements. The XY stage with optical position sensors and closed loop control moves the sample in the X and Y directions under the AFM head. X and Y translators under the XY stage are used for positioning the sample. A separate piezo stage, also with a position sensor, moves the AFM tip in the Z direction. The structure of the SPM allows interferometric calibration of all three measurement axes.

A simplified model function for a measurement point \( r = [x, y, z] \) of the coordinate system is:

\[
x = C_x(x_m, s_{rate}, s_{range}) x_m + \delta z \sin(\delta\alpha_{pitch, x}(x, y)) \\
+ \delta y \sin(\delta\alpha_{yaw}(x, y)) + z_m \sin(\gamma_{xz} - 90^\circ) + \delta x_{drift}
\]

\[
y = C_y(y_m, s_{rate}, s_{range}) y_m + \delta z \sin(\delta\alpha_{roll, x}(x, y)) \\
+ \delta x \sin(\delta\alpha_{yaw}(x, y)) + x_m \sin(\gamma_{xy} - 90^\circ) + z_m \sin(\gamma_{yz} - 90^\circ) + \delta y_{drift}
\]

\[
z = C_z(z_m) z_m + \delta z_{oop}(x, y) + \delta z_{drift}
\]

where \( C_x, C_y \) and \( C_z \) are scale correction functions for the X, Y and Z scales. The scale corrections are functions of the measured \( x, y \) and \( z \) co-ordinates \( m = [x_m, y_m, z_m] \) and they could also be functions of the scan rate \( s_{rate} \) and the total scan range \( s_{range} \). \( \delta x, \delta y \) and \( \delta z \) are Abbe offsets in the X, Y and Z directions. \( \delta\alpha \) are angular errors and \( \gamma \) are angles between the \( x, y \) or \( z \) axes (i.e. \( \gamma - 90^\circ \) are orthogonality errors). For simplicity we assume that the coordinate system X axis is parallel to the measured \( x \) axis. \( \delta\alpha_{oop}(x, y) \) is a correction for out-of-plane deviation. \( \delta x_{drift}, \delta y_{drift} \) and \( \delta z_{drift} \) are drift corrections. The model function (19) is used to calculate uncertainty estimates for the coordinate system.

The scales were calibrated by two different methods: laser interferometer and calibrated pitch standard. Laser interferometric calibration allows both the measurement of unlimited measurement points and for more versatile calibration structures, thus enabling...
the study of linearity behaviour. The scale corrections measured by interferometers and gratings are slightly different, probably due to the effects of the scan range, turning point errors and Abbe errors. These results indicated some misalignment in the XY scanner, which was sent for repair. Measurements after the repair showed that the scale correction does not depend on the scan range and the default overscan (10% - 15%) is sufficient at least for measurement ranges larger than \( \pm 1 \mu m \).

The scale corrections used in this study include only linear corrections. The given uncertainty includes only the uncertainty that arises from non-linearity of the scale. Other uncertainty components have to be included case-specifically.

The Z detector scale was calibrated by a laser interferometer. Design of the AFM allows interferometric calibration during a real AFM measurement. The XY scanner was removed and replaced by a plane mirror laser interferometer and a piezo actuator. The mirror was moved step-by-step in the Z direction and the position was measured simultaneously by both the interferometer and the AFM. The measurement setup would allow various stepping structures, but simple up-down-up-down stepping was used. This mimicked the measurements of a step height standard.

The structure of our AFM requires that special attention be paid to the minimization of Abbe offsets. Because of the separate XY stage and Z stage and sample positioning by the translators under the XY scanner stage, in the worst case the Abbe offset in all directions might be as much as a few centimetres. The Abbe offset can be minimized if the thicknesses of the calibration grid and measured sample are the same and they are measured at the same position of the XY scanner. We have minimized the Abbe offset by adding small translators on top of the XY scanner. Thus, the calibration and measurement can be done in the same scanner position and the upper translator can be used for the sample alignment.

Angular errors were measured by a position sensitive detector (PSD) and a laser beam. The stage was driven parallel to the measurement beam, and the position of the laser beam reflected back simultaneously from a mirror mounted on the scanner stage was recorded by the PSD. Yaw and pitch angles of the movement were calculated from position deviations at the PSD.

Orthogonality of the axes was measured using calibration standards and an error separation method. A 2-D grating was used in measurement of the orthogonality of the X and Y axes and a triangular grating for the Z axis.

The out-of-plane error, i.e. the flatness error of the AFM, was measured using a flatness standard. The data was flattened by a first order average profile fit and averaged over the slow scan direction. The observed out-of-plane deviation of the X axis was small, but slightly larger for the Y axis. The effect of the out-of-plane error in measurements can be minimized using the X axis as a fast scanning axis. In a slow scan direction, the effect of drifts is usually larger than the out-of-plane error, and the drift is corrected by first, second or third order plane correction.

Errors or uncertainties due to drifts were not studied in paper IV. The effects of drifts are case-specific and the effects should be considered individually for each measurement, depending on the measured sample, measurement time, measurement range, temperature variations, setting time etc. The effect of drifts could be studied using the same method.
used in the characterization of the IT-MAFM in paper II. Dynamic errors in the movements may be significant. The best results will be reached if calibration is done with the same scanning range and scanning rate as the measurements. The IT-MAFM or substitution method will be used in the most accurate measurements.

4.6 Results

International comparisons between NMIs are a way to guarantee the reliability of their measurements. MIKES has participated in two comparisons related to the results of this thesis: the Euramet 925 comparison for 1-D gratings and step height standards, and the CCL-Nano5 comparison for 2-D gratings. The MIKES IT-MAFM was used in the former and the calibrated AFM in the latter. In the Euramet 925 comparison the samples were nominally 300 nm and 700 nm pitch and 7 nm, 40 nm, 1000 nm and 2000 nm step height standards. Standard uncertainties for MIKES measurements were 0.022 nm and 0.034 nm for pitch and 0.35 nm – 0.64 nm for step height measurements. In the CCL-Nano5 comparison the samples were 2-D gratings with pitch of 300 nm and 1000 nm, and nominal angle of 90°. The MIKES results were in good agreement with the reference values in both comparisons. The results for 300 nm pitch and 7 nm step height are shown in Figures 17-19.

![Diagram showing measured pitch for different NMIs in the CCL-Nano5 comparison.](image)

**Figure 17** Pitch measured with SPM by participating NMIs in the CCL-Nano5 comparison. The straight line is the reference value and uncertainties are standard uncertainties. The reference value includes results measured with optical diffraction, but they are not shown here.
Figure 18  Step height measured with SPM by participating NMIs in the Euramet 925 comparison. The straight line is the reference value and dashed lines are the standard uncertainty of the reference value. Standard uncertainties of the measurements are shown.

Figure 19  Pitch measured with SPM by participating NMIs in the Euramet 925 comparison. The straight line is the reference value and dashed lines are the standard uncertainty of the reference value. Standard uncertainties of the measurements are shown.
5 Laser diffractometer

Laser diffractometry is a simple and fast but accurate method for measurement of grating pitch. MIKES has therefore developed a laser diffractometer as an alternative traceability route for calibration of 1-D and 2-D gratings. The laser diffractometer is also used in the validation of the IT-MAFM.

5.1 Principle of laser diffraction

The principle of the laser diffraction measurement is quite simple. The laser diffractometer developed in this thesis is based on the Littrow configuration. The Littrow condition is satisfied when the laser beam diffracts back to the direction of the incident beam. The pitch of the grating \( p_m \) can be calculated from the \( m^{th} \) order diffraction angle \( \theta_m \) by

\[
p_m = \frac{m\lambda_0}{2n \sin \theta_m},
\]

where \( \lambda_0 \) is the vacuum wavelength of the light source and \( n \) is the refractive index of air. The Littrow configuration diffractometer is both optically and theoretically simple and the configuration is used in several other diffractometers at METAS (Switzerland) [102], NRC (Canada) [103], the Japan Quality Assurance Organization (JQA), [104], and CMS/ITRI (Taiwan) [105]. There are also other types of diffractometers, such as the PTB (Germany) design based on a slightly off-Littrow configuration [106], the KRISS (Korea) design based on a conventional diffraction method [107], or the laser interference diffractometry method BIPM/VNIIM (Russia) [108]. Diffractometers have been developed by several NMIs (see table 2).

Table 2. Laser diffractometers developed by different NMIs and examples of uncertainty estimates for pitch \( p = 300 \) nm measurement. Uncertainties reported in comparisons are given if they are smaller than uncertainties in CMC.

<table>
<thead>
<tr>
<th>Country</th>
<th>NMI</th>
<th>Standard uncertainty</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>MIKES</td>
<td>0.0013</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.026 nm*</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>METAS</td>
<td>0.0075 nm*</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0031 nm***</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>NRC</td>
<td>0.0035 nm</td>
<td>103</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CMI</td>
<td>0.039 nm*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.041***</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>PTB</td>
<td>0.010 nm*</td>
<td>106</td>
</tr>
</tbody>
</table>
Japan JQA 0.0032 nm** 104
Korea KRISS 0.0067 nm* 107
          0.0020 nm**
          0.006 nm***
Taiwan CMS/ITRI 0.0045 nm* 107
            0.003 nm***
Italy INRIM 0.0075 nm*
         0.005 nm**
United Kingdom NPL 0.031 nm*
                0.0043 nm***
Russia VNIIM 0.2 nm** 108
         China NIM 0.0015**

* CMC database
** CCL-Nano4 comparison [5]
*** CCL-Nano5 comparison [6]
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**Figure 20**  Laser diffraction setup [1]

### 5.2 Measurement setup

The measurement setup is shown in Figure 20. The setup consists of a frequency doubled iodine stabilized Nd:YAG laser fibre-coupled to the setup. A rotary table is used to rotate the grating to fulfil the Littrow condition. A beam splitter is used to direct the diffracted beam to the CCD, which is used to detect the position of the diffracted beam. In addition,
there are mechanics for the sample alignment and a screen to help coarse alignment. The beam is collimated using a microscope objective and aligned by two mirrors.

The CCD camera is used as a null detector to detect when the Littrow condition is fulfilled. The Littrow position on the CCD is predefined during the alignment of the system. Use of a CCD allows measurement of the diffraction angle around the Littrow position, and these angles can be used to compensate for small periodical nonlinearity of the angle scale. Another advantage of using a CCD instead of other position sensitive or line detectors is that the shape of the diffracted beam can be seen. In addition, the CCD allows fast and easy alignment of the sample.

The pitch $p$ is calculated as a weighted average of the pitches calculated from different diffraction orders $p_m$, see (20). The diffraction angle is defined as half of the angle between $+m^{th}$ and $-m^{th}$ order diffractions. This eliminates the problem of defining the $0^{th}$ order diffraction.

$$p = \frac{\sum w_m \cdot p_m}{\sum w_m},$$  

(21)

where the weights $w_m$ are defined as

$$w_m = \frac{1}{\left(\frac{\partial p}{\partial \theta_m} \cdot u_c(\theta_m)\right)^2} = \left(\frac{\tan \theta_m}{P \cdot u_c(\theta_m)}\right)^2,$$  

(22)

where $u_c(\theta_m)$ is the standard uncertainty of the $\theta_m$ measurement. For simplicity $p_m$ can be replaced by the nominal pitch $P$ in the evaluation of the sensitivity coefficient $\frac{\partial p}{\partial \theta_m}$ with negligible error.

5.3 Traceability and uncertainty of the diffractometer measurement

The traceability of the laser diffraction measurement to the SI comes via the vacuum wavelength of the laser and the angle scale. An iodine stabilized Nd:YAG laser is used in the setup. The laser is also used in the realization of the metre, i.e. it provides a very accurate and traceable vacuum wavelength. The refractive index of air is determined using the Edlén formula [19] and traceably measured pressure, temperature and humidity. Traceability to the angle scale comes via the developed calibration method based on error separation (see chapter 5.3.1).
A weighted average is used in the calculation of pitch, because sensitivity coefficients depend on the diffraction angle $\theta_m$, i.e. for diffraction angles having larger $m$ the sensitivity coefficient and, thus, the uncertainty of the pitch becomes smaller (see uncertainty bars in Figure 22). The model function for the pitch $p$ calculated as a weighted average of $p_m$

$$
\begin{align*}
(23) \quad p &= [1 + \alpha_t \Delta t_{20^\circ C}] \cos \Omega \frac{\lambda_{\infty}}{2n} \sum_m \frac{p_m w_m}{\sum_w w_m},
\end{align*}
$$

where $\alpha_t$ is the coefficient of the thermal expansion of the sample, $\Delta t_{20^\circ C}$ is the temperature deviation from 20°C, $w_m$ is the weight, $\Omega$ is the grating roll and $\tau$ is the beam tilt. The errors due to the sample roll and the beam tilt are cosine type errors. The measured pitch is a projection of the real pitch to the X axis, which causes the $\cos \Omega$ term. The beam tilt causes a $(\cos \tau)^{-1}$ type error, since only the projection of the wave vector is measured in the Littrow configuration.

The main uncertainty source in the measurement is the diffraction angle measurement, i.e. the angle scale and the determination of the centroid of the beam. A fibre coupled laser beam is used to get a good quality beam. Uncertainty components caused by the alignment of the sample and the laser beam can be reduced to a negligible level by careful alignment. It is assumed that the beam size is smaller than the grating size with all measured diffraction orders, in which case the distance between the sample surface and the rotation axis does not affect the pitch [102], otherwise it should be taken into account as an uncertainty component [109]. Because of the temperature-controlled laboratory environment, temperature effects on the measurement are small.

5.3.1 Traceability of the angle scale

A new way to realize the radian using the error separation method with an uncalibrated grating and a rotary table is developed in paper IV. In the laser diffraction setup a grating is mounted on a rotary table and the diffraction angles are measured in the Littrow configuration. The measurement of the diffraction pattern is repeated in different orientations of the rotary table. A calibration correction table for the rotary table is calculated from the data. A novel fitting algorithm is used to separate the angle scale error in the rotary table and in the grating pitch.

The angle error of the rotary table was measured with the new self-calibration method and the results were compared with the results measured using an autocollimator and calibrated 12-face polygon (see Figure 21). Small details of the error curve cannot be detected in the polygon calibration, because number of measurement points is limited by the polygon. In the self-calibration method, more measurement points can easily be measured (in our case 320 points). The standard uncertainty of the angle calibration was
The properties of the rotary table limit the reached uncertainty, not the calibration method. Thus, better accuracy could be achieved with a more stable rotary table.

![Figure 21](image)

**Figure 21**  Rotary table angle error measured with the self-calibration method (solid line) and with an autocollimator and 12-face polygon (squares).

### 5.4 Results

Three gratings with different nominal pitch (2 µm, 700 nm and 300 nm) were measured using laser diffraction.

The measurement results for 2 µm pitch are shown in Figure 22 for diffraction orders \( m = 1...6 \). The same measurement was repeated in different sample holder orientations related to the angle encoder scale. Differences in these measurements are mainly caused by calibration of the angle scale. The measurement was also repeated so that the sample was removed from the holder and realigned before each measurement. The differences in these measurements are caused by different alignments.
Figure 22  Measured pitch values with standard uncertainties for different orders. The bars indicate the standard uncertainty of the pitch for particular diffraction order.

The laser diffraction measurements were compared against the MIKES IT-MAFM. Gratings with a nominal pitch of 300 nm and 700 nm were measured with both the diffractometer and the IT-MAFM. The results are shown in Table 3. The results are in good agreement with each other. Differences between the diffractometer and IT-MAFM measurements are 6 pm and 45 pm for 300 nm and 700 nm nominal pitch, respectively.

Table 3.  Pitches measured with both a diffractometer and IT-MAFM.

<table>
<thead>
<tr>
<th>Nominal pitch/nm</th>
<th>Diffractometer/nm</th>
<th>$u_c$/pm</th>
<th>IT-MAFM/nm</th>
<th>$u_c$/pm</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>287.575</td>
<td>1.3</td>
<td>287.581</td>
<td>22</td>
</tr>
<tr>
<td>700</td>
<td>700.757</td>
<td>4.4</td>
<td>700.712</td>
<td>34</td>
</tr>
</tbody>
</table>
6 Discussion

The need for traceable measurements at nanometre scale are expected to increase in the near future. Commercialization of nanotechnology and mass production need reliable measurements. Traceable measurements are needed also for legislation, industrial safety and estimation of environmental effects.

Nanometrology will be one of the focuses of metrology also in the future. Four core applications for nanometrology are listed in the micro- and nanometrological roadmap: nanoparticles, functionalized surfaces, semiconductor & nano-electronics, and nanobiotechnology [3]. The research done in this thesis completes the traceability chain for fairly simple dimensional nanoscale measurements. The next step is the development of traceable measurement methods for more complex structures and material properties as mentioned in the roadmap. At MIKES we have developed measurement methods for nanoparticles in co-operation with other NMIs [110]. We are also participating in several on-going EU funded EMRP (European metrology research project) nanometrology projects. As part of the MecProNO project we shall be developing measurement methods for mechanical properties of nano-objects [11]. The CRYSTAL project is looking at different crystalline and self-assembly structures as possible materials for calibration standards [14]. In the future, a calibration method will be developed for critical dimension, e.g. line width, measurements.

The laser diffractometer has been developed further for angular scatterometric measurements as part of the SCATTERO project [111], which is planning reliable measurement methods for diffractive optics elements and the semiconductor industry.

The correction method for the nonlinearity of the laser interferometer has been developed further for picometre level measurements [51, 52].

The IT-MAFM is part of the traceability chain for stylus instruments and thus for surface roughness measurements [112]. We have started a calibration service for grating pitch and step height standards.

MIKES has organized the Nordic-nano1 comparison for research institutes and universities in Finland, Sweden, Norway and Estonia in co-operation with the NMIs in these countries. There were 26 participants, some of which reported more than one instrument. The comparison samples were nominally 300 nm and 700 nm. The results for 300 nm samples are shown in Figure 23. The error bars show uncertainty estimates given by the participants, but they are not always standard uncertainties. The results of the comparison show that calibration of the instruments would increase the accuracy significantly for many laboratories. [113] In 2014 we plan to launch the Nordic-nano2 comparison for step height measurements.
Figure 23  Differences from the reference value for nominally 300 nm pitch standard in the Nordic-nano1 comparison.
7 Conclusions

In this thesis the traceability chain for nanometre scale measurements in Finland was established. This includes calibration services for calibration standards for modern microscopes. The results of this thesis form the basis for further studies in nanometrology at MIKES.

An interferometrically traceable metrological atomic force microscope [II] and laser diffractometer [I] with direct traceability to the definition of the metre were developed. In addition, calibration methods for transfer standards [III] and commercial AFMs [IV] were established.

Nanometre scale measurements require new, more accurate measurement methods. Therefore, a new method for correction of interferometer nonlinearity was developed [II]. Measurement of refractive index is crucial in accurate interferometric measurements, thus we developed a new method for determination of the refractive index of air along the interferometer beam path [V].

In pitch measurement using a laser diffractometer, the main error component is uncertainty of the diffraction angle measurement. Therefore, a new calibration method for the angle scale of a rotary table was developed [I]. The method can be used as a realization of the angle scale.

Uncertainty estimates are a crucial part of traceability. Therefore, careful uncertainty analysis was included in all the studies of this thesis [I-V].
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