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Tutorial: Towards Real-time Product Innovation Planning

Guenther Ruhe
Software Engineering Decision Support Laboratory
University of Calgary
Alberta, Canada

Abstract

This tutorial provides hands-on knowledge and skills to perform real-time product innovation planning. As the starting point, current deficits in the product innovation planning process are analyzed. Subsequently, different strategies to overcome the current deficits are studied. The proposed process is accompanied by tool support combining optimized release planning strategies offered by ReleasePlanner 2.0 with real-time issue management operated by Atlassians JIRA. A variety of use cases are studied to (i) illustrate the process and (ii) document the added value for product innovation.
Abstract

Software reuse and reusability is often just addressed at the level of code or low-level design. In contrast, this tutorial explains them based on business processes and requirements. It presents and compares three approaches co-developed by the presenter over more than a decade.

The first of these approaches deals with requirements reuse in the context of product lines. It makes the relations among product line requirements explicit, so that single system requirements in this product line can be derived consistently. A key issue is commonality and variability across different products. This tutorial shows how requirements for a product line can be modeled, selected and reused to engineer the requirements for innovative new products.

The second approach for software reuse involves case-based reasoning. Instead of explicit relations between requirements (or other artifacts), similarity metrics are employed for finding the most similar software case in a repository to a given set of requirements. This even works when a single envisioned usage scenario is specified yet, and it allows reusing also requirements from retrieved cases. The major point, however, is to facilitate reusing software design (including architecture) and code from similar software cases.

The third approach strives for (partly) automating software development for certain business applications through reusing business knowledge and software, where both are tightly connected. It involves automated reuse of business processes, and software (services)executing them, based on ontological knowledge. A key point is closing the representational gap between procedurally represented business processes and declaratively represented concepts and their relations, taxonomies, partonomies, etc. So, this is an ontology-based approach for (partly) automated software development guided by business models.

These approaches have different key properties and trade-offs between costs of making software artefacts reusable and benefits for reusing them. These will be particularly explained in this tutorial.
Tutorial: Practical Process Improvements — Applying the LAPPI Technique in QA and Testing

Anu Raninen\textsuperscript{1} and Päivi Brunou\textsuperscript{2}

\textsuperscript{1}Sogeti Finland Oy
Espoo, Finland

\textsuperscript{2}Knowit Oy
Helsinki, Finland

Abstract

Understanding the current state of software development and QA processes and their problem points is important. Without this understanding, software process improvement (SPI) resources may not be properly allocated. This tutorial focuses on identifying and prioritizing SPI activities from a quality improvement point of view. The importance of motivating and monitoring during the improvement is not forgotten either.

This tutorial is organised as an interactive workshop interlaced with real life experiences in SPI. During the tutorials attendees learn about the Light-weight Technique to Practical Process Modelling and Improvement Target Identification (LAPPI). The technique enables process modelling and improvement target identification, is suited to organizations of all sizes, and can be integrated with various SPI initiatives. It was developed through multiple academia-industry collaboration projects and by industry actors themselves.
From Product Roadmapping towards Continuous Planning: Changing the Ways of Planning

Tanja Suomalainen
Kaitoväylä 1, P.O. Box 1100, FI-90571 Oulu, Finland
tanja.suomalainen@vtt.fi

Supervisor:
Professor Jouni Similä
Department of Information Processing Science
P.O. Box 3000, 90014 University of Oulu, Finland
jouni.simila@oulu.fi

Abstract. In recent few years, the adoption of agile and lean development practices has increased remarkably. However, this is not the end, new and innovative approaches that support continuous practices are needed. Continuity is required in all the levels of the organisation; from business strategy and planning to software development and thereafter to operational deployment, as well as between these levels. Continuous planning means implementing planning practices continuously, in rapid parallel cycles, instead of the predefined and regular planning occasions. Continuous planning is not commonly adopted and applied throughout the organisation and currently involves only a certain level of planning, e.g. release planning. Based on the current literature, continuous planning is a relatively new and not yet fully studied field of research. To augment the knowledge relating to continuous planning, this research plan presents how the knowledge relating to continuous planning is going to be increased and disseminated.

Keywords: Continuous planning, product roadmapping, agile, lean

1 Introduction and Background

Market uncertainties, competitive pressures, and the constant need for shortened development cycles call for flexible, responsive and adaptive software development practices [1]. Since the mid-1990s, a variety of agile methods and practices have been designed to enhance development teams’ or an organisation’s ability to respond to dynamic market changes [1, 2, 3]. Also, in recent years, lean thinking [4] has been introduced in software development companies [5, 6, 7] with the aim of achieving a continuous and smooth flow of production in pursuance of removing waste in processes. The promise of lean development is to create a change-tolerant organisation that can survive and succeed in times of uncertainty, change and complexity [7]. In emphasising the use of iterations and development of small
features, agile practices and lean development have indeed increased the ability for software development companies to accommodate fast changing customer requirements and fluctuating market needs as well as decreasing lead times and improving the quality of their products [1].

Even though many software development companies have succeeded adopting agile practices, in order to improve responsiveness to customers, agile development is not the end, the final step of software development [1]. Therefore, new and innovative approaches that support continuous practices are needed. Thus, Olsson et al. [1] highlight that software development companies need to move beyond the concept of agile development and towards a situation in which software functionality is continuously deployed and where customer feedback is the main driver for innovation. Fitzgerald and Stol [8], on the other hand, emphasize continuous integration between software development and its operational deployment, called DevOps. Similarly the link between business strategy and software development should be continuously assessed and improved, called BizDev [8].

Planning in general is seen to consist of two things: actions and forecasts (i.e. expected outcomes). After understanding the aims and directions, it is time to plan how to get there [9]. However, planning is not only about target setting, since it lies behind us, instead, targets should be ambitious and forecasts realistic in order to take the necessary corrective actions [10]. In large organisations there are multiple levels of planning that are performed at time horizons and by different actors [11, 12]. Therefore, the most important aspects of organisational planning are the required planning levels and time horizons [13]. In the software development context, planning is commonly episodic and performed according to a traditional cycle usually triggered by annual financial year-end considerations [8]. In fact, the ongoing planning problem is that time is divided into a number of planning horizons, each lasting a significant period of time [8], and the continuity is not seen.

Already, for some years ago, long-term planning called roadmapping has been proposed as a solution to bridge the gap between different levels of planning [14]. It was realised then that changing planning processes e.g. towards a roadmap-based planning is a major cultural change. Roadmapping requires cross-functional participation to be successful and getting various departments to work together can be hard [15]. Therefore, it was suggested that roadmapping should be seen as part of the company’s overall business processes and integrated into the company’s planning cycles [15]. But now, as the agile and lean practices are becoming the norm, the transformation towards continuous practices is emphasized in the organisations. Drawing on the lean concept of flow, Fitzgerald and Stol [8] identify a number of continuous activities which are important to software development today’s context, one of them being continuous planning.

Continuous planning is about implementing planning practices continuously, in rapid parallel cycles, instead of the predefined and regular planning occasions. Thus, planning is not conducted just as part of a top-down annual event [9]. Environmental changes trigger planning instead of the predefined and regular planning cycle (e.g. financial year) and thus, plans are adjusted according to internal and external events [16]. Planning should be done continuously so that at any time, the full scale of the development can be presented [17]. Fitzgerald and Stol [8] define continuous planning as a holistic attempt involving multiple stakeholders from business and software
functions whereby plans are dynamic open-ended artifacts that evolve in response to changes in the business environment, and thus involve a tighter integration between planning and execution. In software development, continuous planning refers to the organisational capability to conduct planning in rapid parallel cycles, which can be hours, days or very small numbers of weeks or months depending on the level of planning. In order to achieve continuous planning, organisations need to be capable of changing their operations and adapting their mind-set towards continuous planning and transparency throughout the whole organisation.

Based on the current literature, continuous planning is not commonly adopted and applied throughout the organisation and currently involves only a certain level of planning, e.g. release planning (e.g. using Scrum). According to Fitzgerald and Stol [8] the only form of continuous planning is what emerges from agile development approaches and is related to sprint iterations or at best, software releases. Similarly they conclude that continuous planning is not widespread throughout the organisation. For example, Heikkilä et al. [18] have adopted a three-level planning model: including strategic planning, release planning, and operational planning. Strategic planning is the interface between business and management and development and it is performed in long-term. Release planning defines the feature content of the next release and on planning how to efficiently create content. Operational planning, on the contrary, concerns implementation of features on day-to-day basis. However, they focus on release planning in large agile organisations. Thus, continuous planning requires wider perspective than currently considered.

Based on the literature review, continuous planning is a relatively new and poorly studied field of research, and hence the literature relating to continuous planning is not adequate. The current literature focuses mainly on some specific or single level of planning in the organisation and a wider perspective of continuous planning is not viewed. For instance, there is very little empirical research literature of continuous planning that describes how continuous planning is conducted at the different levels of planning and at the different levels of organisation, and how the information from the planning and the plans are visible to the other levels of planning. The intention in this research is to increase the current empirical evidence on continuous planning and roadmapping both for industry and science, and based on that evidence companies can develop their own planning and roadmapping activities. Also, the intention is to provide guidelines how to improve and change the planning practices towards continuous ways of working and planning.

2 Research design

The purpose of this research is to study continuous planning and roadmapping in the context of Information and Communication Technology (ICT) companies. Furthermore, the research is done in the context of large organisations that have multiple levels of planning and that are performed at time horizons and by different actors. The research focuses on defining factors related to continuous planning and roadmapping, e.g. level of planning, timeframe, process, and participants.
background for this research lies on agile and lean development methods and practices that have triggered the need for continuous ways working and planning.

The research is conducted as empirical research and the research is carried out as a case study [19]. Case study research can be used to achieve various research aims, for instance to provide descriptions of the phenomena, to test a theory, and to develop a theory [20]. The case studies can be based on both quantitative and qualitative evidence, because data is collected through such methods as inquiries, interviews, observation, and through the use of documents and artefacts [19, 21]. Also, the case study methodology claims to be well suited for software engineering research as it studies contemporary phenomena in its natural context [22].

A multiple-case studies approach [19] is chosen for this research, since the theory on the continuous planning is not yet well formulated and practical experiences from the field of research are difficult to find. Therefore, the purpose is to fill in the gaps found in the literature, and thereafter, to create a theory relating to continuous planning practices and processes. To verify the theory, the experiences of several companies should be gathered and analysed. Data collection is carried out by conducting narrative and semi-structured interviews to persons from different levels of the organisation namely people that are involved in the strategy and business planning, product planning, and release planning. The case companies are selected based on their size, since the focus is on large organisations that have multiple levels of planning. The duration of the interviews will be around one hour and all the interviews are recorded. After the interviews, the recordings will be transcribed and analysed. The data will be analysed by using e.g. a generic process of data analysis [23]. A brief summary from each of the interview will be written and sent to the interviewees to be read through and validated (e.g. corrected if needed).

2.1 Research Questions

The research problem is addressed through answering the following research questions:

RQ1. What is product roadmapping (process, participants, roles, etc.)? (Paper I and II)
   a) How collaboration affects product roadmapping? (Paper I)

RQ2. How continuous planning is conducted? (Paper III, IV)
   a) How information from the continuous planning and the plans are visible to the other levels of planning, and how they affect to each other?
   b) What are the benefits, challenges and drawbacks of continuous planning? (Paper III)

2.2 Results achieved so far

Following articles relating to the thesis have been already written:

I. Suomalainen, Tanja; Tihinen, Maarit; Parviainen, Päivi. Challenges for product roadmapping in inter-company collaboration. SEAFOOD Proceedings of the Third International Conference on Software Engineering Approaches
The first two articles (I and II) create ground understanding about product roadmapping by describing the theory and practice behind it. The intention was to define the process, participants, and roles of product roadmapping (II), and how collaboration affects to it (I). When the research relating to these articles was done, there was clear need for this research, since only a few scientific articles could be found about product roadmapping. Since then, the scientific literature about product roadmapping has somewhat increased, but the major change is that the world has moved more towards continuous planning mode, and it has been even questioned how vital the long-term plans are. Thus, article III, focuses on defining continuous planning and how it is conducted as well as identifying the main benefits and challenges of continuous planning. The research also defines what the main elements of continuous planning are: organisational planning, strategic planning and business planning. Accordingly, all of these elements are tightly related to each other; organisational planning defining organisational level and the time frames of the plan; strategic planning forming the overall plan of the organisation and business planning giving the budgeting frame to the plans. Article IV, defined lean transformation framework including three cycles, i.e. strategic alignment cycle, organisational and business alignment cycle, and lean implementation cycle. Continuous planning is mainly discussed at the strategic alignment cycle in the article.

2.3 Future Research Agenda

The continuous planning research is going to be continued in the Need for Speed (N4S) program (http://www.n4s.fi/en/), which is a Tekes funded program of Digile (2014-2017). First, the future case studies are planned and the case companies are selected (during autumn 2014), and thereafter the case studies are conducted, i.e. interviews are held (during spring 2015). Finally, the case study results are analysed and results are reported (during autumn 2015), including writing both journal and conference articles based on the results. The dissertation will be written during 2016.
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Understanding Continuous Delivery – A Research Plan
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Abstract. Continuous delivery is a software development discipline in which software can be released to production at any time. While many organizations report adopting continuous delivery or at least pursuing it, there exist little scientific knowledge about it. A research plan for doctoral dissertation is introduced which seeks to create a base of scientific knowledge for understanding and further studying continuous delivery. The dissertation aims to understand the problems that emerge when adopting continuous delivery and find solutions to those problems.

Keywords: continuous integration, continuous delivery, continuous deployment, software project

1 Introduction

Continuous delivery (CD) is a software development discipline in which software can be released to production at any time [12]. The discipline is an extension of continuous integration (CI) [11] where software is integrated multiple times per day. CI gained most attention as a part of extreme programming (XP) [1] and is broadly adopted today [21], independently of other XP practices. Contrasted to CD, CI does not mandate that software is always in a releasable state.

Until recently, little empirical research has been done addressing continuous integration individually. At the same time, continuous delivery and its more ambitious form, continuous deployment, are gaining much attention amongst practitioners. This research plan for doctoral dissertation aims to bridge the gap between research and practice.

2 Research area and problem

The dissertation will be conducted in the field of empirical software engineering. Continuous delivery describes how software is developed, tested and deployed. It does not mandate how requirements are elicited or how architecture is designed, except that architecture needs to be structured so that software can be developed in a continuous way, and requirements need to be splittable to small increments.

More ambitious form of continuous delivery is continuous deployment [9], where the software is deployed to its users automatically after a change has
passed all automated tests. This makes the release of the software a non-event, thus affects release planning part of software development. However, this release strategy might not be feasible for software projects with certain business reasons [14]. In some contexts, it might be feasible to release only at specific times and some testing might need to be done manually. Continuous delivery allows these, while continuous deployment does not. Therefore, the initial scope of the dissertation is limited to continuous delivery, so that the field of software engineering can be covered more broadly.

While success with continuous delivery has been reported in web application context, e.g. at IMVU [8], Facebook [7] and Rally Software [16], some reports still note that in other contexts companies are still moving towards the state of the art [10, 19]. Therefore, a question arises: why is continuous delivery not adopted more widely outside the web application context? Are organizations just adopting continuous delivery slowly, or does there exist some constraints that inhibit practicing continuous delivery? Might it be that continuous delivery is not useful in some contexts? The main purpose of the dissertation is to provide empirical evidence to answer these questions.

To guide individual parts of the dissertation more specifically, the following research questions are asked:

1. What problems software projects face when adopting continuous integration and delivery? The outcome of this research question is a list of problems that should be studied further.
2. What are the causes for those problems? The outcome of this research question is a causal network of causes and problems.
3. What solutions can be used for solving those problems? The outcome of this research question is a list of solutions to the found problems.

Answering these questions contributes to the knowledge of continuous delivery and is beneficial for practitioners who wish to introduce continuous delivery in their organization or projects. The focus of the research questions is on software projects instead of organizations, because it is possible that suitability of continuous delivery can vary between projects.

3 Literature review

Previously, multiple studies of continuous integration have been published that introduce a technical concept that solves a certain problem [20, 13, 4]. This dissertation takes a different route and empirically studies real-life software projects.

There has been increased interest in empirical research on continuous integration. Downs et al. [5] studied how continuous integration affects awareness and communication. Their research shows that communication and awareness are an important part of continuous integration practice, which is useful background information for the dissertation. Stähl and Bosch studied what positive effects does continuous integration have and how differences in continuous integration implementations can be modeled [19]. They argue that implementations
and effects of continuous integration vary between projects. This dissertation continues their research by asking why and when do the continuous integration implementations differ. Eck et al. [6] studied how organizations assimilate continuous integration practice. The focus on this dissertation will be on individual software projects instead of organizations.

To our knowledge, there has been no empirical research done that addresses continuous delivery directly. On the other hand, continuous deployment has been addressed in research recently. Olsson et al. [17] created a stairway model through which organizations can transform to accomplish continuous deployment. Claps et al. [2] examined challenges and mitigation strategies when adopting continuous deployment in an organization. Again, our focus is on software projects and not on organizations.

4 Research methodology

Instead of relying on a previous theoretical framework, an inductive approach is taken and the theory is built based on existing literature on the subject. First part of the dissertation will be a systematic literature review (SLR). Guidelines by Kitchenham et al. [15] will be followed to establish and validate a reliable method for including relevant studies. Data will be extracted with qualitative coding and thematic synthesis [3] will be used to synthesize the studies. There are not many scientific studies of continuous delivery or even of continuous integration, but multiple experience reports about the subjects exist. However, the reliability of experience reports is not good enough for scientific knowledge. Therefore the goal of the SLR is only to form initial hypotheses for the research questions which are tested in the later studies.

The results of the SLR will be compared to the results of a survey which has been done to understand continuous delivery within Finnish IT companies. To further study individual challenges, case studies (CS) will be performed. Case study is a suitable research strategy if the form of the research question requires deep understanding about the subject, which is the case in the dissertation. Methodology provided by Yin [22] and guidelines for software engineering context by Runeson and Höst [18] are followed. Case study is an appropriate research strategy when a contemporary phenomenon is studied in its context and there is no distinct boundary between the phenomenon and the context [18]. In our study, the unit of analysis is continuous delivery discipline and the context for it is a distinct software project. Since software development practices are often adapted, it would be infeasible to study continuous delivery without taking the software project itself into account.

For the case studies, data collection methods can include surveys, interviews, observation and documents. Multiple methods are needed to triangulate findings in a single case, and later on multiple-case studies are conducted to generalize results. Both quantitative and qualitative data are expected from the case studies, because quantitative data is available from continuous integration systems while interviews and observation methods produce qualitative data. Therefore mixed
methods are used for data analysis. Data sources are Finnish software companies in the Digile Need for Speed program that continues until 2017. Thus, there is an opportunity to conduct long-term longitudinal case studies of continuous delivery adoption. The selection of data sources is done partly based on convenience, but also according to the research goals. The subject of the research program is tightly related to continuous delivery, so it is expected that the case companies are also valid subjects for the studies.

5 Results and future research agenda

Systematic literature review has been started in July 2014 and studies have been selected. Used search string was "("continuous integration" OR "continuous delivery" OR "continuous deployment") AND software". From five databases, 526 search results were attained. After removing duplicates and totally irrelevant articles, 251 remained. Next, abstracts were read and inclusion criteria were applied, which yielded 85 articles. After analyzing full texts and executing backward snowballing, 27 articles remained. The data is extracted by doing qualitative coding, which is in progress.

Proposed future studies and schedule are summarized in Table 1. First, background understanding is gained with the ongoing SLR (1.). From previous research, we can synthesize different problems (RQ1), causes for the problems (RQ2) and solutions for the problems (RQ3). Second, an initial case study will be conducted (2.) to refine the results of the SLR and the methodology of the dissertation. The case study will investigate a single context more deeply (RQ2) and it will be extended to longitudinal (4.), because the continuous delivery practices are under constant improvement (RQ3) in the selected case. Another study is made of the improvement process (3.) in multiple cases to formulate a general model for continuous delivery improvement (RQ3). Finally, the accumulated understanding is validated and generalized with a final multiple-case study (5.).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Method</th>
<th>Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What do we know about continuous delivery?</td>
<td>SLR</td>
<td>Fall 2014</td>
</tr>
<tr>
<td>2. Continuous delivery in a large software project</td>
<td>CS</td>
<td>Spring 2015</td>
</tr>
<tr>
<td>3. Model for continuous delivery improvement</td>
<td>Multiple-CS</td>
<td>Fall 2015</td>
</tr>
<tr>
<td>4. Large-scale continuous delivery transformation</td>
<td>Longitudinal CS</td>
<td>Spring 2016</td>
</tr>
<tr>
<td>5. Multiple-case study of continuous delivery</td>
<td>Multiple-CS</td>
<td>Spring 2017</td>
</tr>
<tr>
<td>Summary for the dissertation</td>
<td>–</td>
<td>Spring 2018</td>
</tr>
</tbody>
</table>

Table 1. Studies and Schedule of the Dissertation
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Abstract. This PhD research plan aims to present the proposed research on measurement in software startup contexts. It describes the motivation behind conducting this study and also proposes the research questions. This plan also explains the research methods that will be employed. The preliminary results, after conducting interviews with several early stage software startups, show that early stage software startups do not collect measures during software development. However, they collect measures related to the usage of software using automated tools at their earlier stages. Our next step is to explore measurement in established software startups.

1 Research Area

The discipline of my research work is Software Engineering (SE). This research work has following sub areas: Software Startups, Software Measurement (Product metrics, Management metrics etc.) and Software Business.

2 Research Questions

This PhD study is at the earliest stage. We have proposed the following research questions:

RQ. How do software startups measure (product, customer development, progress)?

RQ 1. What are the measures that software startups collect?
RQ 2. Why do software startups collect these measures?
RQ 3. How do software startups collect and use these measures?
RQ 4. How often do software startups collect these measures?

The aim of this study is to explore the measurement in software startups. This study would help us to identify and understand the information needs of software startups. The study would also propose different measures that software startups need

1 Supervisors: Prof. Pekka Abrahamsson (pekka.abrahamsson@unibz.it) and Dr. Xiaofeng Wang (xiaofeng.wang@unibz.it)
to collect in order to make better decisions. Empirical studies will be conducted to analyze the usefulness of these measures for software startups.

The expected outcome of this PhD would be a conceptual framework that will help software startups to collect, analyze and utilize different measures according to their information needs.

3 Rationale and Significance of the Study

Software startups are established worldwide in a very large number every day [1]. It is relatively easy to start a software startup nowadays due to technology advancement, smartphone, cloud infrastructure etc. Software companies e.g. Facebook, Instagram, LinkedIn, Spotify etc. are some examples of successful software startups in modern time. These software companies were initially a startup but later become a well-established business. However it does not mean that all software startups are successful. According to [2], 98% of software startups fail.

It is important to understand what exactly a startup constitutes. Ries [3] defines that a startup is a human institution which is designed to create a novel product or service under extreme uncertainty. A startup has the following characteristics:

Young and Immature: A software startup has a little or no operational history.

Lack of resources: A software startup has limited resources both in terms of funds and technical skills.

Multiple Influences: Customers, investors, and/or competitors might influence the development process.

Dynamic Technologies and Markets: Technology is changing rapidly especially in IT industry e.g. new network technologies, computing technologies etc.

Software startups try to develop products which are new and useful at the same time. They do not know whether they would be successful or not. They lack clear requirements. They have high time pressure, limited resources and tight deadlines. It is difficult to find right skillful people for software startups. All above-mentioned factors make startup a challenging but exciting field.

The role of software in economy has become increasingly crucial nowadays [5]. A larger number of startups are established nowadays and most of these startups are software startups. According to [6], startups create an average of 3 million new jobs annually only in US. The increasing popularity of software startups demand extensive research in this area. Academia has not paid proper attention to address the different problems and challenges that software startups face. Very few empirical studies are conducted related to software startups.

Steven Blank, one of the pioneers of software startup research, has developed a customer development process which is described in detail in “The Four Steps to the Epiphany” [7]. According to him, customer development and product development are two different but highly co-related concepts that need to be addressed separately [7]. In order to attract right market and validate idea, customer development process should be separated but aligned with the product development process.

Software startups have been applying agile methods to develop products. It is important to note that agile methods are applied when a problem is fairly understood
In a startup context, neither the problem, nor the solution is understood. Another approach is to apply lean principles in software startups. Ries [3], introduced the idea of Lean Startup which is based on lean manufacturing principles and Steven Blank’s customer development model. The two key terms that are related to Lean Startup are [3]:

**Minimum Viable Product**: An incomplete product that displays different functionalities. It helps to assess customer value.

**Pivot (or persevere)**: Pivot is a point where a software startup company changes direction. Persevere means that they would continue with the current strategy.

Many successful software startups are continually challenged by this stage of pivoting [8]. They do not end with what they have initially started. We find few case studies that have successfully implemented lean in software startups. In [9], lean methodology is applied in software startups and results are promising.

There is not much literature available on software startups. Recently, a systematic mapping study [11] shows that there is a lack of primary studies related to software development in startups [11]. In [8], the authors have proposed a software development model for early stage software startups. This model is based on the lean principles and helps software startups to make decisions e.g. when to abandon an idea or when to move forward with it. Another study [12] describes the industry-academia collaboration to create MVP. According to it [12], industry-academia collaboration reduces the company specific risks when testing customer value. In [18], the failure factors of early stage software startups are identified. Many of the software startups fail because they heavily focus on solution, rather than focusing on potential customers.

Measurements help us to control, estimate and improve process, project and product [10]. On the other hand, software measurement helps organizations to estimate and predict software characteristics to support better decisions [19]. In [19] [20], the current state of software measures is addressed. These studies have not discussed any measure/metrics related to software startups. One approach to collect measures is the Goal Question Metric (GQM) approach – which suggests that one should collect only goal related measures [21].

Software startups need to answer many questions quickly e.g. what features should be included in a MVP? When and how to pivot or persevere? At what stage we need to accelerate our progress? Are we going in the right direction? Software startups need to continuously monitor and understand their current stages. Without having a right set of measures/metrics, it becomes very difficult to make right decisions especially in software startups where they have short time and limited resources. One cannot understand current stage, measure progress, or make better decisions until starting collecting metrics. What to measure, when to measure and how to measure in software startup contexts are not addressed appropriately. Software startups should collect measures/metrics that are very critical to their business.

Measurement in established companies is discussed in the literature, but it’s not yet explored in software startups. Software startups operate differently than established and mature software companies. This different nature and the dynamic behavior of software startups demand that measurement in software startups should be explored.

According to the best of our knowledge, measurement in software startup contexts is not yet explored. There are some studies related to software startups recently, but
none of these studies have discussed the measurement in software startups. In 2013, a book [13] was published that provided different key measures/metrics that were essential for the success of business in a startup. According to the book [13], measures should be collected keeping in mind the business type and the stage of startups.

The primary purpose of this study is to explore measurement in software startup contexts. This study investigates both software related measures and business related measures. We will also investigate how measurement is done in early stage software startups and in established software startups.

4 Research Methodology

Research methods include qualitative, quantitative or mix methods. We use a mixed method that includes both qualitative and quantitative research methods [14].

A thorough literature review will be carried out to synthesize prior work addressing measurement in software startups, and the consideration of different measures/metrics in making decisions in software startup contexts. The literature survey will cover material that has appeared in scholarly articles, journals, books and web references (published primarily by the ACM, the IEEE, Elsevier, Springer and Wiley). We will conduct exploratory interviews (preliminary study) to understand the information needs of software startups.

According to Wohlin et al. [16], survey, case study and experiment are the three main empirical research strategies in the SE field. A detailed web survey will be carried out to investigate the current measures/metrics that software startups collect for different purposes. This web survey will be in the form of semi-structured questionnaire. The questionnaire will contain both the close-ended and open-ended questions. The web survey would also allow us to obtain insights to the rationales behind collecting these measures. In addition, it will help us to understand when and how often software startups collect these measures.

We will also conduct multiple case studies on software startups. The main purpose of conducting the case study is to have a deeper understanding of measurement in software startups.

A software startup has a dynamic nature. Taking into account the dynamic behavior of software startups, the case study will be a cross-sectional study. The cross-sectional study takes a snapshot of a research phenomenon at a particular point in time. One can study and compare different groups (software startups) at a specific point in time.

4.1 Research Benefits

This study will enable researchers and practitioners to understand the information needs of software startups, and the challenges that software startups face. It will also help software startups to better understand their current stages, measure progress and better support their decisions.
The following table shows the time plan of the PhD work:

<table>
<thead>
<tr>
<th>Activity</th>
<th>Duration (Months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature review</td>
<td>7 Months</td>
</tr>
<tr>
<td>Exploratory interviews</td>
<td>5 Months</td>
</tr>
<tr>
<td>Survey – design and data collection</td>
<td>4 Months</td>
</tr>
<tr>
<td>Survey – analysis</td>
<td>4 Months</td>
</tr>
<tr>
<td>Case study – data collection</td>
<td>4 Months</td>
</tr>
<tr>
<td>Case study – analysis</td>
<td>6 Months</td>
</tr>
<tr>
<td>Prepare and revise thesis</td>
<td>6 Months</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>36 Months (3 Years)</strong></td>
</tr>
</tbody>
</table>

(Note that while the activities listed above are shown as distinct and occurring in sequence, there will naturally be overlap among them).

5 Preliminary Findings

We have conducted four interviews in three early stage software startups as the pilot study. These interviews are transcribed and coded using open coding [15]. We have used an online tool, dedoose [17] to code and analyze data. The preliminary findings are:

- Early stage software startups do not collect measures related to product during software development.
- They collect measures regarding the usage of the application (no. of active users, no. of new users per week etc.). They use different tools (google analytics etc.) to collect measures.
- The decision on which features to include in their MVPs is based on their intuitions.
- The decision about whether to pivot or persevere is based on the feedback from the customers.
- There is no software related measure to know the current state of the software and to measure the progress.
- They do not have specific methodology to achieve their visions.

The results also show that early stage software startups face many challenges. Lack of time, lack of technical skills, initial funding, and teamwork are major challenges. Due to these challenges, it may not be feasible for them to spend time and resources to identify and collect the related metrics according to their information needs.

6 Next Step

Our next step is to carry out an industrial survey in established software startups. This industrial survey would help us to understand the current state of practice related to measurement/metrics in established software startups.
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Abstract. In this research proposal visualizing software engineering data in order to get better overall picture to the software project is described. Using visualizations in the initial step to form metrics can reduce amount of data that needs to be collected and analyzed later thus lowering the costs of software analytics. Also finding better metrics and understanding the big picture of the project is an expected impact. Proverb "What you measure is what you get" is many times true so measuring the right things for each projects is extremely important.
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1 Introduction

In software engineering there are lots of questions where companies and practitioners would like to get answers. Questions vary from enhancing software process to how customers actually use the product [2]. In order to answer these questions data from software process as well as from end users is collected, analyzed, and used as a basis for decision making and process improvement.

Data collected from the software process can be anything from version control logs to bug reports and mailing list conversations [7]. Data amounts collected are usually large and data types diverse. Analysis of the data is not a simple task. Data visualization can play important role in getting insights from these data sets as visualizations can present large amount of information in relatively small space [12]. From good visualization abnormalities, patterns and noise can be detected easily with human visual perception [5]. Interesting findings can be then analyzed further using other analysis methods. In this paper research about visualizing software engineering data in order to get better over all pictures for the projects is presented.

The paper is structured as follows. In Section 2 overview to the research area is given based on current literature. Research objectives are discussed in Section 3 and methods for conducting the research are described in Section 4. In Section 5 results and future work are addressed. In Section 6 the final conclusions are drawn.
2 Background

Software analytics have become an interesting and important topic in software engineering community as gathering data from software process is getting more common. Gathering data, like amount of code lines, and analyzing it to discover code complexity and building quality metrics is not exactly a new trend [3]. However the direction is for more extensive data collection to get deeper understanding of the process and to have actual data behind the decision making process [4].

There are many aspects to consider when initializing software analytics to a project. Data collection is a thing that needs to be adressed. How it is done so that the return of investment is good enough [9]? Collecting data from the software process by hand is tedious and error prone but on the other hand building automated data collection and analysis system costs. Many tools used in software development already collects data from the process: bug tracking systems, version control systems, etc. It can be worthwhile to actually use the data from these tools as a basis for the analytics. However, different stake holders have different questions to ask from the data. Even if we are able to answer the questions based on the already collected data, many different views to the data might be needed [1]. Good visualizations to the data plays important role in understanding the collected data and in determining which data is actually worth of collecting and analyzing.

3 Research Objectives

Objectives of the research are exploring the use of visualizations in software data analysis to gain better insight to the software project’s state. Expected results are generalizable guidelines for visualizing variety of software engineering data in order to show improvement points in the software process and to determining what data is interesting for further analysis and usable as a metric.

The main research questions of the proposed research are:

Q1 How visualizations should be applied in order to show the interesting findings of software data?
Q2 How visualizations could be used in finding the right metrics?

Our aim is to work in collaboration with Finnish software companies which can provide software engineering data from their projects. Software engineering data is always somehow dependent on its context. Companies use different tools and processes which affects to the data that can be collected. There is lot research to do in order to do generalized guidelines or models for selecting metrics and visualizing the data in a useful way. Our plan is to apply different kind of visualization methods to variety of software engineering data.

Defining the metrics is important part of taking software analytics in to the software process. Proverb “What you measure is what you get” is often true.
thus understanding the big picture of the project is important before determining metrics for the project. Visualizations can give good overall picture to the software project to which the metrics are designed. The suggested approach for determining metrics is iterative bottom up approach – the tools used in the software projects already collects data from the projects. The data, already existing, is visualized to form an overall picture of the project. Reasonable data sources and metrics for measuring the project is formed based on the knowledge gained from the visualizations. The metrics are formed iteratively because when knowledge from the visualization is gathered, the questions we would like ask from the data might change or become irrelevant and another questions might arise from the data.

4 Research Methods

The main research methods used in the proposed research are action research and case study. For ground survey a literature review following guidelines of systematic literature review introduced in [6] is conducted. The research is divided into three phases: 1) Pre study to get insights and hypothesis from the stake holder companies. 2) Developing visualizations and determining metrics in action research cycle. 3) Post study to conclude the findings of the research.

**Action Research** is doing research rather in the environment where the results are actually used than in the laboratory [8]. Action research is a cycle process that contains five steps: diagnosing, action planning, action taking, evaluating and specifying learning. The problem is defined in the diagnosing phase which is the starting point of the cycle. Action research is an iterative process and output of a cycle acts as an input for next iterations diagnosing phase. These steps are defined by Susman and Evered in [11].

Our aim is to do the proposed research with Finnish companies in their real software development process context. The action research is selected as one of the research methods to provide the most valid results which benefits participants the most.

**Case Studies** are observation studies that can be used for many purposes from generating hypothesis to explanation seeking as well as improving an aspect of the studied phenomena [10]. Whereas action research’s aim is to take action and influence to the process studied in case study the process is just observed without taking action. We aim to do case studies with all stake holder companies as pre studies for gathering hypothesis for the research. The results from the case studies are used as an input for the first action research iteration. Also post studies to conclude the results from research done with companies is done as case study.

5 Current State and Future Work

The research has started at the beginning of the year 2014 and it is in its early state where no results have yet been published. Systematic literature review of
visualization methods and tools is ongoing work. Three industrial cases have been established with Finnish companies. First results from the cases are planned to be published at the beginning of 2015. Research questions introduced are expected to be answered within the year 2018.

6 Conclusions

In this paper research about using visualizing software engineering data is introduced. The objectives of the research are to study how visualizations should be applied in order to show the overall picture of the software project and how visualizations could be used in forming metrics for the project.

Use of visualizations in software analytics to determine what is actually interesting can make taking software analytics as part of the software process more feasible to the companies. Visualizations can guide forming the right metrics and thus decrease the amount of data which needs to be collected and analyzed, but also give better overall picture of the project.
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Abstract. Increasing competition within software industry is forcing companies to develop their products faster to market in order to acquire customers. Balancing the idea of releasing poor-quality software early or high-quality after deadline is challenging for companies. Taking shortcuts and workarounds in development can give companies the needed speed to release their product in time. However, if these shortcuts are never paid back, they might show up as omitted quality and extra costs in the future. This research is studying the challenges between development and deadlines that can also be called as ‘technical debt’. We are interested on the causes of the technical debt to the software development lifecycle and the effects occurring from it. Moreover, the focus is on evaluation and management strategies regarding controlling and reducing technical debt. Our goal is to create a theoretical model about the evaluation and management of technical debt in software development lifecycle. We use grounded theory method for creating a theoretical model through several case studies and field interviews with professionals from both technical and business background. As a result of the research, we will have a theoretical model of technical debt evaluation and management that can be applied to practice for improving companies internal and external processes that will help to create high-quality products on time and on budget.

1 Background

The competition within the software industry has been increasing and new services, solutions and innovations are being brought to the consumers constantly. To obtain the market share companies must think about time-to-market strategy to gain advantage over competitors. Competition might drive companies to situation where they need to omit quality and take shortcuts in different phases of software development life cycle in order to meet these time-to-market demands and to acquire customers. Taking shortcuts and speeding development might give a company the needed advantage, but they also incur ‘debt’. If this debt is never paid it accumulates and might cause some serious effects to the product and the company. This phenomenon in software development is called “technical debt”.

The term technical debt was first introduced in 1992 by Ward Cunningham [1]. He explained a situation where long-term code quality is traded for a short-term gain. Deficiencies in software can be compared with financial debt [2]. Implementing shortcuts to the system architecture incur ‘debt’ that must be paid back eventually. If this debt is
not properly managed, it might accumulate as ‘interest,’ affecting the overall quality of the developed software systems. Although technical debt has negative consequences in a long-term, it can be used as a competitive advantage in a short-term. Time-to-market and constant customer feedback through releasing software faster than competitors allow companies to gain a bigger market share.

Often technical debt is equated with shortcuts and workarounds in the source code of the software. However, taking shortcuts and workarounds can happen in different stages [3] of software development life cycle [4]. Lack of documentation [5] or lack of requirements specification [6] can increase technical debt in the requirements phase. Architectural flaws in the design phase can be seen as design debt [7]. In the testing environment shortcuts in running and writing test cases can also incur testing debt [5].

Technical debt is not always a shortcut or workaround that is done with intentional decision. Instead, according to McConnell technical debt can be divided into an intentional and unintentional debt [8]. Intentional technical debt occurs when organization makes a conscious decision to incur debt that might come from the pressure to release the product. Unintentional technical debt is non-strategic and usually a result of a poor job or bad decisions done unknowingly that might reveal themselves after years.

This research is a part of the Need for Speed-program. The aim of the Need for Speed is to create the foundation for the success of the Finnish software intensive business in the new digital economy. The research program focuses on business models, tools and processes that help companies speed up their business to proactively take advantage of the real-time economy. Our research is focusing on bringing an empirical data about the challenges between managing the development and deadlines.

2 Research objectives

The current literature identifies several different technical debt causes and effects. Technical debt is not always caused by technical reasons, but also for business reasons [9]. In a short-term technical debt has often positive effects such as the time-to-market advantage [9]. If this debt is not managed, it tends to turn to economic consequences and quality issues in a long-term [10][11]. There are also some cases where the short-term benefit overweighs the cost of long-term consequences [12]. However, the current literature is lacking a clear mapping between the causes and effects of technical debt and its sub-categories.

Evaluating and managing is an important part of reducing and paying back the technical debt. There are some strategies and practices suggested in the current literature for dealing with technical debt. In the portfolio management [13] technical debts are collected to a ‘technical debt list’ that is being used to reduce the technical debt based on their cost and value. There are also some guidelines [14][15] developed for improving refactoring, coding and teamwork that might reduce the amount of technical debt. However, the current literature includes very few evaluation and management strategies for technical debt and lacks empirical evidence.

Based on these observations, the aim of this research is to investigate a topic that has not been studied a lot in previous research: Evaluation and management of technical debt in software development lifecycle. The topic is important because technical debt
is an essential part of current software development and companies must be able to manage their technical debt in order to keep the product healthy and profitable in competition. Our focus in this research is more on the management side of the technical debt causes and effects, rather than on the qualities of technical debt in source code and how to measure them.

Technical debt in software development lifecycle is almost inevitable and this is the reason why companies must be able to evaluate and manage it. Research in this area has not been much carried out and this study should improve the research gap. In this regards, the main research question will be “How to evaluate and manage technical debt in the software development lifecycle?” The objective of this research is to create a theoretical model which describes the role of technical debt evaluation and management in the software development lifecycle. It also helps to understand the causes and effects of technical debt to software development. The main research question is divided into sub-questions that will focus on the certain aspects of the research problem.

1. What are the causes and effects of technical debt in software development life cycle?
2. What management and technical perspectives can be used in the evaluation and/or management of technical debt?
3. What are the current management strategies and practices for managing and reducing technical debt in software life cycle?

Combining the information gathered during the research will help us to create a theoretical model of the technical debt evaluation and management in software development lifecycle. This model will describe the evaluation and management of technical debt with practices that help companies to manage and reduce it. In addition, we will discuss the role of technical debt in software development lifecycle with causes and effects of it. Companies must be able to change their practices and processes more suitable for dealing with the technical debt. As a result of the research, we will have a theoretical model of technical debt evaluation and management that can be applied to practice for improving companies’ internal and external processes that will help to create high-quality products on time and budget.

3 Research methodology

To answer the main research question, sub-questions and to develop a model for the evaluation and management of technical debt, we have decided to use qualitative research and grounded theory method that was developed by Glaser and Strauss in 1967 [16]. The grounded theory is built on two main concepts: constant comparison and theoretical sampling. With constant comparison in grounded theory we are able to have simultaneous involvement in data collection and constructing analytic codes and categories from the data. Theoretical sampling creates an iterative theory construction process, where the next data sample is chosen based on the analysis of previous sample.

Answering the research questions requires also qualitative research which will include case studies and field interviews. Due to the nature of the project, the selected
companies for the research are primary dictated by a list of partners in the research project. Since our goal is to increase our knowledge of the relationship in technical debt causes, effects, evaluation and management rather than the measurement and qualities of technical debt in source code, we decided to use case study methodology with semi-structured interviews for data collection. This research will include multiple case studies with face-to-face interviews from professionals with technical and business background related to each case.

4 Results

So far we have conducted total of 30 interviews from four different companies with professionals from both technical and business side. The cases include both middle and large-size companies from different industry areas. We have also two other case studies planned for the future research.

We have made one publication of the gathered results that has been accepted to PROFES 2014 conference. In this publication we studied a one middle-size software development company and their two different product lines. With this study we were able to identify several different causes for technical debt. These can be further divided into technical debt that is a caused with intentional decisions and technical debt incurring unintentionally. We were also able to identify several short- and long-term effects of technical debt to a software project. As expected, the effects of technical debt seemed to be positive in a short-term, but turned negative in a long-term such as extra costs and quality issues. Although we did not find any specific approach for managing technical debt, we were able to identify some practices for reducing technical debt such as refactoring and coding standards/reviews. In addition, the company that took part in this first publication stated after the conducted research that they are going to start use similar technical debt ‘list’ suggested in a study conducted by Guo and Seaman [13]. In the future we are going to conduct a research about the effects of using this ‘list’ to manage and reduce technical debt.

In the future we are focusing on the analysis of current case studies. Even though the current results have been promising and revealed several interesting aspects of the research topic, we think that the amount of observed data is not enough at the moment for creating a theoretical model for evaluation and management of technical debt. So far we have been able to observe a lot of results regarding the causes and effects of technical debt. However, the amount of data regarding the evaluation and management of technical debt has been fairly low. Therefore, we are planning to conduct more case studies and field interviews in the future to gather more data regarding the evaluation and management aspect of technical debt.
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Abstract. Test-driven development (TDD) has been the subject of several software engineering experiments. However, the controversial results about its effects still need to be contextualized. This doctoral research will show how TDD could be better assessed by studying to what extent developers follow its cycle. Moreover, I aim at exploring the low level aspects of the TDD process. This knowledge is foreseen to be beneficial for software industries willing to adopt or adapt TDD.
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1 Introduction and Research Gap

Test-driven Development (TDD) has been advertised as a development practice that aids the production of high quality code in short time iterations, therefore making it appealing for both academia and industry. If the promises of TDD were to be kept in practice, it would have a big impact on the software industry; on the other hand, academics have been interested in the study of TDD to confirm whether the promised effects are real and repeatable. TDD is an incremental development practice in which tests are written before the implementation code, reversing the conventional development process. Therefore, the tests drive the implementation of production code. During the TDD process, developers (1) write a test that describes a small piece of functionality they wish their production code will have; (2) run the test to ensure that it fails; (3) write the minimal amount of code that necessary for the test to pass; (4) run the test(s) in order to ensure that the new implementation is correct, as well as not breaking existing functionalities; (5) refactor the code to improve the design (e.g.; removing duplications) and (6) re-run the tests to check that all the functionalities still work [2]. TDD is associated with an increased external quality [1, 2] of the code and it is believed to achieve this effect mainly by encouraging developers to support the code they write with a comprehensive suite of unit tests and keeping the code itself easy to test through refactoring. Furthermore, using TDD with an automated testing framework builds a regression test suite against which future changes to the code can be verified. Proponents claim that TDD promotes a modular, simple and emergent design thanks to the short iterations and continual refactoring in contrast with the classic, test-last approach, traditionally
focused on big up-front design [1, 2]. There is currently a gap in research about TDD. In general, its effects, have not been assessed through sound evidence in which the extent to which the developers follow the TDD cycle, i.e.; process conformance has been taken into account. In order to achieve such goal the process itself needs to be studied at a fine-grained level. Alongside, the results from existing research about TDD have not been transferred to the industry; therefore another gap exists regarding how the research results can help the industry stakeholders adopting and making decision about TDD in practice.

2 Prior Work

The results regarding TDD’s effects are so far contradicting. Turhan et al. [16] conducted a systematic review of studies that performed a quantitative comparison of TDD with an alternative development method, such as after-the-fact testing or ad-hoc in-process testing. Their analysis suggests that the primary studies present moderate evidence in favour of TDD for improving external code quality. However, this evidence disappears when studies classified as being less rigorous were excluded. TDD’s effects on developer productivity were inconsistent across different study types and levels of rigour. The primary studies also present moderate evidence that TDD improves the quality of test code and defect removal efficiency. Controversially, considering only the high rigorous and relevant studies, Munir et al. [13], found that TDD increases external quality but at the same time deteriorates productivity. Another systematic literature review by Rafique and Misic [14] included the results from the 27 primary studies showing that TDD has a small positive effect on quality but no significant effect on productivity. A survey from Begel et al. [4] involving 488 software developers, testers and project managers at Microsoft Corp., showed that even though 51% have been using TDD and another 10% was willing to adopt it in their development workflow, TDD remains one of the least used methodologies among Agile development methodologies along with pair programming. TDD was perceived as a factor mainly contributing to the higher code quality, while its overall benefits were ranked 10th among the perceived benefits brought by Agile methodologies. Many empirical studies about the effects of TDD, including the systematic reviews [5, 14, 16], reported that process conformance is often underestimated or not properly controlled by the experimenters, therefore posing threats to the validity of the studies. In the case of TDD, process conformance is the level to which the cycle is followed. In particular, the study by Causevic et al. [5] claims that inadequate process conformance might be hindering the adoption of TDD by industry. Although there are heuristics and tools [3] capable of assessing the conformance to the TDD cycle, only few studies make use of them (or other ad-hoc built solutions) to deal with the threat of low process conformance [12]. Another factor limiting the understanding, and therefore the adoption, of TDD lies in having an understanding of what are the low-level aspects of the actual process employed by the developers as opposed to the ideal one presented in the literature [1, 2]. To the best of my knowledge, the state of the art about
TDD studies does not include a in-depth analysis of the dynamics underlying the red-green-refactor cycle in practice, for both industry and academia.

3 Research Problem and Contribution

My research aims to achieve a deeper understanding of the dynamics of Test Driven Development (TDD) and to provide necessary actions in order to offer industry a more informed adoption of the practice. In the first place, I am interested in measuring how the level of conformance to the ideal practice impacts developers' productivity and the quality of the system under development. Accordingly, it is of interest to observe what actually happens when developers claim to use TDD, how the actual process deviates from the ideal one, and what are the most significant factors observed during the process.

RQ1 - How the level of conformance to TDD impacts its effects?

In turn, RQ1 is divided into:

RQ1.1 - How the level of conformance to TDD impacts external quality?
RQ1.2 - How the level of conformance to TDD impacts productivity?

The second level of analysis deals with how the TDD process takes place in practice. I have identified four components representing the process:

**Granularity:** the duration of each development cycle.

**Uniformity:** the regularity, in terms of duration, of each development cycle.

**Sequencing:** the dominant testing pattern in each development cycle.

**Refactoring:** the amount of refactoring in each development cycle.

The objective is study how each component contributes to the actual TDD process, and which have an impact on productivity and software quality.

RQ2 - What is the impact of the TDD components on its outcomes?

RQ2 is divided into sub-questions:

RQ2.1 - What is the impact of the TDD components on external quality?
RQ2.2 - What is the impact of the TDD components on productivity?

The expected contributions of my doctoral work are (1) the creation of new evidence about how, and eventually which parts of the TDD process should be employed by industry in order to bring quality and productivity improvements; and consequently (2) create guidelines regarding the adoption of the process.

4 Methodology

I employ a quantitative approach by using the low-level data collected from TDD developers’ IDE by a tool, to make inference about their level of conformance to the ideal TDD process. At the same time source code is used to calculate metrics for external quality (in terms of defects) and productivity (in terms of time necessary to develop the software requirements, e.g.; user stories). The dataset composed of such metrics is then analysed, seeking for relationships in order to answer RQ1. On the other hand, the same data is analysed to measure each of the four actual TDD components to answer RQ2. I am gathering and analysing data from industrial partners of my research group, who are willing to use, or are
already using TDD. In order to validate my approach, I first collected and analysed data gathered from Master’s students in Information Processing Science at University of Oulu using TDD in their courses. The findings from RQ1 and RQ2 will be processed into guidelines to provide practical support to practitioners. Specifically, my research work will be approached through experimental research methods. A set of quasi-experiments [15] (i.e. a baseline experiment and its replications) are appropriate means to investigate the research questions. The choice of quasi-experiment is a compromise [11] due to the fact that the constructs of interest cannot be artificially manipulated as in controlled experiments. In order to have a richer understanding of the TDD process in practice and to overcome the threat for causal inference posed by the use of quasi-experiment, surveys and field observations will be used along with the experiments, to gauge the subjects’ skills, experience and attitude towards TDD. Such kind of assessments could be useful to get more insights, support to the experiments’ results as well as drive the focus of each experiment replication.

5 Progress Status and Agenda

At the moment four studies have been carried out [7–10]. The first two were replications of the experiment described by Erdogmus et al [6], in which the effects of TDD on external quality and productivity was studies in academic context. The papers included also a correlation study in which the number of tests—developed by both TDD and test last developers—was used to predict the final software product quality as well as the productivity of the developers. The result of those two previously published studies is that no improvement in quality nor productivity was achieved by the adoption of TDD, while in the original study TDD seemed to improve, although slightly, the external quality. These initial results suffer from a threat to external validity since their findings are hardly generalisable to the industrial context, they provide good material for theory testing. In particular, the aim was to show that the selected variables represent the constructs presented in the TDD literature and that, although with a small sample, relationships and causality exists between such constructs. From the methodological perspective such experiments allow to validate the experimental design, and increase the confidence in using ESE techniques (e.g. data analysis, reporting). In the latter two studies, the collected data is analysed under the prospective of process conformance. This pre-study will support the design of the experiments needed to answer RQ1. Alongside, the initial result shed some light on the actual process employed by the developers claiming to follow the TDD cycle. Three experiments run, focusing on the study of process conformance, took place during Fall 2013 in industrial context. Part of the data collected will be used to test the hypotheses necessary to answer RQ2. Hence, the future work revolves around RQ2, which will be accompanied by an observational field study in order to form guidelines that could help practitioners willing to employ TDD in their workflow.
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Abstract. The choreography models are important artifacts for systems based on service-oriented architecture. Conventional languages for choreography modeling, however, have a limited applicability in the embedded systems domain where service-oriented architecture is increasingly present. Therefore the main problem addressed in this doctoral study is the lack of the choreography modeling language primitives needed to tackle embedded systems development challenges. This problem will be addressed through the design of customizations for an existing choreography language. The expected benefits of the language utilization include improved communication between the development teams, faster development, and error reduction.
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1 Introduction

Service-Oriented Architecture (SOA) is a well-established approach for enterprise systems development [1], but today it is also used for the development of Embedded Systems (ES) [2]. SOA introduces the service as a main building block of the system and service interactions as a way to achieve a system’s goals. Service interaction specification, therefore, represents an important development artifact which consists of two related parts—choreography and orchestration [3]. The choreography describes the sequence of service interaction steps during which the distinct management authorities (also called process participants) exchange messages. The orchestration describes service interactions from the perspective of a distinct process participant. Choreography and orchestration can be specified using general-purpose modeling languages, such as UML (uml.org), or domain-specific languages, such as those used for business process modeling in enterprise systems domain [4][5]. These languages, however, have limited applicability in the ES domain, since the nature of service interactions in ES is more complex [6][7][8]. This doctoral study will address
this problem by designing customizations for the existing choreography modeling language in a way that makes the language applicable to ES development challenges. The language customizations will provide primitives that will support (a) complex service interactions modeling, (b) role identification and management, and (c) middleware heterogeneity.

1.1 Research Problem, Research Questions and Significance

The research problem addressed in this dissertation is the lack of the choreography modeling language (CML) primitives needed to tackle embedded systems development challenges. This research problem represents a synthesis of what is published in the literature and what has been learned from the industry partners in the AMALTHEA (amalthea-project.org) project of which this dissertation is part. The identified research problem is decomposed on research questions (RQ), and for this purpose, the Wieringa's guidelines are used [9]. Following these guidelines, the problem is decomposed to three higher-level RQs and eight sub questions. These RQs are:

- **RQ1**: Why is choreography modeling utilized in ES development?
  a. Which practical ES development challenges can be addressed by choreography modeling?
  b. What is known in the scientific literature about the choreography modeling in ES development?
- **RQ2**: How to design the CML customizations for the ES development domain?
  a. How are different middleware platforms addressed with CML?
  b. How to address the ES specific interaction complexity with CML?
  c. How to facilitate the identification and management of participants' roles?
- **RQ3**: What effects on ES development are perceived by practitioners during the utilization of the customized CML?
  a. What are the effects of the customized CML on communication?
  b. What are the effects of the customized CML on the development speed?
  c. What are the effects of the customized CML on the number of errors?

The identified problem and its corresponding RQs are significant for several reasons. These include the relationship of the choreography with (a) better performance of a system [10][11][12], (b) network reliability and shorter network paths [13], and (c) a reduced number of bottlenecks [14]. In addition, empirical findings from the study of Lescevica et al. [15] indicate that practitioners expect improvements in orchestration and choreography capabilities.

1.2 Related Work

Languages for enterprise service interaction modeling [4][5] have a limited applicability in the ES domain [6][7][8]. Today, there are several languages that are used for service interaction in this domain. Call Control eXtensible Markup Language (CCXML) [16] and State Chart eXtensible Markup Language (SCXML) [17] are used
for telecommunication service interaction modeling. SCALE [18] and SPATEL [19] model the convergence between telecommunication services and services developed in different domains and technologies. SENSORIA reference modeling language [20] and customized Business Process Execution Language [6] are used to represent complex service interactions in the automotive domain. The TOSCA language is an emerging standard for cloud-based applications, but it is also used to model the interactions between Internet-of-Things applications [21]. The analysis of these languages, which was done in the course of this doctoral study, resulted in the conclusion that the semantics and language primitives needed for choreography modeling in ES are not sufficiently supported. This analysis result is also an argument for this dissertation work.

2 Research Methodology

This research is framed by Design Science methodology and is instantiated in accordance with the framework of Hevner et al. [22]. Therefore, this study comprises a sequence of research activities, where each activity utilizes a concrete research method(s) to explore (a) the topics relevant in practice, (b) what is known in the literature about those topics, (c) how this knowledge can be used for designing the modeling language and, (d) the benefits of language utilization. Figure 1 illustrates how the selected research activities and methods fit into the Design Science framework.

Fig. 1. Research methodology, structured based on framework from Hevner et al. [22]
The research activities and methods are divided in two groups in the center of Figure 1. The first group of activities, labeled as "preliminary study", establishes a context and identifies and analyzes the research opportunities set by the AMALTHEA project. For this purpose, the literature analysis and workshops were conducted with industry experts. The preliminary study efforts defined the research problem, which is relevant for experts and interesting for researchers.

The following group of activities is labeled as "research execution". This group is driven by the RQs derived from the identified research problem. Accordingly, to understand the practical challenges and to explore what is known in the literature about the identified problem (RQ1), the state of the practice and literature will be investigated. For these activities, research methods, including expert interviews, thematic analyses [23], and a systematic literature review [24] will be employed. Several topics will be studied to design the customizations for CML (RQ2). Methods such as the Goal Question Metric [25] and DESMET [26] will be used to investigate the influence of the middleware on CML. Methods including focus groups, company-specific document analyses, and the literature analysis will be utilized to explore and support the complex interaction modeling and role management, answer RQ2. To answer RQ3, which pertains to the evaluation of the customized CML, methods such as surveys, piloting, and observations will be used.

Finally, according to the framework of Hevner et al. [22], the design of the CML customizations will iterate over the development and evaluation activities until it is unable to contribute utility to the environment and new knowledge to the theory. The CML customizations designed in this dissertation will contribute to the software development practice by improving the communication, reducing development time, and reducing errors. The contribution to the theory will be in the form of a unique design that combines the CML with the complex service interaction support, role management, and middleware specifics.

3 Results

So far, results from the exploration of the state of the art in scientific literature, the state of the practice, and the middleware products analysis have been obtained. State of the art in scientific literature exploration provided the knowledge about the ways choreography modeling is utilized for ES development, which tools are used, what benefits can be expected and what are the research trends. State of the practice exploration resulted in the set of software architecture development challenges that can be addressed with choreography modeling [27]. Together, these challenges and the results from the state of the art in literature serve as one of the main guideposts for the design of CML customizations, and form the answer to RQ1. Exploration of the middleware products provided knowledge about the influence of different middleware implementations on CML [28]. This knowledge is used for the actual CML customization design, and partially answers RQ2.
4 Future Work

Three milestones will be sought in future work. First, the finalization of the customized CML design will provide support for (a) middleware heterogeneity, (b) role identification and management, and (c) complex service interactions modeling. Role identification and management will be supported using class-responsibility-collaboration cards technique (c2.com/doc/oopsla89/paper.html) while the complex service interactions modeling will incorporate the language for expressing and manipulation of the event-condition-action rules [29]. The second milestone is the development of the prototype that will allow user to model choreographies using the customized CML. For this purpose, the Sirius technology (http://eclipse.org/sirius/) for domain modeling will be used. The third milestone is the validation of the customized CML. Validation activities will first be conducted in the laboratory setting, after which the final CML modifications will be done. The piloting of the language with industry experts will follow. Pilot results will be collected through surveys and by recording experts' evaluations and opinions. These results will answer RQ3.
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