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Abstract

Most spatially interlacing stereoscopic 3D displays display odd and even rows of an image to either the left or right eye of the viewer. The visual system then fuses the interlaced image into a single percept. This row-based interlacing creates a small vertical disparity between the images; however, interlacing may also induce horizontal disparities, thus generating depth artifacts. Whether people perceive the depth artifacts, and if so, what is the magnitude of the artifacts, are unknown. In this study, we hypothesized and tested if people perceive interlaced edges on different depth levels. We tested oblique edge orientations ranging from 2° to 32° and pixel sizes ranging from 16 to 79 arcsec of visual angle in a depth probe experiment. Five participants viewed the visual stimuli through a stereoscope under three viewing conditions: non-interlaced, interlaced, and row-averaged (i.e., where even and odd rows are averaged). Our results indicated that people perceive depth artifacts when viewing interlaced stereoscopic images and that these depth artifacts increase with pixel size and decrease with edge orientation angle. A pixel size of 32 arcsec of visual angle still evoked depth percepts, whereas 16 arcsec did not. Row-averaging images effectively eliminated these depth artifacts. These findings have implications for display design, content production, image quality studies, and stereoscopic games and software.

1 Introduction

In spatially interlacing stereoscopic displays, the right and left eyes of the viewer see half of the total number of pixels. A polarizing filter in front of the display is often used to direct the appropriate image data to each eye so that odd and even pixel rows have a different polarization. A viewer then views the display through polarizing glasses that direct only the appropriately polarized light to the intended eye, inviting examination of what the viewer perceives as a result of this process. Because each eye sees a different image, horizontal differences in the images produce a perception of three-dimensionality. From a resolution perspective, it is logical to argue that the resolution of the image is halved because each eye sees only half of the total number of pixels. However, the left and right eyes receive different information, and thus, their combined information content equals that of a full-resolution image. Figures 1a-1d illustrate the spatial interlacing method. In Figure 1c, alternating rows of the original image pair are interlaced; in Figure 1d, even and odd rows are averaged before being interlaced. This study demonstrates that the visual system matches the interlaced pixel rows based on local features, which cause depth artifacts. Furthermore, we investigate the use of row-averaging and small pixel sizes to neutralize this phenomenon. In this article, the term interlacing refers to spatial row-interlacing, which is commonly achieved by means of polarization and the use of a patterned retarder (Hong et al., 2011). The spatially interlacing displays with a passive polarizing filter are also termed passive 3D displays to distinguish them from temporally interlacing displays that separate the left and right images via active shutter glasses.
Kelley (2011) compared the perceived resolution in spatially and temporally interlacing stereoscopic displays based on his personal observations. He reported that black interlacing rows are visible at close distances and that the content has a vertical disparity as the alternating pixel rows are fused together. To eliminate this problem, he suggested viewing the display at an adequate distance, where the angular pixel size is below an individual’s ability to resolve detail, and estimated that 60 arcsec is a sufficiently small pixel size. One guideline (Banks et al., 2012) for creating content for interlacing displays suggests that cameras should have a vertical offset in the content creation phase to counteract the one-pixel vertical disparity created by interlacing. This suggestion appears to imply that the visual system fuses the interlaced images as a whole, instead of fusing together the content features of the rows from the left and right images.

Researchers have aimed to determine ways in which interlacing affects the perceived resolution and image quality. Kim and Banks (2012) studied the effects of modifying the interlacing method and viewing distance in a letter recognition experiment. They found that temporal interlacing outperformed spatial interlacing at viewing distances that resulted in Nyquist frequencies of 14 and 28 cycles per degree; however, there was no statistically significant difference between the interlacing methods at a Nyquist frequency of 56 cycles per degree. A Nyquist frequency of 56 cycles per degree corresponds to an angular pixel size of 32 arcsec. The authors also compared monocular and binocular viewing conditions and found no evidence to support the hypothesis that the visual system can fuse interlaced images into a percept where the binocularly perceived resolution surpasses the monocularly perceived resolution. They assume that the eyes create a small vertical vergence movement so that the content rows overlap.

In another study, Yun et al. (2013) used a grating pattern to study contrast sensitivity in spatially and temporally interlacing 3D displays. Their results indicated that the participants could discern Nyquist frequency gratings on a temporally interlacing display but not on a spatially interlacing display. They used a 1920×1080 pixel 47” passive 3D television positioned at a viewing distance of three times the height of the display, which corresponds to an angular pixel size of 64 arcsec. The authors also noted that images displayed on spatially interlacing displays could exhibit jagged edges. Jagged edges were also reported in another study (Park and Choi, 2013) in which participants compared the resolution of temporally and spatially interlacing
displays, where interlacing conditions were simulated using a stereoscope. The majority of the participants in that experiment preferred the temporally interlaced condition because they experienced jagged edges in the spatially interlaced condition even though they could not see the black horizontal interlacing rows.

Park et al. (2014) used a two-alternative forced choice experiment to study the effect of the interlacing method on the perceived resolution of natural images. In addition to the temporal and spatial interlacing methods, they also included row-averaged non-interlaced and row-averaged interlaced methods, in which the vertical resolution was half of the original. In row-averaged content, each row is an average of the original odd and even rows, as Figure 1b illustrates. Their study found that the 75% detection threshold for distinguishing the interlaced image from the reference image was reached at a pixel size of 54 arcsec. However, the authors noted that some of their stimuli lacked high-spatial-frequency components and that high-frequency-component imagery requires smaller angular pixel sizes.

Studies on the effects of interlacing have focused on detectability and subjective image quality; however, the issue of how the visual system combines the interlaced views of each eye into a single three-dimensional percept has not been adequately investigated. The binocular correspondence problem addresses how the visual system finds corresponding features within the views of the left and right eyes. For a review on binocular correspondence, see Howard and Rogers (2012, pp. 182-209). The matched features that are close to corresponding areas on each retina are fused. However, interlacing breaks the image features into strips that are separated by black interlacing rows, creating new features that can be matched. Thus, the magnitude of the minimum vertical disparity of the corresponding points between the images of the left and right eyes is equal to the pixel size of the display.

In the case of an oblique edge (e.g., the white rectangle highlighted in Figure 2a), interlacing divides the edges into segments with endpoints; the visual system can then use these segments for matching (van Ee and Schor, 2000). However, the purpose of interlacing is not to introduce new features for matching. If we assume that the visual system fuses the local features, the matched features of an oblique edge will have a horizontal disparity, as shown in Figure 2b. Good matching features are found equally on both sides of the edge, which makes the percept ambiguous. The repeating pattern created by interlacing produces an image that is similar to the wallpaper illusion (Brewster, 1844; Vlaskamp et al., 2013), in which a repeating pattern creates a perception of depth. The nearest neighbor rule (Arditi et al., 1981) states that the visual system fuses the closest matching features to minimize the absolute disparity; however, this rule applies only in the absence of other images. According to the nearest disparity rule (Mitchison and McKee, 1987; Zhang et al., 2001), visual matches that minimize the local disparity relative to nearby unambiguous objects are weighted more heavily. Thus, the perceived depth of the dark edge in Figure 2b is a combination of the intended actual disparity of the edge in the non-interlaced image and the unintended depth artifact caused by interlacing, the magnitude of which depends on the segment length and the depth of the surrounding features. The unintended depth artifacts may interfere with depth judgments, degrade the image quality, cause eye discomfort, and cause eyestrain in extreme cases.
In this paper, we report the results of a depth probe experiment that uses oblique edge stimuli to determine whether people perceive depth artifacts on spatially interlacing stereoscopic displays. Based on the aforementioned research, we hypothesized that people perceive depth artifacts on spatially interlacing stereoscopic displays depending on the pixel size and edge orientation. Our secondary objective is to determine whether depth artifacts can be avoided by row-averaging image content or by using a small pixel size, and if so, to determine which pixel size is adequate to eliminate depth artifacts. To answer these research questions, we conducted an experiment in which the participants moved a probe in depth to the same depth level with a stimulus. We used oblique edges in various orientations as the stimuli in our experiment because edges are the basic features that form contours in natural scenes and images (e.g., Geisler, 2008). To simplify the experiment, we examined cases in which the relative and absolute disparities have a common minimum, i.e., cases in which the edge or nearby unambiguous objects have no inherent horizontal disparity. Our results clearly indicated that people perceive depth artifacts on spatially interlacing stereoscopic displays. These artifacts are visible at a pixel size of 32 arcsec but not at 16 arcsec. The participants did not perceive depth artifacts when row-averaging was utilized.

2 Methods

2.1 Participants

One woman and four men (JHH, RK, MH, KA, and JPH) participated in the experiment. The participants were between 26 and 44 years of age; three of them wore corrective eyewear. We tested the participants’ visual acuity at a distance of 3 m using the Lea Numbers test (Lea Test Ltd., Helsinki, Finland); all participants had a visual acuity of 0.8–1.25 (20/25–20/16) in both eyes, which were measured separately. For stereoacuity screening, we used the TNO test; all participants scored 60 arcsec or better. Near phoria was tested using the Maddox Wing test, and far phoria was tested at 1.6 m using a Maddox Wing pattern that was displayed on a computer screen and viewed through a stereoscope. JHH had 8 prism diopters (PD) of exophoria, whereas JPH had 11 PD of esophoria, measured with the Maddox Wing test at a distance of 30 cm. At a distance of 1.6 m, JHH had 3 PD of esophoria and JPH had 4 PD of esophoria. All of the remaining participants had less than 2 PD of heterophoria, and all participants in this study had less than 1 PD of vertical phoria. Vertical and horizontal fixation disparities were measured using a nonius line stimulus with central and peripheral fixation locks (Ukwade, 2000). JHH, MH, and JPH had 3, 8, and 10 arcmin of horizontal fixation disparity and 3, 1, and 3 arcmin of vertical fixation disparity, respectively. The fixation disparities of the remaining participants were smaller than 1 arcmin. The participants’ interpupillary distances were between 60 and 66 mm. Two of the participants were expert evaluators and three were naïve evaluators. JHH and JPH, who are experienced viewers of stereoscopic content, are also the authors of this paper. MH and KA had some experience with stereoscopic content; RK had minimal experience with stereoscopic content.

2.2 Stimuli

The stimuli were computer-generated oblique edges presented on a 204 ppi 22.2” ViewSonic VP2290b display, viewed through a mirror stereoscope at a distance of 1.6 m. Figure 3 shows an example of the stimuli. The following four independent variables were defined as the stimulus conditions: edge orientation, interlacing method, pixel size, and edge interpolation technique. The orientation was measured from the horizontal position and varied between 2° and 32° in two-decibel intervals, resulting in seven ascending orientations: 2°, 3.2°, 5.0°, 7.9°, 12.6°, 20.0°, and 31.6°. The same orientation magnitudes were used for descending edges, and thus, fourteen orientations were tested. In addition to the native pixel size of the display, we used squares that were 2, 3, 4, and 5 pixels wide to simulate larger pixel sizes. At the viewing distance in our experiment, one native display pixel subtended 16 arcsec, resulting in the following angular sizes: 16, 32, 48, 63, and 79 arcsec. The interlacing method conditions were as follows: non-interlaced, interlaced, and row-averaged. In the non-interlaced condition, both eyes viewed all pixels of the edge. In the interlaced condition, the left eye viewed odd pixel rows, and the right eye viewed even pixel rows; simulated pixel rows were viewed in the larger pixel simulations. In the row-averaged condition, the values of the first and second pixel rows were averaged to form the first content row, the third and fourth pixel rows were averaged to form the second content row, and so on, after which the stimulus was interlaced. We used the nearest neighbor
and bilinear techniques for the interpolation of the edge. We applied the interpolation techniques prior to image scaling, which was performed to simulate the larger pixel sizes. Two repeats resulted in a total of 840 trials for each participant.

The area above the edge was darker than the area below the edge. The upper half of the non-interlaced stimulus had a luminance of 15.2 cd/m$^2$, and the lower half had a luminance of 60.6 cd/m$^2$, as measured through the stereoscope with a spectroradiometer (Photo Research SpectraScan PR-670). Under the interlaced conditions, the black interlacing lines had a luminance of 0.4 cd/m$^2$. To keep the overall luminance equal across all of the conditions, we increased the luminance of the edge lines that were shown under the interlaced conditions. Thus, the Michelson contrast was 0.60 between the upper and lower halves under all conditions. To facilitate fusion, we included fusion locks within the stimuli; these locks were vertical black bars located in each corner, measuring 4 arcmin wide and 24 arcmin high, situated 4$^\circ$ diagonally from the center of the stimulus. The edge and fusion locks had no horizontal disparity between the left and right views. Between each trial, the participants viewed a binocular noise image with a fixation cross in the center for 1 s. The participants viewed the stimuli in a dark room through 8$^\circ$ apertures in the stereoscope. The probe was a 24 arcmin black square situated 1$^\circ$ above the center of the edge; participants adjusted the depth of this probe.

2.3 Procedure

We used a full-factorial experiment design with a method of adjustment and no time constraints. The participants performed the two experimental blocks on separate days. The first block included the nearest neighbor interpolation condition, and the second block included the bilinear interpolation condition. We instructed the participants to look at the edge in the middle of the stimulus and move the probe to the same depth level at which they perceived the edge to lie. Moving the probe changed the binocular disparity of the probe in a symmetrical manner. At the beginning of each trial, the disparity of the probe was set to a random value between -15 and 15 arcmin to minimize hysteresis effects. During the trial, the movement of the probe was limited to between -53 and 53 arcmin to avoid excessive disparities that would be difficult to fuse. The participants controlled the experiment by pressing a key on the keyboard to start a new trial and make the probe visible. The participants then adjusted the probe disparity to the appropriate depth level by moving the computer mouse back and forth before pressing a key to lock their response. At the beginning of each block, the participants practiced the task under 12 trials. The stimulus order was randomized within each repeat cycle; the participants saw each condition once in a randomized order and then all conditions again in a randomized order.

3 Results

Figure 4 presents the main results. The results indicated that the participants perceived the edges in the interlaced condition at different depths, as illustrated in the middle column graphs of Figure 4. Additionally, large orientation angles and small pixel sizes diminished the perceived depth. Furthermore, the participants
Figure 4: Mean probe disparities for each participant under the non-interlaced, interlaced, and row-averaged conditions. Each participant’s data are depicted on a separate row; each interlacing condition is depicted on a separate column. The x-axes represent the absolute edge orientation angles, and the y-axes represent the absolute probe disparities. Each data point is the mean of eight trials.
perceived all non-interlaced and row-averaged stimuli approximately at the display plane (the first and last columns of Figure 4). For our data analyses, we separated the probe disparity and the direction of the disparity. The probe disparity is the magnitude of the horizontal disparity of the probe that is required to perceive the probe at the same depth as the edge. The direction of the disparity, which can either be crossed or uncrossed, represents whether the participant perceived the edge as being in front of the display or behind the display, respectively. We also studied the edge orientation magnitude and sign separately. The probe disparity was dependent on the pixel size and orientation magnitude, as hypothesized. A repeated-measures analysis of variance was performed with the orientation magnitude, orientation sign, pixel size, interlacing method, and interpolation technique as the variables. Significant (p < .01) main effects for orientation magnitude (F(1,3,5,1) = 31.2, \( \omega^2 = .84 \)), pixel size (F(1,3,5,1) = 72.6, \( \omega^2 = .87 \)), and interlacing method (F(1,1,4.3) = 146.9, \( \omega^2 = .95 \)) were verified with Greenhouse-Geisser corrected estimates. The interpolation technique and orientation sign had no significant effects on the probe disparity. A three-way interaction analysis between the orientation magnitude, pixel size, and interlacing method also indicated a significant effect (F(2.4,9.4) = 20.0, \( \omega^2 = .74, p < .001 \)). Whereas the interlaced condition differed significantly from the non-interlaced condition (F(1,4) = 142.4, \( r = .99, p < .001 \)), the difference between the row-averaged condition and the non-interlaced condition was small and did not quite reach statistical significance (F(1,4) = 5.6, \( r = .76, p = .076 \)). The sample standard deviation was slightly higher in the row-averaged condition (s = 3.5) compared with the non-interlaced condition (s = 3.0).

All orientation magnitudes that were used in the experiment created significant differences in the probe disparity when compared with the adjacent orientations. The difference between the interlaced and non-interlaced conditions was pronounced at small orientation magnitudes. At the steepest orientation magnitude (31.6°), the difference between the interlaced and non-interlaced conditions was significant (F(1,4) = 20.2, \( r = .91, p = .011 \)); however, at the steepest orientation, the mean of the interlaced condition was only 0.44 arcmin higher than the mean of the non-interlaced condition. Furthermore, this difference was no longer statistically significant when we excluded the largest pixel size from the analysis. In addition, all size conditions differed significantly from their adjacent size conditions; larger pixel sizes created larger probe disparities. When we analyzed the smallest pixel size (16 arcsec), we found no statistically significant differences between the interlaced and non-interlaced conditions. When we analyzed the next larger pixel size (32 arcsec), the difference between the interlaced and non-interlaced conditions was significant (F(1,4) = 42.2, \( r = .96, p < .01 \)); statistical significance was observed for all of the larger pixel size conditions.

To test the relationship between the edge segment length and probe disparity, we built a linear regression model for each participant based on the edge segment length in each interlaced condition. The edge segment length depends on the pixel size and orientation magnitude such that segment length \( l = \text{size/tan} \text{orientation} \). We excluded data points from the analysis if they had residual values that exceeded three standard deviations. Figure 5 shows the result of the regression analysis. The goodness of fit was very good (\( R^2 > .90 \)) for JHH, MH, and JPH. However, the data from KA were considerably noisier than the data from the other participants; therefore, the goodness of fit was poorer (\( R^2 = .76 \)). RK provided near-zero evaluations for several stimuli that had long edge segment lengths; thus, the goodness of fit was poor compared with those of the other participants (\( R^2 = .35 \)).

To analyze whether the participants saw the edge in front of or behind the display plane under the interlaced condition, we divided the probe disparities into the following three location categories: in front,
Figure 6: The perceived location of the edge relative to the display plane for each participant. The x-axes indicate the orientation angle, and the y-axes indicate the percentage of trials belonging to each category. Dashed regions represent cases in which the participant placed the probe behind the display plane, dotted regions represent placement in front of the display plane, and white regions represent placement equidistant to the display plane.

We defined equidistance to the display plane as a probe disparity value that does not exceed the mean of the non-interlaced condition response of the participant, which was near zero disparity for most participants, by more than one standard deviation. Figure 6 shows the ratios of the perceived location as a function of the orientation for each participant. JHH, RK, and MH perceived the depths under the interlaced condition mostly behind the display plane, i.e., the probe had a positive disparity. By contrast, KA perceived nearly all depths in front of the display plane. JPH perceived a majority of the edges in front of the display plane but also perceived some of the edges behind the display plane. The randomized probe disparity at the beginning of the trial had no effect on the direction of the perceived disparity. Furthermore, there was no consistency regarding the relationship between the direction of the perceived disparity and the vision test results (e.g., heterophoria or fixation disparity). The mean trial durations were 8, 23, 9, 7, and 8 s for JHH, RK, MH, KA, and JPH, respectively.

4 Discussion

Our objective was to determine whether spatial interlacing causes depth artifacts. The results of our study clearly indicate that depth artifacts are present in oblique edges that are viewed on a simulated spatially interlacing stereoscopic display. The participants’ depth estimates were consistent with the disparity created by the segment length of the oblique edge. Our secondary objective was to determine whether depth artifacts can be eliminated by row-averaging image content or using a small pixel size, and if so, to determine which pixel size is sufficiently small to eliminate depth artifacts. Row-averaging eliminated depth artifacts effectively at all pixel sizes. We tested five pixel sizes between 16 and 79 arcsec and found that only the smallest pixel size (16 arcsec) did not generate any depth artifacts.

Our findings indicate that spatially interlacing stereoscopic displays should either use content that is row-averaged or have a pixel size that is considerably smaller than previously suggested in other published studies. As mentioned above, earlier research has suggested that pixel sizes 60 arcsec (Kelley, 2011), 32 arcsec (Kim and Banks, 2012), and 56 arcsec Park et al. (2014) are sufficiently small for displaying content on interlacing stereoscopic displays. To prevent the visual system from resolving the content rows and black interstitial rows, the pixel size should be smaller than the visual acuity, which is 60 arcsec for individuals with 20/20 vision. However, our results showed that people could still perceive depth artifacts even though they were unable to resolve the pixel rows. A simple explanation for this discrepancy is related to the way the image is interlaced. The alternating content and interlacing rows halve the vertical resolution. At pixel size of 32 arcsec, the spatial interlacing frequency is 56 cycles per degree. The participants could not resolve the interlacing rows from the content rows at such a high frequency, but they could resolve the two content rows, which were 64 arcsec apart. Thus, the visual system can use this information in disparity processing. The visibility of edge jaggedness in computer graphics depends on the orientation of the edge. The “jags” are least visible near the horizontal and vertical orientations but also at the 45° orientation (Naiman, 1998). In stereoscopic interlacing displays, orientations of 32° and above do not create depth artifacts unless the pixel size is extremely large. However, we did not consider the visibility of jaggedness in this study.
The vertical disparity created by interlacing is a result of the optical design used to interlace the images on the display. Thus, balancing the vertical disparity using a camera arrangement as suggested earlier (Banks et al., 2012) seems infeasible. Furthermore, offsetting the cameras would change the perspective, further distorting the view of the scene. Instead, matching pixel rows from the left and right camera images could be used (i.e., only odd rows from both images) to eliminate depth artifacts. However, in practice, optical distortions and the difficulty of offsetting physical cameras to such accuracy make this option challenging. In computer graphics, a precise offset could be implemented; however, due to the jaggedness and moiré that is caused by subsampling, row-averaging should be used instead. Row-averaging can be achieved by capturing the scene at half of the vertical resolution to conserve processing or rendering time for real-time applications.

In natural stereoscopic content, other objects can affect the fusion of the edge via a disparity gradient (Burt and Julesz, 1980) or stereo capture (Ramachandran and Cavanagh, 1985). Furthermore, the matching of ambiguous features is affected by nearby objects and defined by the nearest disparity rule (Mitchison and McKee, 1987). In this experiment, the unambiguous disparities of the nearby objects, such as the fusion locks, draw the disparity of the ambiguous edge toward them. The stimuli in our study were limited to 8° of viewing angle, which meant that the edge had an unambiguous matching feature on the left and right borders of the stimulus. Research has shown that when viewers are faced with ambiguous matches, unambiguous matches can force one of the discrete ambiguous matches that is available; alternatively, in special cases, the visual system interpolates the depth based on the endpoint disparities (Mitchison and McKee, 1985). In our experiment, two participants commented that some of the edges appeared slanted or curved in depth, which could indicate the effect of these endpoints. None of the participants reported stereo capture, i.e. that moving the probe would have changed the perceived depth of the edge. Nevertheless, some stereo capture probably occurred because of the closeness of the probe to the edge. The vertical disparity that is created by the matching of different pixel rows can also contribute to the perceived slant of the edge (Backus et al., 1999). Depth artifacts caused by interlacing are relative to the content depth; in our experiment, stimuli were located on the display plane. If the content has an inherent disparity, the nearest match may not necessarily be on an adjacent row. Instead, the nearest match may be, for example, three to five lines above or below the feature being matched; this effect would further increase the local vertical disparity.

RK provided near-zero responses to stimuli that had large horizontal disparities. Furthermore, RK’s trials lasted significantly longer than the other participants’ trials. Although recent results indicate that the influence of experience on depth discrimination, depth matching, and fusion limits is small (Stransky et al., 2016), a learning process related to perceiving ambiguous stereoscopic images was previously reported (Julesz, 1960). We suspect that RK’s inexperience with stereoscopic images contributed to the longer time required to achieve fusion. Another explanation could be individual differences in Panum’s fusional area size. If the horizontal stimulus disparity was above the limit for horizontal disparity, the edge would appear as a double image. In such a case, the participant would respond based on the successfully fused images in the stimulus, such as the fusion locks, which had zero disparity. The bimodality of RK’s responses, which is evident in Figure 5, supports this theory.

In this study, we held the disparity of the oblique edge and fusion locks, which surrounded the edge,
at zero, so that the absolute and relative disparities had a common minimum. The participants perceived
the edge either behind or in front of the display. This preference varied between the individuals in our
study. Future studies should address this issue and determine why people exhibit a strong preference for
negative parallax or positive parallax or no strong preference in either direction. In our sample, we did not
obtain an explanation for the inter-individual differences from the heterophoria or fixation disparity test
results. Furthermore, evaluation of the effects of interlacing on the perception of dynamic content is also
an important subject for future studies. The content that is displayed on stereoscopic 3D displays is often
dynamic, while the stimuli in our experiment were stationary. For example, for an edge moving vertically,
interlacing can cause flickering as each edge segment alternates between the left and right views. Rotation
of the edge changes the edge orientation and thus also the perceived depth of the edge as is evident from
our results.

The results indicate that in spatially interlacing stereoscopic displays, black interstitial lines divide the
underlying image features into smaller features, which the visual system uses in disparity processing. In
addition to the misperceptions (Held and Banks, 2008) and artifacts (Boev et al., 2009) reported earlier,
the disparity artifacts described in this paper should be considered when designing stereoscopic displays,
studying stereoscopic image quality, creating content for stereoscopic displays, and developing software for
stereoscopic games and media playback.

5 Conclusions

In this paper, we showed that people perceive depth artifacts on spatially interlacing stereoscopic displays.
In a depth probe experiment with oblique edges as stimuli, participants consistently reported depth artifacts
unless the underlying image was row-averaged or the pixel size was as small as 16 arcsec. Previous research
has focused on the perceived resolution and image quality on stereoscopic displays and has recommended
pixel sizes of 32 or 56 arcsec for spatially interlacing stereoscopic displays. Although a pixel size of 32 arcsec
has been found to be sufficiently small to prevent the loss of perceived acuity, our findings indicated that
this pixel size can still elicit depth artifacts. Our study increased the body of knowledge on mechanisms
through which the visual system fuses the spatially interlaced images into a three-dimensional percept.

To eliminate depth artifacts, stereoscopic content displayed on spatially interlacing displays requires row-
averaging, unless the pixel size is extremely small. Based on our results, pixel sizes of 16 arcsec or smaller are
appropriate without row-averaging. Thus, on a high-definition display (e.g., 1920×1080 pixels), the viewing
distance must be up to 12 times the display height to avoid depth artifacts; however, in many cases, this
viewing distance is infeasible. Another method of avoiding depth artifacts is to display row-averaged content,
which reduces the vertical resolution by half. Interlacing without row-averaging should be avoided, although
it seems advantageous from an information preservation perspective.

This research was supported by Academy of Finland project "Computational Psychology of Experience
in Human-Computer Interaction" (Project number 264323).
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