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The focus of this thesis is to accelerate the synthesis of physically accurate images using computers. Such images are generated by simulating how light flows in the scene using unbiased Monte Carlo algorithms. To date, the efficiency of these algorithms has been too low for real-time rendering of error-free images. This limits the applicability of physically accurate image synthesis in interactive contexts, such as pre-visualization or video games.

We focus on the well-known Instant Radiosity algorithm by Keller [1997], that approximates the indirect light field using virtual point lights (VPLs). This approximation is unbiased and has the characteristic that the error is spread out over large areas in the image. This low-frequency noise manifests as an unwanted “flickering” effect in image sequences if not kept temporally coherent. Currently, the limited VPL budget imposed by running the algorithm at interactive rates results in images which may noticeably differ from the ground-truth.

We introduce two new algorithms that alleviate these issues. The first, clustered hierarchical importance sampling, reduces the overall error by increasing the VPL budget without incurring a significant performance cost. It uses an unbiased Monte Carlo estimator to estimate the sensor response caused by all VPLs. We reduce the variance of this estimator with an efficient hierarchical importance sampling method. The second, sequential Monte Carlo Instant Radiosity, generates the VPLs using heuristic sampling and employs non-parametric density estimation to resolve their probability densities. As a result the algorithm is able to reduce the number of VPLs that move between frames, while also placing them in regions where they bring light to the image. This increases the quality of the individual frames while keeping the noise temporally coherent – and less noticeable – between frames.

When combined, the two algorithms form a rendering system that performs favourably against traditional path tracing methods, both in terms of performance and quality. Unlike prior VPL-based methods, our system does not suffer from the objectionable lack of temporal coherence in highly occluded scenes.
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1 Introduction

Physically based computer graphics aims to generate images that are as realistic as possible. The film industry makes use of such graphics for special effects and animated full length films. They are also used for architectural presentations and product visualization, where accurately predicting appearance is important. Modern video games strive for more realistic graphics, but are constrained by the need to synthesize images in real-time. In other words, the delay between input and an updated image in the game needs to be small enough to prevent the player from perceiving individual images. [Dutre et al., 2006, Chapter 1.1.1]

To synthesize an image, we have to simulate the light which arrives at a virtual camera. This simulation needs to account how light emitted from the light sources interacts with the surfaces in the scene. When light reaches a surface, the material dictates how much of that light is reflected, transmitted or absorbed. The complexity of realistic image synthesis can be appreciated by considering the multitude of routes light can take from a light source to the camera. This is further exacerbated by the fact that light can reflect arbitrarily many times off the surfaces in the scene.

One way to describe the light that falls on a surface in the scene is to break it down into two components, direct light and indirect light. Direct light arrives straight from one of the light sources while indirect light has been reflected off the objects in the scenes at least once. To synthesize physically accurate images we have to resolve the global illumination in the scene. This means that not only do we have to account for the direct light arriving on the surfaces, but we also has to consider all of the indirect light, see Figure 1 for an example.

Formally, synthesizing an image is achieved by solving the rendering problem. That
(a) VPLs are created by tracing photons. (b) The resulting illumination in the scene.

Figure 2: Traditional Instant Radiosity generates VPLs (in yellow) by shooting photons from the light source (in green). The resulting VPLs do not sufficiently illuminate the surfaces seen by the camera (in red). In reality, light from the light source is able to reach the the right side of the cyan wall.

is, resolving how much light falls on one or more virtual sensors in the scene. Commonly, the scene is described as a collection of objects and light sources. We know the location and sizes of the objects and also know the reflective properties of their surfaces. The same also applies to the locations and emissive properties of the light sources. A rendering algorithm takes as input a description of the scene and the locations of the virtual sensors (a virtual camera) and then produces an collection of sensor readings (an image) by simulating the light flows in the scene.

In this thesis our goal is to create a rendering algorithm for interactive image sequences, that is flexible enough to synthesize both rough approximations on limited hardware and physically accurate images in real-time on future hardware. We focus on the well-known Instant Radiosity rendering algorithm by Keller [1997]. It approaches the problem of global illumination using virtual point lights (VPLs) to represent indirect light. If we interpret the light emitted by the VPLs as direct it enables us to synthesize images with global illumination by only simulating direct light. This is advantageous, since images containing only direct light can be synthesized at real-time rates using hardware accelerated rendering algorithms. The algorithm generates VPLs by simulating how photons (particles of light) emitted from the light sources bounce around in the scene, see Figure 2a. During the simulation a VPL is deposited every time a photon bounces off a surface in the scene.

Instant Radiosity is able to generate physically accurate images if it runs for long enough. On the other hand, it can also run at real-time rates by generating fewer VPLs. In this case the error it makes is often spread out over large areas of the image (low frequency noise) but also manifests as bright spots when VPLs have
been placed near corners in the scene. In fast image sequences, low frequency noise that changes between images is perceived as an unwanted “flickering”-effect.

One way to alleviate these issues is to devise methods that increase the number of VPLs that bring light to the image. This can be achieved by a brute-force increase of the total VPL budget [Dong et al., 2009, Hasan et al., 2007, Ritschel et al., 2008, Segovia et al., 2006b, Walter et al., 2005]. However, many of the VPLs generated by traditional Instant Radiosity do not bring light to the image, for example, when they cannot illuminate the surfaces visible in the image (Figure 2b) or when they land on a highly absorbent (black) material. These issues become more prominent in larger and heavily occluded scenes where only a few of the light sources actually bring indirect light to the image. This implies that methods that deposit VPLs in a more intelligent fashion will not only result in higher quality images without increasing the VPL budget, but also become necessary to cope with larger scenes [Georgiev and Slusallek, 2010, Ritschel et al., 2011, Segovia et al., 2006a, 2007].

The “flickering”-effect can be reduced using complementary methods. For example, by preventing VPLs from changing places between images [Laine et al., 2007] or by smoothing the illumination over multiple images [Knecht et al., 2010, Mara et al., 2013]. However, no prior algorithm has simultaneously dealt with large and heavily occluded scenes while also alleviating the “flickering”-effect. Either these algorithms completely disregard temporal coherence or they fail to account for the layout of the scene when placing the VPLs.

The main contributions of this thesis are two rendering algorithms that improve upon Instant Radiosity. Together they produce results that match well with ground truth and keep the error temporally coherent — and thus less noticeable — between frames.

One, clustered hierarchical importance sampling, is a novel rendering method that greatly increases the number of VPLs available. It achieves this by using intelligently chosen subsets of the VPLs when evaluating the light received by each sensor. As shown in our experiments, this directly increases the quality of the illumination in the images.

The other, sequential Monte Carlo Instant Radiosity, reduces the number of VPLs that move between images in a sequence while at the same time placing them in regions where they bring light to the image. This algorithm produces VPLs that move gracefully between frames to account for the new location of the camera as well as the light sources, also in large scenes of which only a small portion is visible. It is
the first to achieve this while supporting multiple bounces of indirect illumination.

1.1 Thesis structure

The rest of this thesis organized as follows:

In Chapter 2 we introduce Monte Carlo integration and describe a collection of variance reduction techniques. In Chapter 3 we interpret Sequential Monte Carlo methods in the context of integration. We also introduce a framework for heuristic sequential sampling based on non-parametric density estimation.

In Chapter 4 we describe a mathematical model for illumination and rendering. In Chapter 5 we introduce two well-known rendering methods, forward path tracing and Instant Radiosity. We also compare techniques that evaluate visibility. In Chapter 6 we present spatial data structures that we make use of in the remainder of the thesis. In Chapter 7 we review previous improvements to the Instant Radiosity algorithm that reduce low frequency noise.

In Chapter 8 we attack the many-lights rendering problem using Monte Carlo estimators for the sums over all light sources. We present a powerful importance sampling algorithm to reduce the variance of such estimators. In Chapter 9 we describe a heuristic sequential sampling algorithm for VPLs based on the framework presented in Chapter 3.

In Chapter 10 we discuss important implementation details of the methods presented in Chapters 8 and 9. We also test these methods experimentally and analyse the results. In Chapter 11 we reiterate the results from the previous chapters and discuss potential extensions for our algorithms.

In Appendix A we give a simplified introduction to measure theory and describe well-known concepts from probability theory using a measure-therotic approach.

2 Monte Carlo integration

Monte Carlo methods estimate values using random simulations. The earliest example of such a method is an experiment by Comte de Buffon in 1777. The experiment involved dropping needles on to a wooden floor. Buffon proved that the probability
of a needle landing on two floor boards was

\[ \frac{2L}{\pi d}, \]

where \( L \) is the length of the needle and \( d \) is the width of a floor board. A result that can be used to estimate the value of \( \pi \) [Kalos and Whitlock, 1986, Chapter 1.3]. Modern Monte Carlo integration was introduced in the 1940s by Stanislaw Ulam and John von Neumann when they both worked on the Manhattan project. Ulam first thought of idea when trying to estimate the probability of successfully laying out all the cards in a game of solitaire [Eckhardt, 1987].

Rendering physically based images involves evaluating difficult integrals with analytic solutions only for very restricted cases. This forces rendering algorithms to make use of numerical integration methods, such as deterministic quadrature rules (e.g. Simpson's rule) or Monte Carlo integration. Which method is more suitable depends on the dimensionality of the domain. In this chapter we show that the error Monte Carlo integration is independent of the dimensionality of the domain. On the other hand, the error of quadratures increases exponentially with the dimensionality of the integration domain [Niederreiter, 1992, Chapter 1.1]. As a consequence, Monte Carlo methods are more commonly employed in rendering algorithms where the integrals that need to be evaluated often have high dimensional domains.


### 2.1 Monte Carlo integration

We want to estimate an integral of the form

\[ \int_A f(x) \, d\mu(x), \]

where \( \mu \) is a measure defined on the measurable space \( X, f : X \to \mathbb{R} \) and \( A \) is a measurable subset of \( X \). The first step towards Monte Carlo integration is the realization that we can express the integral using an expected value. That is, given a random variable \( X : \Omega_X \to A \) and the probability density function (PDF) \( p_X = \frac{dP_X}{d\mu} \),
we see that

$$E \left[ \frac{f(X)}{p_X(x)} \right] = \int_A \frac{f(x)}{p_X(x)} \, dP_X(x) = \int_A \frac{f(x)}{p_X(x)} p_X(x) \, d\mu(x) = \int_A f(x) \, d\mu(x),$$

as long as \( f(x) = 0 \) whenever \( p_X(x) = 0 \).

**Law of large numbers.** We already have an intuition that the expected value tells us where we should find the average of many outcomes from a random variable. We can justify this intuition with the help of the weak law of large numbers [Athreya and Lahiri, 2006, Chapter 8.1]. Given the random variables \((x_1, \ldots, x_n)\) which are independent and identically distributed (i.i.d), the weak law of large numbers states that the average

$$a_N = \frac{1}{N} \sum_{i=1}^{N} x_i$$

converges in probability to the expected value. In other words, for any \( \epsilon > 0 \)

$$\lim_{N \to \infty} P(|a_N - E[x]| \geq \epsilon) = 0.$$  

**Monte Carlo estimators.** Based on the weak law of large numbers we see that for any error bound \( \epsilon > 0 \), the error of the Monte Carlo estimator

$$\frac{1}{N} \sum_{i=1}^{N} \frac{f(x_i)}{p_X(x_i)}$$

compared to the integral

$$\int_A f(x) \, d\mu(x)$$

will be less than \( \epsilon \) with a very high probability as \( N \) tends to infinity. In other words, we can now form an estimate for the integral provided that we find a way to sample outcomes \((x_1, \ldots, x_n)\) from \( X \).

### 2.2 Sampling outcomes

Here we introduce ways to sample outcomes from \( X \). First, it is useful to note that we cannot use a deterministic algorithm to generate truly random values. One way around this is to use special hardware that monitors some physical process. A more common approach is to make use of an algorithm that generates sequences of
pseudo random numbers, which have roughly the same properties as sequences of i.i.d. truly random numbers [von Neumann, 1951]. A common example of a pseudo random number generator is the Mersenne twister by Matsumoto and Nishimura [1998]. Commonly, pseudo random numbers approximate outcomes from a uniformly distributed random variable $U_{[0,1]} \sim U([0,1])$.

For Monte Carlo integration it is often useful to perform importance sampling (Section 2.4), where the outcomes are sampled from a distribution that reduces the error of the estimator. Assume that we want to generate outcomes from $X : \Omega_X \rightarrow A$, where $A \subset \mathbb{R}$. If the cumulative distribution function (CDF) $F_X$ is invertible, we can directly use uniformly distributed outcomes $(u_1, \ldots, u_N)$ from $U_{[0,1]}$ and transform them into samples from $X$, where

$$x_i = F_X^{-1}(u_i), \text{ for every } i \leq N.$$

This sampling method is called the analytic inversion method or the transformation method and is covered in detail by Kalos and Whitlock [1986, Chapter 3.1].

If we cannot analytically invert the CDF, an alternative method is the rejection method [Kalos and Whitlock, 1986, Chapter 3.5]. Assume that we can generate outcomes from a random variable $Z$ such that for some $M > 0$,

$$p_Z(x)M \geq p_X(x) \text{ for each } x \in A.$$

We now apply Algorithm 1 to generate outcomes from $X$.

**Algorithm 1** The rejection method

1: loop  
2: $z \leftarrow \text{OUTCOME FROM}(Z)$  
3: $u \leftarrow \text{OUTCOME FROM}(U_{[0,1]})$  
4: if $p_Z(z)Mu < p_X(z)$ then  
5: return $z$

We will cover more specific sampling methods for light transport quantities in Chapter 5. Kalos and Whitlock [1986] provide a good overview of general purpose sampling methods in Chapter 3 of their book *Monte Carlo Methods*. 
2.3 Bias and variance

Consider the error of a Monte Carlo estimator. If we let \( I \) be the exact value of our integral and \( \hat{I}_N \) be the value of our estimator. In other words,

\[
I = \int_A f(x) \, d\mu(x) \quad \text{and} \quad \hat{I}_N = \frac{1}{N} \sum_{i=1}^{N} \frac{f(x_i)}{p_X(x_i)}.
\]

The error is expressed as

\[
\text{Err}[\hat{I}_N] = \hat{I}_N - I
\]

and the estimator unbiased if

\[
E[\text{Err}[\hat{I}_N]] = 0
\]

holds true for every \( N \). An equally important requirement is that the estimator converges in probability to the correct result. More precisely, for every \( \epsilon > 0 \)

\[
\lim_{N \to \infty} P(|\text{Err}[\hat{I}_N]| \geq \epsilon) = 0.
\]

We call such an estimator consistent.

**Error bounds.** We analyse the error of an unbiased estimator using the error metric known as *root mean squared error (RMSE)*, which is defined as

\[
\sigma(\hat{I}_N) = \sqrt{E[(\hat{I}_N - E[\hat{I}_N])^2]} = \sqrt{E[(\hat{I}_N - I)^2]}.
\]

We provide error bounds for the RMSE using the unbiased variance estimate [Kalos and Whitlock, 1986, Chapter 2.7]. More precisely,

\[
\text{Var}(\hat{I}_N) = E\left[\frac{1}{N-1} \left(\frac{1}{N} \sum_{i=1}^{N} \left(\frac{f(x_i)}{p_X(x_i)}\right)^2 - \left(\frac{1}{N} \sum_{i=1}^{N} f(x_i) p_X(x_i)\right)^2\right)\right]
\]

\[
= \frac{1}{N-1} \left(E\left[\frac{f(X)}{p_X(X)}\right]^2\right) - E\left[\frac{f(X)}{p_X(X)}\right]^2
\]

\[
= \text{Var}(\hat{I}_1) = O\left(\frac{1}{N}\right)
\]

and consequently the RMSE is \( O(\sqrt{N^{-1}}) \).

2.4 Importance sampling

Since Monte Carlo simulations only run for a finite amount of time, an estimator never converges fully. Instead, simulations are run until the error is low enough for
Figure 3: Sampling from a uniformly distributed random variable $X \sim U([-3, 3])$ not change the shape of the integrand at all. As a consequence, all outcomes in $[-3, 3]$ will have different contributions to the sum in a Monte Carlo estimator.

Figure 4: The PDF of a normally distributed random variable $X \sim N(0, 4)$ more closely follows the integrand and flattens out the function evaluated by each outcome. We see that any sample which lands in $[-2, 2]$ will evaluate to roughly the same value.

the application at hand. If we want to speed up the simulation time, we have to reduce variance of the Monte Carlo estimator. Importance sampling achieves this by sampling more outcomes in regions that are important to the integral.

Consider a positive function $f : \mathbb{X} \to [0, \infty]$ from a measurable space to the real numbers. Let $A$ be a measurable subset of $\mathbb{X}$ and $\mu$ be a measure on $\mathbb{X}$. Our goal is to reduce the variance of the Monte Carlo estimator

$$\hat{I}_N = \frac{1}{N} \sum_{i=1}^{N} \frac{f(x_i)}{p_X(x_i)}$$

for the integral

$$I = \int_A f(x) \, d\mu(x),$$

where $(x_1, \ldots, x_N)$ are i.i.d. outcomes from the random variable $X : \Omega_X \to A$.

*Importance sampling* is a variance reduction technique where we reduce the variance of $\hat{I}_1$ by changing the probability distribution our outcomes are sampled from. If we
rewrite the variance of \( \hat{I}_1 \) we see that

\[
Var(\hat{I}_1) = E[(f(X)/p_X(X))^2] - E[(f(X)/p_X(X))]^2 = E[(f(X)/p_X(X))^2] - I^2
\]

\[
= \int_A (f(x)/p_X(x))^2 p_X(x) \, d\mu(x) - I^2 = \int_A f(x)^2 p_X(x) \, d\mu(x) - I^2.
\]

Since \( I^2 \) constant with respect to \( p_X \), the variance is minimized by choosing a probability distribution that minimizes

\[
\int_A f(x)^2 / p_X(x) \, d\mu(x).
\]

Kalos and Whitlock [1986, Chapter 4.1] show that this expression minimized by a distribution whose PDF is proportional to \( f \). In other words,

\[
p_X(x) = f(x)/C, \text{ where } C = \int_A f(x) \, d\mu(x).
\]

In fact, if we manage to sample from such a distribution, the variance of the estimator will be zero. That said, it is usually impossible to evaluate the PDF since the normalizing constant \( C \) is equal to \( I \), the integral we want to estimate in the first place. However, we can still use this as guidance for what distribution we should use to generate our outcomes. In general, we want \( p_X(x) \) to be similar to \( f(x) \). Visually this means that the graph of \( f(x)/p_X(x) \) should be as flat as possible. Intuitively, we want to flatten out the peaks in \( f(x) \) with corresponding peaks in \( p(x) \) without introducing new ones in places where \( p(x) \) is significantly smaller than \( f(x) \).

Figures 3 and 4 visually demonstrate the effect of importance sampling. The left graph shows the function \( f(x) = 9 - x^2 \) whose integral over the domain \([-3, 3]\) we’re trying to estimate. The graph in the middle is the PDF \( p(x) \) of the random variable we’re sampling outcomes from and the right graph shows us the fraction \( f(x)/p(x) \) which defines the terms in a Monte Carlo estimator for \( \int_{-3}^{3} f(x) \, d\mu(x) = 36 \).

2.5 Markov chain Monte Carlo

A Markov chain is a sequence of random variables \( (X_1, X_2, \ldots) \), \( X_i : \Omega_X \rightarrow X \), where \( X_i \) is conditionally independent of all the preceding variables given \( X_{i-1} \).
More precisely,
\[ p_X(x_i|x_1, \ldots, x_{i-1}) = p_X(x_i|x_{i-1}) \quad \text{for all outcomes} \ (x_1, \ldots, x_i), \]
where \( X_{ab} \) is the joint variable we get by combining the variables \( (X_a, \ldots, X_b) \). A Markov chain is called \textit{time homogeneous} if it satisfies
\[ p_{X_{i-1}:i}(x|y) = p_{X_{j-1}:j}(x|y) \]
for all outcomes \( x, y \) and all indices \( i > 1, j > 1 \). For these types of Markov chains, we drop the indices and simply refer to the conditional PDF
\[ p_{X_{i-1}:i}(x|y) = p_X(y \rightarrow x) \]
as the \textit{transition density}.

\textbf{Equilibrium distributions.} Some time homogeneous Markov chains have a \textit{equilibrium distribution}. Intuitively, for any outcomes \( x_1 \) and \( x_N \) the we expect the PDF of the equilibrium distribution to be such that the conditional PDF
\[ p_{X_{1:N}}(x_N|x_1) \rightarrow p_X(x_N) \]
as \( N \) tends to infinity. Once a Markov chain has reached its equilibrium distributions, it also stays there. More precisely,
\[ \int_X p_X(x)p_X(x \rightarrow y) \, d\mu(x) = p_X(y) \]
for all outcomes \( y \).

\textbf{The Metropolis-Hastings method.} The \textit{Metropolis-Hastings method} enables us to sample outcomes from a variable \( X : \Omega_X \rightarrow A \), such that the PDF \( p_X \) is proportional to any positive function \( f : A \rightarrow [0, \infty] \). In other words, for every \( x \in A \)
\[ p_X(x) = \frac{f(x)}{C} \]
for some constant \( C > 0 \). The method was first introduced in the context of computational physics by Metropolis et al. \[1953\] and was later extended to the general case by Hastings \[1970\].

The idea is to construct a time homogeneous Markov chain whose equilibrium distribution is that of \( X \). A simple way to achieve this is to ensure that the chain is
both irreducible and that it is reversible for the distribution of $\mathcal{X}$ [Hastings, 1970, Section 2.2]. A sufficient condition for a Markov chain to be irreducible is that there is a non-zero probability density of reaching any outcome $x \in A$ from another $y \in A$ in a finite amount of transitions. A Markov chain is reversible for the distribution of $\mathcal{X}$ if it satisfies the detailed balance equation

$$p_{\mathcal{X}}(y)p_{\mathcal{X}}(y \to x) = p_{\mathcal{X}}(x)p_{\mathcal{X}}(x \to y)$$

for all outcomes $x$ and $y$.

We then sample outcomes from $\mathcal{X}$ by performing a random walk using a chain that fulfills the requirements above. Note that such outcomes are not independent and the error bounds we derived in Chapter 2.3 do not hold. In fact, practical convergence bounds for Markov chain Monte Carlo algorithms are still under active research. Cowles and Carlin [1996] compare common heuristics that indicate whether a Markov chain Monte Carlo algorithm has converged or not.

The key insight of the sampling method is to factor the transition density into a proposal density $k(y \to x)$ and an acceptance probability $a(y \to x)$. Formally,

$$p_{\mathcal{X}}(y \to x) = k(y \to x)a(y \to x),$$

where $k(y \to x)$ is usually the PDF of a random variable $\mathbb{P}(y) : \Omega_{\mathbb{P}(y)} \to \mathcal{X}$ that we are able to sample outcomes from. In order to guarantee that the equilibrium distribution of the Markov chain is that of $\mathcal{X}$, we see that

$$p_{\mathcal{X}}(y)k(y \to x)a(y \to x) = p_{\mathcal{X}}(x)k(x \to y)a(x \to y)$$

$$\Leftrightarrow f(y)k(y \to x)a(y \to x) = f(x)k(x \to y)a(x \to y)$$

must hold true for all $x$ and $y$ in $A$. A common way to achieve this is to define the acceptance probability as

$$a(y \to x) = \min\left(1, \frac{f(x)k(x \to y)}{f(y)k(y \to x)}\right)$$

[Kalos and Whitlock, 1986, Chapter 3.7]. We must still manually verify that the resulting Markov chain is irreducible. In practice this means that the support of the proposal density should be large enough to bridge any regions in $A$ where $f$ is zero.

We can use Algorithm 2 to sample outcomes from $\mathcal{X}$. The idea is to perform a random walk starting from any element $x \in A$. At each iteration we generate a candidate outcome $x'$ from a random variable $\mathbb{P}(x)$ and use $a(x \to x')$ to decide whether we stay in place or move to $x'$. Note that we always record a new outcome at every iteration, even if the move was not accepted.
Algorithm 2 The Metropolis-Hastings method

1: $x \leftarrow$ any element in $A$
2: for $i = 1$ to total amount of samples do
3: $x' \leftarrow \text{OUTCOMEFROM} (\mathcal{P}(x))$
4: $u \leftarrow \text{OUTCOMEFROM} (\mathcal{U}_{[0, 1]})$
5: if $u \leq \min \left(1, \frac{f(x')p_{\mathcal{P}}(x')}{f(x)p_{\mathcal{P}}(x)} \right)$ then
6: $x \leftarrow x'$
7: recordOutcome ($x$)

3 Sequential Monte Carlo

Suppose that we want to sample outcomes from a sequence of random variables $(\mathcal{X}_1, \mathcal{X}_2, \ldots)$, where $\mathcal{X}_i$ and $\mathcal{X}_j$ are not necessarily identically distributed if $i \neq j$. This is useful for modelling or simulating a process that changes over time, e.g. tracking a moving object or, in our case, rendering animations under changing illumination. The idea of sequential Monte Carlo (SMC) methods is to enable us to sample a set of initial outcomes from $\mathcal{X}_1$ and then at each iteration $i$ evolve the outcomes so their distribution matches that of $\mathcal{X}_{i+1}$. These methods were initially developed in the context of filtering, where one tries to reconstruct a signal from noisy measurements. For this purpose, the outcomes $(x_{1i}, \ldots, x_{Ni})$ from iteration $i$ are commonly used to estimate expected values

$$E[f(\mathcal{X}_i)] \approx \frac{1}{N} \sum_{j=1}^{N} f(x_{ij})$$

for some function $f$. The PDF $p_{\mathcal{X}_i}$ seldom occurs in the expected values and doesn’t need a closed-form expression.

We will focus on SMC methods in the context of estimating integrals. Suppose we want to form estimates for integrals of the form

$$I_i = \int_{A_i} f_i(x) \, d\mu(x),$$

where $\mu$ is a measure on the measurable space $\mathcal{X}$, $f_i : \mathcal{X} \to [0, \infty]$ and $A_i \subset \mathcal{X}$ is measurable. Note that both $f_i$ and $A_i$ are subject to change for different $i$. In order to form Monte Carlo estimates

$$\hat{I}_i = \frac{1}{N} \sum_{j=1}^{N} \frac{f_i(x_{ij})}{p_{\mathcal{X}_i}(x_{ij})},$$
for the integrals \((I_1, I_2, \ldots)\) we have to solve two problems. First, we need to be able to sample outcomes from a sequence of random variables \((X_1, X_2, \ldots)\), such that \(f_i(x) = 0\) whenever \(p_{X_i}(x) = 0\) for all \(x \in A_i\). Second, we need to be able to evaluate the PDF \(p_{X_i}(x)\) for every outcome \(x \in A_i\). We can freely choose how \((X_1, X_2, \ldots)\) are distributed but recall from Chapter 2.4 that we ideally want \(p_{X_i}\) to be as close to \(f_i\) as possible.

Del Moral et al. [2006] present a general framework for SMC methods where the PDF is of interest and propose several solutions, some which we will cover in this chapter. *Sequential Monte Carlo Methods in Practice* by Doucet et al. [2001] is a good in-depth reference for SMC methods in the context of filtering.

### 3.1 Markov chain sequential Monte Carlo methods

The unbiased methods presented above are very restrictive and will not be suitable for importance sampling if the integrands \(f_i\) are complicated. Recall that we can use the Metropolis-Hastings method to generate outcomes from a variable whose PDF is proportional to \(f_i\). Here we extend it to the sequential setting.

Let \((x_{11}, \ldots, x_{1N})\) be outcomes that we’ve sampled from \(X_1\) at iteration 1. At every remaining iteration \(i\), we want to evolve the samples using a Markov Chain Monte Carlo method such that the PDF \(p_{X_i}\) is as close to \(f_i\) as possible. In contrast to traditional Markov chain Monte Carlo methods, we use one Markov chain per outcome and only concern ourselves with the current position of the chain, not its entire history. In order to adapt the samples to changes in the integrand, we have to ensure that the transition density \(k_i(x \rightarrow y)\) at iteration \(i\) is such that the PDF of its equilibrium distribution is proportional to \(f_i\). If we use the Metropolis-Hastings method, this means that we use \(f_i\) to calculate the acceptance probability.

As \(f_i\) changes this sampling method is known to degenerate the quality of the set of outcomes [Doucet et al., 2001, Chapter 1.3.3]. In other words, as \(i\) increases more and more outcomes tend to be in regions where \(f_i\) is zero. This issue is solved by occasionally performing *weighted resampling with replacement* on the outcomes, a process where each outcome \(x_j\) is given the weight

\[
w_j = \frac{f_i(x_j)}{p_{X_i}(x_j)}.
\]

The new set of outcomes \((x'_1, \ldots, x'_N)\) is then generated by sampling \(N\) times from the old set of outcomes \((x_1, \ldots, x_N)\), such that the probability mass of selecting an
old outcome $x_j$ is
\[ p_{X'}(x_j) = \frac{w_j}{\sum_{k=1}^{N} w_k}. \]
In practice, this gets rid of all the outcomes where $f_i$ is zero and replaces them with duplicates of outcomes that had larger weights. It can be shown that afterwards the probability density of an outcome $x'$ is approximately proportional to $f_i(x')$ [Smith and Gelfand, 1992].

**Density estimation.** If $f_i$ does not change with $i$, each Markov chain will eventually reach its equilibrium distribution. In other words, for large enough $j$ the PDF of $X_j$ will be proportional to $f_j$. However, if $f_i$ changes with $i$ we have to evaluate the PDF of $X_i$ as the marginal of $X_{1:i}$. More precisely, if we haven’t performed resampling, we can express the PDF of $X_i$ with the recursive formula
\[ p_{X_i}(x) = \int_{\mathbb{X}} p_{X_{i-1}}(y) k_i(y \rightarrow x) \, d\mu(y) \]
for all $x \in \mathbb{X}$. As a consequence, we can seldom find a closed-form expression for $p_{X_i}$ and are instead forced to look for ways to estimate it.

### 3.2 Non-parametric density estimation

One way to estimate the PDF of $X_i$ is to employ *non-parametric density estimation*. Unlike Monte Carlo integration-based density estimation [Del Moral et al., 2006], which requires the PDF to be expressed as an integral, these methods work directly on outcomes from $X_i$ and need no other information about $p_{X_i}$. These methods are commonly used to analyse experimental data but we employ them for Monte Carlo integration.

**Consistent methods.** A motivating example is the variance reduction technique developed by Yakowitz et al. [1978]. Given the integral
\[ I = \int_{[0,1]^d} f(x) \, d\mu(x) \]
where $\mu$ is the Lebesgue measure on $\mathbb{R}^d$ and $f : [0,1]^d \rightarrow \mathbb{R}$, they develop a Monte Carlo estimator
\[ \hat{I} = \frac{1}{N} \sum_{i=1}^{N} w_i f(x_i) \]
where the values of \( w_i \) only depend on the outcomes \((x_1, \ldots, x_N)\). If we interpret this technique as a density estimation method, the estimated PDF would be

\[
\hat{p}_X(x_i) = \frac{1}{N w_i}
\]

which allows us to express the estimator in the familiar form

\[
\hat{I} = \frac{1}{N} \sum_{i=1}^{N} f(x_i) \hat{p}_X(x_i).
\]

Yakowitz et al. show that \( \hat{I} \) is consistent if \( f \) is continuous and has continuous partial second derivatives. If \( d \leq 2 \) \( \hat{I} \) also attains asymptotically lower variance than a conventional Monte Carlo estimator. However, the opposite holds true for domains of higher dimensionality and they suggest that it will be difficult to design a weighting scheme that results in rapid convergence for such domains.

**K-nearest neighbours.** Consider a collection of i.i.d. outcomes \((x_1, \ldots, x_N)\) from a random variable \( \mathcal{X} : \Omega_X \rightarrow \mathbb{R}^n \). Many non-parametric density estimation rely on the insight that we can approximate the probability density in a measurable region \( A \subset \mathbb{R}^n \) as

\[
\Phi(A) = \frac{\text{number of } x_i \in A}{N} \mu(A)^{-1},
\]

where \( \mu \) is the Lebesgue measure on \( \mathbb{R}^n \). The *k-nearest neighbour (KNN)* method estimates the probability density for a point \( x' \in \mathcal{X} \) as

\[
\hat{p}_X(x') = \Phi(B_k(x')),
\]

where \( B_k(x') \) is the smallest n-ball centred on \( x' \) that contains \( k \) outcomes from \( \mathcal{X} \). Loftsgaarden and Quesenberry [1965] prove that \( \hat{p}_X(x') \) is a consistent estimate for \( p_X(x') \) if

\[
\lim_{N \rightarrow \infty} k = \infty,
\]

\[
\lim_{N \rightarrow \infty} \frac{k}{N} = \infty
\]

and \( p_X \) is continuous at \( x' \).

In practice, we compute \( \hat{p}_X(x') \) by finding the distance \( r \) to the k-th nearest outcome to \( x' \). Now

\[
B_k(x') = \{ x \in \mathbb{R}^n \mid \|x - x'\| < r \}
\]
and we can evaluate $\mu(B_k(x'))$ using the closed-form expression for the volume of an $n$-ball. In other words,

$$
\mu(B_k(x')) = \frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2} + 1\right)} r^n,
$$

where $\Gamma$ is the gamma function. We now write the probability density estimate as

$$
\hat{p}_X(x') = \frac{k \Gamma\left(\frac{n}{2} + 1\right)}{N \pi^{\frac{n}{2}} r^n}.
$$

While KNN density estimation can be efficiently implemented in low-dimensional spaces, it suffers from the curse of dimensionality where the either the time requirement or the space requirement of the algorithm is exponential in the dimensionality of the space [Meiser, 1993].

**Heuristic sampling.** These density estimation methods enable us to estimate the probability densities for any collection of values $(x_1, \ldots, x_N)$ as if they were outcomes from some random variable $X$. This has led to SMC methods where the outcomes are generated using heuristics and the PDF is estimated [Hämäläinen et al., 2006, 2014, Laine et al., 2007]. To the extent of our knowledge, no error bounds or consistency proofs have been derived for such methods and we have to rely on experimental validation.

**Algorithm 3** Heuristic sequential Monte Carlo integration

1: $(x_{0,1}, \ldots, x_{0,N}) \leftarrow$ initial outcomes
2: for $i = 1$ to $\infty$ do
3: \hspace{1em} $(x_{i,1}, \ldots, x_{i,N}) \leftarrow \text{HEURISTIC\textsc{Sampling}}(f_i, (x_{i-1,1}, \ldots, x_{i-1,N}))$
4: \hspace{1em} $(\hat{p}(x_{i,1}), \ldots, \hat{p}(x_{i,N})) \leftarrow \text{ESTIMATE\textsc{Densities}}((x_{i,1}, \ldots, x_{i,N}))$
5: \hspace{1em} $\hat{I}_i \leftarrow \frac{1}{N} \sum_{j=1}^{N} f_i(x_{i,j}) \hat{p}_X(x_{i,j})$

We introduce a general framework against which these heuristic SMC methods can be contrasted. Algorithm 3 outlines how to use heuristic sampling methods and non-parametric density estimation to approximate the integrals $(I_1, I_2, \ldots)$ presented earlier. The initial outcomes at line 1 can be generated using any method, for example from a low-discrepancy sequence. The heuristic sampling method at line 3 depends on the application, but may depend on both the outcomes from the last iteration and the target current integrand. On line 4 we can estimate the densities using any non-parametric density estimation method.
This algorithm can be used when rendering animations with indirect illumination. In this setting, integral $I_i$ represent a frame in the animation. Since subtle errors in the illumination are easier to spot if they change between frames, we want the error to be as consistent as possible between frames. In order to achieve this, we need a sampling heuristic that moves as few outcomes as possible between iterations. In Chapter 7.4 we review such an algorithm by Laine et al. [2007]. We extend the algorithm to a more general case in Chapter 9.

Hämäläinen et al. [2014] make use of SMC with heuristic sampling to synthesize physically valid character motion in a dynamic environment. At its core, this problem involves tracking local maxima of a sequence of target functions $(f_1, \ldots, f_N)$. As the quality of character motion is subjective, Hämäläinen et al. do not have to find the global maximum of $f_i$ and can use heuristic sampling methods to inject domain specific knowledge. They estimate the probability densities using a data structure that subdivides the domain. The same data structure is also used to drive the sampling process.

4 Light transport theory

At its core, rendering involves finding out how much light falls on a sensor. We can evaluate the reading of the sensor by simulating how light from the light sources interact with the scene before reaching the sensor, see Figure 5 for an example. We construct a digital image from the readings from a grid of sensors. More precisely,
each pixel in the image represents the reading from a sensor in the grid. In order to perform this simulation we need to be able to represent the scene and the light sources mathematically. We also need to have a model for how light interacts with the scene.

In order to achieve physically based rendering, we naturally turn to physical models of light. The most complete physical model for light and how it interacts with matter, or in our case the scene, is given by quantum electrodynamics. This model is usually considered too detailed for rendering typical computer graphics scenes and simpler models are used in its stead. Here we use the geometric optics model, which can be summarized using the following assumptions:

1. Objects in the scene can emit, reflect, transmit and/or absorb light.

2. Light travels in straight lines in a medium with a constant index of refraction.

3. Light moves with infinite speed. In other words, light reaches its destination instantly.

4. Light is not affected by external factors such as magnetic fields.

Beyond the assumptions made by geometric optics, we also assume that light does not interact with the medium it travels through. As a consequence, emission, reflection, transmission and absorption can only happen at the surfaces of the objects in the scene.

Due to its simplicity, we can’t use the geometric optics model to simulate all the lighting effects we are able to perceive in the real world. A comparison of the different mathematical models for light and the effects they are able to simulate can be found in Chapter 1.5 of Robust Monte Carlo Methods for Light Transport Simulation by Veach [1998]. Refer to QED: The Strange Theory of Light and Matter by Feynman [2006] for an intuitive introduction to quantum electrodynamics.

This chapter is largely based on Chapters 3 and 8 in Robust Monte Carlo Methods for Light Transport Simulation by Veach [1998], which provide a measure-theoretic treatment of light transport theory. For a introduction to light transport theory, refer to Chapter 2 in the second edition of Advanced Global Illumination by Dutre et al. [2006].
4.1 Domains and measures

Before we can develop a model for how light interacts with the scene, we need to define what a scene is. We also need a formal way to describe a set of directions.

The scene. Similarly to Veach [1998, Chapter 3.1] we represent the scene $\mathcal{M} \subset \mathbb{R}^3$ as the finite union

$$\mathcal{M} = \bigcup_{i=1}^{N} S_i,$$

where each $S_i$ is a surface. Formally, a surface is a piecewise differentiable closed two-dimensional manifold. For our purposes it is sufficient to consider a surface as a mesh of polygons that form tight seals on any shared edges. Note that this definition does not permit any solid objects, as the scene always consists of two-dimensional surfaces. In practice, we achieve the illusion of solid objects by using their shells when defining the scene.

We define the surface area measure $A$ on $\mathbb{R}^3$ to be the two-dimensional Hausdorff measure $\mathcal{H}^2$ [Morgan, 2008, Chapter 2.3]$^1$. We can use $A$ to measure the area of any surface patch in $\mathcal{M}$, but more importantly, we use it to express integrals of the form

$$\int_{\mathcal{M}} f(x) \, dA(x) = \int_{\mathcal{M}} f(x) \, d\mathcal{H}^2(x)$$

that integrate a function $f$ over all the surfaces in the scene.

Directions. We represent directions as unit vectors $\omega \in S^2$, where $S^2$ is the unit sphere $\mathbb{R}^3$. We express the direction of a point $x \in \mathcal{M}$ as seen from $x' \in \mathcal{M}$ using the notation

$$\omega(x' \rightarrow x) = \frac{x' - x}{\|x' - x\|}.$$

Since each surface is differentiable, we can derive a surface normal $N(x)$ for any point $x \in \mathcal{M}$. We use this normal to define the set $H^+(x)$ of directions above the surface as

$$H^+(x) = \{\omega \in S^2 \mid \omega \cdot N(x) > 0\}.$$

Similarly, the set of directions below the surface

$$H^-(x) = \{\omega \in S^2 \mid \omega \cdot N(x) < 0\}.$$

$^1$See Appendix A.1 for details.
Geometrically, these sets are the hemispheres resulting from slicing the unit sphere centred on $x$ in half using the tangent plane defined by $N(x)$. We refer to $H^+(x)$ as the upper hemisphere and to $H^-(x)$ as the lower hemisphere.

We extend the concept of an angle to a set of directions $\Omega \subset S^2$. The solid angle of $\Omega$ is expressed in steradians (sr) and is defined to be the area of $\Omega$ on the sphere. Formally, we measure solid angles using $H^2$ on $S^2$ and use the notation

$$\sigma(\Omega) = H^2(\Omega).$$

As we can uniquely define a direction using two points, it is often useful to consider the solid angle subtended by a set $D \in \mathcal{M}$ as seen from a point $x \in \mathbb{R}^3$. In this case, we measure the solid angle using $\sigma$ on the projection $\Omega$ of $D$ onto the unit sphere centred on $x$. Provided that every point in $D$ is visible to $x$, Dutre et al. [2006, Appendix B.4] establish the relationship

$$\int_D f(\omega) \, d\sigma(\omega) = \int_{\Omega} f(\omega(x' \rightarrow x)) \frac{|N(x) \cdot \omega(x' \rightarrow x)|}{\|x' - x\|^2} \, dA(x'),$$

which allows us to convert between the two representations of the directions in $\Omega$ using the Radon-Nikodym derivative\(^2\)

$$\frac{dA(x')}{d\sigma(\omega)} = \frac{|N(x) \cdot \omega(x' \rightarrow x)|}{\|x' - x\|^2}.$$

Consider the case where $\Omega$ is a set of directions at a point $x \in \mathcal{M}$, such that either $\Omega \subset H^+(x)$ or $\Omega \subset H^-(x)$, but not both. In this case, we often talk about the projected solid angle of $\Omega$. Intuitively, the projected solid angle is the area we get if we project $\Omega$ onto the tangent plane. Formally, we define a measure for the projected solid angle of $\Omega$ as

$$\sigma^\perp_{x}(\Omega) = \int_{\Omega} |\omega \cdot N(x)| \, d\sigma(\omega).$$

From this we see that

$$\frac{d\sigma(\omega)}{d\sigma^\perp_{x}(\omega)} = |\omega \cdot N(x)|.$$

Similarly, given a direction $\omega$ the projected area of a region $D \in \mathcal{M}$ is the area we get if we project $D$ to a plane perpendicular to $\omega$. Formally, we define a measure for the projected area as

$$A^\perp_{\omega}(D) = \int_{D} |\omega \cdot N(x)| \, dA(x),$$

---

\(^2\)A measure-theoretic generalization of a derivative. See Appendix A.1 for details.
Figure 6: The relationship between radiometric quantities. Here, the $\Phi$ measures radiant power of the stream of photons that pass through the surface. The irradiance $E(x)$ measures how much power passes through an infinitesimal patch $dx$ around the point $x$. The radiance $L(x, \omega)$ restricts this even further and measures the power coming from photons that pass through $dx^\perp$ (the projection of $dx$ that is perpendicular to $\omega$) and whose trajectories are contained within the infinitesimal cone $d\omega$ around the direction $\omega$.

which implies

$$\frac{dA(x)}{dA^\perp(x)} = |\omega \cdot N(x)|.$$

4.2 Radiometric quantities

We express light transport theory in terms of radiometric quantities, which were developed to measure electromagnetic radiation. A special case of these quantities are the photometric quantities, which are specific to the visible spectrum of electromagnetic radiation. Here we only cover the more general radiometric quantities, see Figure 6 for an overview.

Radiant energy and power. In quantum electrodynamics light is made up of photons, tiny particles that carry a small amount of energy expressed in Joules. The energy of a photon depends on its wavelength, which also defines its colour. For a given region of the scene and a given time period, it is in theory possible to calculate how much radiant energy $Q$ it has received by simply summing up the energies carried by the photons that intersected with it.

In geometric optics, however, we have no such concept as a photon. Instead we assume that light is continuous in nature and model them with light rays. A light ray is uniquely defined by a point of origin on a surface in the scene, and a direction
vector. In other words, a light ray is an element in ray space

$$\mathcal{R} = \mathcal{M} \times S^2.$$ 

Veach [1998, Appendix 3.B.] shows that any function which plausibly models the energy carried by photons is also a well defined measure on

$$\mathbb{R} \times \mathcal{R},$$

where $\mathbb{R}$ represents time. As a consequence, we consider $Q$ to be a measure.

Radiant power $\Phi$ is the flow rate of radiant energy over time which we express in Watts ($J/s$). Formally,

$$\Phi = \frac{dQ(t)}{d\mu(t)},$$

where we use the Lebesgue measure $\mu$ to measure time in $\mathbb{R}$. For example, we can use $\Phi$ express the strength of a light bulb. Note that this does not specify the size of the light bulb or the directionality of the light it emits.

**Irradiance and radiosity.** Irradiance $E$ and radiosity $B$ both express radiant power per unit area. Irradiance describes how much radiant power arrives at a point while radiosity describes how much radiant power leaves from a point.

Formally,

$$E(x) = \frac{d\Phi(x)}{dA(x)} = B(x)$$

which we express in Watts per square meter ($W/m^2$).

We often make use of $E$ and $B$ when the light is not directional. For example, if every point on the light bulb evenly emits light in every direction, then $B(x)$ tells us exactly how bright the point $x$ on the light bulb appears.

**Radiance.** In order to represent light that is directional we need radiance $L(x, \omega)$, where $x$ is a point on a surface and $\omega$ is a direction. Informally, $L(x, \omega)$ tells us how much radiant power a small surface patch centred on $x$ receives from (or emits to) a small solid angle centred on $\omega$. Formally, radiance is radiant power per unit solid angle per unit area perpendicular to $\omega$. In other words,

$$L(x, \omega) = \frac{d^2\Phi(x, \omega)}{dA^\perp(x) d\sigma(\omega)}$$
and we express it in Watts per square meter per steradian \((W/(m^2sr))\). Intuitively, the projected area allows us to account for the fact that the solid angle spreads out if it hits the surface at grazing angles.

It is often useful to rewrite radiance with respect to projected solid angle. By applying the Radon-Nikodym derivates mentioned above, we see that

\[
L(x, \omega) = \frac{d^2\Phi(x, \omega)}{|\omega \cdot N(x)| dA(x) d\sigma(\omega)} = \frac{d^2\Phi(x, \omega)}{dA(x) d\sigma_x(\omega)}.
\]

Similarly to irradiance and radiosity, we also make the distinction between *incident* and *exitant* radiance. The incident radiance \(L^\rightarrow(x, \omega)\) measures how much radiance is arriving at \(x\) from the direction \(\omega\). Conversely, exitant radiance \(L^\leftarrow(x, \omega)\) measures how much radiance leaves from \(x\) in the direction \(\omega\). In order to simplify computations we consider \(\omega \in H^+(x)\) to be oriented away from \(x\) in both cases. For example, if \(x' \in M\) is the point closest to \(x \in M\) along the direction \(\omega\), we see that

\[
L^\rightarrow(x, \omega) = L^\leftarrow(x', -\omega)
\]

follows from our assumption that light does not interact with the medium it travels trough. In other words, *radiance remains constant along straight lines.*

**Representing colours.** The definitions above do not distinguish between photons of different wavelengths and can not model coloured light as such. This can be modelled using *spectral radiance* \(L_\lambda(x, \omega)\), which is radiance per unit wavelength. More precisely,

\[
L_\lambda(x, \omega) = \frac{dL(x, \omega)}{d\mu(\lambda)}
\]

where the wavelength \(\lambda\) is a positive real number and \(\mu\) is the Lebesgue measure on \(\mathbb{R}\).

In computer graphics it is sufficient if our model is able to represent the colours a human eye can perceive. This can be achieved by only considering the spectral radiance for a finite amount of wavelengths [Akenine-Möller et al., 2008, Chapter 7.3], although some effects such as dispersion through a prism cannot be modelled without considering the full spectrum. Commonly only three wavelengths are used which correspond to the colours red, green and blue (RGB). In the remainder of this thesis we often use the term *radiance* \(L(x, \omega)\), when in fact we are referring to a vector

\[
[L_{\lambda r}(x, \omega), L_{\lambda g}(x, \omega), L_{\lambda b}(x, \omega)]^T
\]

of RGB spectral radiances.
4.3 Surface interactions

Because of our assumptions, light interactions only happen at the surfaces of the scene. With the help of the radiometric quantities we now form a mathematical model for these interactions.

Emission. We say that a region in the scene emits light if generates radiant energy and we consider these regions to be our light sources. Formally, we model emission as a function \(^3\)

\[ L_e^\rightarrow : \mathcal{M} \times S^2 \rightarrow [0, \infty], \]

which allows us to express how much radiance any point in the scene emits in any direction.

In this thesis we only work with diffuse emitters. A diffuse emitter is a region \(D \in \mathcal{M}\) such that

\[ L_e^\rightarrow (x, \omega) = \begin{cases} L(x) & \text{if } \omega \in H^+(x) \\ 0 & \text{otherwise} \end{cases} \]

for every point \(x \in D\), where \(L(x)\) is some positive number. In other words, a diffuse emitter is a region of points that emit light evenly over their outgoing hemispheres.

In this thesis we use two different types of diffuse emitters to represent our light sources: point lights and area lights. A point light is a diffuse emitter where \(D\) is a singleton set consisting of a single point \(x \in \mathcal{M}\). An area light is a diffuse emitter which emits the same radiance from every point. That is, for every point \(x\) in \(D\) we let \(L(x) = L_D\) for some positive number \(L_D\).

Reflectance and absorption. For opaque surfaces that do not transmit light it is useful to model reflection and absorption using the same mathematical concept. Nicodemus [1965] introduced the bidirectional reflectance distribution function (BRDF) \(f_x^r\), which represents these two phenomena for a point \(x \in \mathcal{M}\). Specifically, \(f_x^r\) is the ratio between the differential exitant radiance and the differential irradiance

\[ dE(x, \omega_i) = L^\rightarrow (x, \omega_i) d\sigma^\perp_x (\omega_i) \]

cau sed by a differential projected solid angle centred on a direction \(\omega_i\). In other words, we can relate the incident radiance from \(\omega_i\) and differential exitant radiance

\(^3\)If we want to represent colours a more accurate definition would be \(L_e^\rightarrow : \mathcal{M} \times S^2 \rightarrow [0, \infty]^3\), which expresses emission in terms of RGB spectral radiances.
towards $\omega_o$ by
\[ dL^-(x, \omega_o) = f^r_x(\omega_i, \omega_o) L^r(x, \omega_i) \, d\sigma^\perp_x(\omega_i). \]
We form an expression for the total exitant radiance $L^+(x, \omega_o)$ by integrating this expression over the hemisphere. This results in the reflectance equation
\[ L^+(x, \omega_o) = \int_{H^+(x)} f^r_x(\omega_i, \omega_o) L^r(x, \omega_i) \, d\sigma^\perp_x(\omega_i). \]
[Nicodemus, 1965]. Since the BRDF is used to model reflectances, both $\omega_i$ and $\omega_o$ are in the same hemisphere $H^+(x)$.

**Transmittance.** Transmission can be modelled the same way as reflectance using a bidirectional transmission distribution function (BTDF). In this case the outgoing $\omega_o$ is always in the hemisphere which is opposite of the one $\omega_i$ is in. Sometimes it is useful to combine the BRDF and the BTDF into a single function that describes all the possible scattering events. This combined functions is often referred to as the bidirectional scattering distribution function (BSDF). We will not discuss transmission in further detail here, but refer the interested reader to Chapter 3.6 in Robust Monte Carlo Methods for Light Transport Simulation by Veach [1998].

**Properties of the BRDF.** Physically plausible BRDFs should at least satisfy two basic properties. The first is Helmholtz reciprocity, which means that reversing the direction of the light does not change the value of the BRDF. More precisely
\[ f^r_x(\omega_a, \omega_b) = f^r_x(\omega_b, \omega_a), \]
for every $\omega_a \in H^+(x)$ and $\omega_b \in H^+(x)$. The second is that the BRDF should be energy conserving. Intuitively this means that a surface should not be able to reflect more light than it receives. Formally we express this as
\[ \int_{H^+(x)} f^r_x(\omega_i, \omega_o) \, d\sigma^\perp_x(\omega_o) \leq 1, \]
for every $\omega_i \in H^+(x)$.

**Diffuse BRDFs.** A diffuse BRDF is used to model materials that reflect light evenly over the upper hemisphere, such as cloth or concrete. Informally, the appearance of these materials does not change when you view them from different
directions. Formally, a diffuse BRDF is defined as

\[ f^r_\mathbf{x}(\omega_i, \omega_o) = \frac{c}{\pi}, \]

for some constant \( c \in [0, 1] \). Since

\[ \int_{\mathcal{H}_+^+(\mathbf{x})} d\sigma_\mathbf{x}^+(\omega_o) = \sigma_\mathbf{x}^+(\mathcal{H}_+^+(\mathbf{x})) = \pi, \]

we divide by \( \pi \) to ensure that the BRDF is energy conserving.

**Blinn-Phong BRDF.** Many physical materials cannot be accurately modelled using a diffuse BRDF as their appearance does change when you view them from different directions. One important contributing factor for this phenomenon is that the highlights change with the viewing direction. This becomes evident when you consider the fact that a highlight is a distortion of a perfect reflection. Because of this glossy BRDFs, that are able to simulate highlights, can model a wider range of physical materials than diffuse BRDFs.

The Blinn-Phong BRDF is a glossy BRDF that was first presented by Blinn [1977]. Here we use an energy conserving form of the BRDF which can be found in Chapter 7.6 of the third edition of *Real-Time Rendering* [Akenine-Möller et al., 2008]. Formally, we define the BRDF as

\[ f^r_\mathbf{x}(\omega_i, \omega_o) = c_s \frac{s + \frac{8}{8\pi} \max(0, h \cdot N(\mathbf{x}))^s}{\pi} + \frac{c_d}{\pi} \]

where

\[ h = \frac{\omega_i + \omega_o}{\|\omega_i + \omega_o\|} \]

is the half vector that defines where the surface normal should be to perfectly reflect light between \( \omega_o \) and \( \omega_i \), see Figure 7. We see that this BRDF is in fact a linear
combination of a diffuse component and a component that models the glossy highlight. The relative strengths of these components are determined by the constants $c_s \in [0, 1]$ and $c_d \in [0, 1]$ that satisfy $c_s + c_d \leq 1$.

We gain intuition for the glossy component by noting that the dot product determines where the highlights appear as it measures how similar the surface normal is to the half vector. In turn, the exponent $s$ determines how large the highlights are.

**Microfacet theory.** A physically based model for surfaces is given by microfacet theory, which assumes that each surface consists of a collection of small mirrors. In this setting, the value of the BRDF is the fraction of the mirrors which reflect light perfectly from the incoming direction to the outgoing direction. Cook and Torrance [1982] formulate a BRDF based on microfacet theory that is able to account for more physical phenomena than the Blinn-Phong BRDF presented here.

### 4.4 The rendering equation

The lighting we are able experience is always in a steady-state configuration, or equilibrium. When we interact with the scene, for example by switching a light source on or off, the lighting almost immediately reaches equilibrium since photons travels so much faster than what we can perceive. Under our assumptions equilibrium is achieved immediately after a change has been made, since all rays of light reach their destinations instantly.

We represent the equilibrium configuration using exitant radiance $L^\rightarrow(\mathbf{x}, \omega)$ over all points $\mathbf{x} \in \mathcal{M}$ and all directions $\omega \in \mathbb{S}^2$. We can express incident radiance in terms of exitant radiance by

$$L^\leftarrow(\mathbf{x}, \omega) = L^\rightarrow(r(\mathbf{x}, \omega), -\omega)$$

where $r : \mathcal{M} \times \mathbb{S}^2 \rightarrow \mathcal{M}$,

$$r(\mathbf{x}, \omega) = \mathbf{x} + \omega \min\{t \in [0, \infty) \mid \mathbf{x} + t\omega \in \mathcal{M}\}$$

is the ray casting function that returns the point in $\mathcal{M}$ that is closest to $\mathbf{x}$ along the direction $\omega$.

**Hemispherical formulation.** The first mathematical formulation for the rendering equation was simultaneously presented by Kajiya [1986] and Immel et al.
This formulation expresses equilibrium radiance using the recursive integral equation

\[
L^\rightarrow(x, \omega_o) = L^\rightarrow_e(x, \omega_o) + \int_{H^+(x)} f^r_x(\omega_i, \omega_o) L^\rightarrow(x, \omega_i) \, d\sigma^+_{\times}(\omega_i)
\]

which boils down to the statement that the exitant radiance is the sum of the reflected radiance and the emitted radiance. Note that we cannot evaluate this integral directly, as the equilibrium radiance \(L^\rightarrow\) occurs on both the left and the right hand side.

**Operator formulation.** We use the reflectance equation to define the light transport operator \(T\) that maps a function \(L^\rightarrow : M \times S^2 \rightarrow [0, \infty]\) describing exitant radiance in a scene to another function \(TL^\rightarrow : M \times S^2 \rightarrow [0, \infty]\) that models the exitant radiance caused by reflecting \(L^\rightarrow\) off the surfaces in the scene [Veach, 1998, Chapter 4.4]. For example, if \(L^\rightarrow\) models the direct light emitted from the light sources in the scene, then \(TL^\rightarrow\) models the resulting indirect light that reflects off the surfaces. More precisely,

\[
TL^\rightarrow(x, \omega) = \int_{H^+(x)} f^r_x(\omega_i, \omega) L^\rightarrow(r(x, \omega_i), -\omega_i) \, d\sigma^+_{\times}(\omega_i).
\]

Using this operator, we write the rendering equation in the compact form

\[
L^\rightarrow(x, \omega_o) = L^\rightarrow_e(x, \omega_o) + TL^\rightarrow(x, \omega_o).
\]

**Area formulation.** The rendering equation can also be expressed as an integral over the visible surfaces. More precisely, we express the integral above with respect to the surface area measure with the help of the Radon-Nikodym derivatives defined
in 4.1. In other words,

\[ L^\to(x, \omega_o) = L^\to_e(x, \omega_o) + \int_{H^+(x)} f^\to_x(\omega_i, \omega_o) L^\to_e(x, \omega_i) \, d\sigma^+_x(\omega_i) \]

\[ = L^\to_e(x, \omega_o) + \int_{H^+(x)} f^\to_x(\omega_i, \omega_o) L^\to_e(x, \omega_i) |N(x) \cdot \omega_i| \, d\sigma(\omega_i) \]

\[ = L^\to_e(x, \omega_o) + \int_{V_x} f^\to_x(\omega_i, \omega_o) L^\to_e(x', \omega(x \rightarrow x')) \]

\[ \frac{|N(x) \cdot \omega(x \rightarrow x')||N(x') \cdot \omega(x' \rightarrow x)|}{\|x' - x\|^2} \, dA(x') \]

where \( V_x \subset M \) are the surfaces which are visible from \( x \). We phrase this as an integral over all of \( M \) using a visibility function \( V : M \times M \rightarrow \{0, 1\} \), where

\[ V(x \leftrightarrow x') = \begin{cases} 
1 & \text{if } x \text{ and } x' \text{ are mutually visible} \\
0 & \text{otherwise.}
\end{cases} \]

If we combine the derivatives with the visibility function into a single geometry term \( G(x \leftrightarrow x') \), where

\[ G(x \leftrightarrow x') = V(x \leftrightarrow x') \frac{|N(x) \cdot \omega(x \rightarrow x')||N(x') \cdot \omega(x' \rightarrow x)|}{\|x' - x\|^2} , \]

we are able to express the rendering equation in the more compact form

\[ L^\to(x, \omega_o) = L^\to_e(x, \omega_o) + \int_M f^\to_x(\omega_i, \omega_o) L^\to_e(x', \omega(x' \rightarrow x)) G(x \leftrightarrow x') \, dA(x') . \]

**The measurement equation.** When rendering a picture we are only interested in the equilibrium radiance that falls on one of our sensors. In fact, we only care about the sensor response to that radiance. We consider our sensors to be a part of the scene and for one of the sensors \( C \subset M \) we use the function

\[ W : M \times S^2 \rightarrow [0, \infty] \]

to model how large the sensor response is to incident radiance from any direction at any point in \( M \). Clearly \( W(x, \omega) = 0 \) if \( x \) is not in \( C \), although the exact definition of \( W \) depends on the mathematical model we choose for our camera.
We now express the sensor response to the equilibrium radiance using the measurement equation

\[ I = \int_{M \times S^2} W(x, \omega) L^r(x, \omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ = \int_{M \times S^2} W(x, \omega) L^\rightarrow(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x). \]

In fact, this is a mathematical formulation of the rendering problem. In order to render a picture we need to be able to evaluate or approximate this integral.

**Neumann series.** Note that we can recursively expand the measurement equation using the light transport operator. More precisely,

\[ I = \int_{M \times S^2} W(x, \omega) L^\rightarrow(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ = \int_{M \times S^2} W(x, \omega) L^\rightarrow_e(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ + \int_{M \times S^2} W(x, \omega) TL^\rightarrow(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ = \int_{M \times S^2} W(x, \omega) L^\rightarrow_e(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ + \int_{M \times S^2} W(x, \omega) TL^\rightarrow_e(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ + \int_{M \times S^2} W(x, \omega) T^2L^\rightarrow_e(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

\[ \ldots \]

Veach [1998, Appendix 4.B] shows that for physical scenes, the last term in the expansion (that contains the equilibrium radiance \( L^\rightarrow(r(x, \omega), -\omega) \)) eventually diminishes after the light transport operator has been applied multiple times. Based on this, it can be shown that the Neumann series [Taylor and Lay, 1986, Chapter 4.11]

\[ \sum_{i=0}^{\infty} \int_{M \times S^2} W(x, \omega) T^i L^\rightarrow_e(r(x, \omega), -\omega) \, d\sigma^\perp_x(\omega) \, dA(x) \]

converges to the value \( I \) of the measurement equation. Intuitively, this means that you can form a physically correct picture by adding together the sensor response
to different kinds of light. That is, light that directly reaches the sensor from the
light sources, light that reaches the sensor after reflecting once off the surfaces in
the scene, light that reaches the sensor after reflecting twice off the surfaces, and so
on.

### 4.5 Path integral formulation

Veach [1998, Chapter 8] presents an alternative formulation of the measurement
equation that doesn’t include the recursive integral from the rendering equation.
Using this formulation we are able to express the response of a sensor $C \subset M$ as

$$I = \int_{\mathcal{P}} f(\bar{x}) \, dA(\bar{x}),$$

where $\mathcal{P}$ is the space of transport paths of all lengths, $A$ is a measure on $\mathcal{P}$ and $f$ is
the measurement contribution function. This formulation allows for a direct appli-
cation of Monte Carlo integration. It also provides intuition for variance reduction
techniques since it describes the light transport problem globally in contrast to the
rendering equation, which only expresses it in terms of local reflections. The rest of
this section follows Chapter 8 in *Robust Monte Carlo Methods for Light Transport
Simulation* by Veach [1998] and derives expressions for $f$, $\mathcal{P}$ and $A$.

**Three-point formulation.** The three-point formulation of the rendering equation
does not make use of directions, instead all quantities are expressed using points in
$M$. In this formulation, we express radiance as

$$L(x \rightarrow x') = L^\rightarrow(x, \omega(x \rightarrow x'))$$
$$L(x \leftarrow x') = L^\leftarrow(x, \omega(x \rightarrow x')),$$

which clearly distinguishes incident and exitant radiance using the direction of the
arrow. Similarly, the BRDF can be rewritten as

$$f^\rightarrow(x \rightarrow x' \rightarrow x'') = f_x^\rightarrow(\omega(x' \rightarrow x), \omega(x' \rightarrow x'')).$$

We express the rendering equation in the desired form by substituting the expressions
above into the area formulation. In other words,

$$L(x' \rightarrow x'') = L_e(x' \rightarrow x'') + \int_{\mathcal{M}} f^\rightarrow(x \rightarrow x' \rightarrow x'') L(x \rightarrow x') G(x \leftrightarrow x') \, dA(x).$$
We also write the measurement equation in the three-point formulation by expressing it with respect to the surface area measure. More precisely,

\[
I = \int_{\mathcal{M} \times \mathcal{M}} W(x \to x') L(x \leftarrow x') G(x \leftrightarrow x') \, dA(x') \, dA(x),
\]

where \( W(x \to x') = W(x, \omega(x \to x')) \).

**Path space.** A transport path \( \bar{x} \) of length \( k \) is a \( k \)-tuple of points \( (x_1, \ldots, x_k) \in \mathcal{M}^k \). We see that \( \bar{x} \) may cause a sensor response if \( W(x_k \to x_{k-1}) > 0 \), \( L_e(x_2 \leftarrow x_1) > 0 \) and all adjacent points in the path are mutually visible. Let \( \mathcal{P}^k = \mathcal{M}^k \) be the set of all transport paths of length \( k \). We define a measure \( \mathcal{A}^k \) on \( \mathcal{P}^k \) as the product measure

\[
\mathcal{A}^k = \mathcal{A} \times \cdots \times \mathcal{A} \text{ (} k \text{ times)}.
\]

We define path space \( \mathcal{P} \) as the countably infinite union

\[
\mathcal{P} = \bigcup_{k=1}^{\infty} \mathcal{P}^k.
\]

We also extend \( \mathcal{A}^k \) to define the product area measure \( \mathcal{A} \) on \( \mathcal{P} \), where

\[
\mathcal{A}(D) = \sum_{k=1}^{\infty} \mathcal{A}^k(\mathcal{P}^k \cap D)
\]

for all measurable sets \( D \subset \mathcal{P} \). Now consider the integral

\[
J = \int_{\mathcal{P}} f(\bar{x}) \, d\mathcal{A}(\bar{x}).
\]

Since we can express \( \mathcal{P} \) as a union of disjoint sets \( \mathcal{P}^k \), we see that

\[
J = \int_{\bigcup_{k=1}^{\infty} \mathcal{P}^k} f(\bar{x}) \, d\mathcal{A}(\bar{x}) = \sum_{k=1}^{\infty} \int_{\mathcal{P}^k} f(\bar{x}) \, d\mathcal{A}(\bar{x}) = \sum_{k=1}^{\infty} \int_{\mathcal{P}^k} f(\bar{x}) \, d\mathcal{A}^k(\bar{x}).
\]

The last step relies on the fact that \( \mathcal{A}(D) = \mathcal{A}^k(D) \) for all measurable sets \( D \subset \mathcal{P}^k \).

**Measurement contribution function.** We find an expression for the measurement contribution function by rewriting the Neumann series expansion of the measurement equation as an integral over \( \mathcal{P} \) with respect to the product area measure.
A. In other words,

\[ I = \sum_{k=2}^{\infty} \int_{P_k} L(x_2 \leftarrow x_1) G(x_1 \leftrightarrow x_2) \prod_{i=2}^{k-1} f^r(x_{i-1} \rightarrow x_i \rightarrow x_{i+1}) G(x_i \leftrightarrow x_{i+1}) W(x_k \rightarrow x_{k-1}) d\mathcal{A}(x_1, \ldots, x_k). \]

We now define the measurement contribution function \( f \) as

\[
\begin{cases} 
0 & \text{if } \bar{x} \in P^1 \\
 f^k(\bar{x}) & \text{if } \bar{x} \in P^k \text{ for } k > 1,
\end{cases}
\]

where

\[
f^k(\bar{x}) = L(x_2 \leftarrow x_1) G(x_1 \leftrightarrow x_2) \prod_{i=2}^{k-1} f^r(x_{i-1} \rightarrow x_i \rightarrow x_{i+1}) G(x_i \leftrightarrow x_{i+1}) W(x_k \rightarrow x_{k-1}).
\]

Using this definition of \( f \), we now express the measurement equation in the desired form

\[ I = \int_{P} f(\bar{x}) d\mathcal{A}(\bar{x}). \]

5 Rendering algorithms

As we mentioned in Chapter 4, rendering involves finding out how much light falls on a sensor. As the name implies, rendering algorithms simulate the light which
falls on the sensor. Mathematically, these algorithms estimate the measurement equation, which was also described in Chapter 4.

In this thesis, we focus on algorithms that employ Monte Carlo integration. In this context bias is systematic error in the image, which is perceived as missing effects such as missing indirect illumination. Variance is perceived as noise in the image. See Figure 8 for an example.

Here we introduce two well-known unbiased and consistent rendering algorithms. Informally, given enough samples these algorithms produce physically correct images. For a treatment of a wider selection of unbiased rendering algorithms, refer to the second edition of *Advanced Global Illumination* by Dutre et al. [2006].

### 5.1 Evaluating visibility

All three formulations of the measurement equation (and consequently the rendering equation) contain a term that describes visibility. In the area and path formulations visibility is accounted for explicitly using the visibility function $V : \mathcal{M} \times \mathcal{M} \rightarrow \{0, 1\}$. The ray casting function $r : \mathcal{M} \times S^2 \rightarrow \mathcal{M}$ implicitly accounts for visibility in the hemispherical formulation of the rendering equation, since

\[
V(x \leftrightarrow x') = \begin{cases} 
1 & \text{if } r(x, \omega(x \rightarrow x')) = x', \\
0 & \text{otherwise}. 
\end{cases}
\]

Here we describe two common approaches to algorithmically evaluate the ray casting function: *ray casting* [Appel, 1968] and *rasterisation* [Bouknight, 1970]. We limit our discussion to scenes which consist of polygonal meshes. Note that ray casting algorithms can be devised for other scene representations as well, for example implicit surfaces [Kalra and Barr, 1989] or fully volumetric representations [Levoy, 1990].

**Ray casting.** As the name implies, ray casting algorithms directly evaluate the ray casting function. A naive implementation the ray casting function $r(x, \omega)$ would intersect the ray against all polygons in the scene. More efficient algorithms exclude large groups of polygons from future processing using conservative intersection tests.

---

4Strictly speaking, the algorithms described in this chapter do not estimate the full measurement equation as they do not account for very direct light that travels directly from a light source to a sensor without any intermediate bounces. Even though the algorithms can be extended to account for this effect in a straightforward fashion, we choose to omit it in favour of clarity of presentation.
Table 1: Comparison of hardware accelerated rasterisation and GPU-based ray casting in the context of resolving the surfaces which are visible to the camera. Both algorithms estimate this by evaluating the ray casting function at every pixel in a frame with the resolution $1920 \times 1080$. The table shows the number of frames each algorithm is able to deliver per second in four different scenes. The ray casting algorithm and scenes are both identical to the ones used by Aila et al. [2012] and the tests were performed on a NVIDIA GTX 680 GPU.


As seen above, we can use a ray casting algorithm to implement the visibility function $V(x \leftrightarrow x')$. That said, $V(x \leftrightarrow x')$ is better implemented with a more efficient algorithm which is able to return 0 as soon as it finds any occluding point in $M$ between $x$ and $x'$ along $\omega(x \rightarrow x')$. In contrast, if $V(x \leftrightarrow x')$ is implemented in terms of the ray casting function, then the resulting algorithm would unnecessarily find the closest point to $x$ along $\omega(x \rightarrow x')$.

**Rasterisation.** Rasterisation is the process of converting a continuous picture into a grid of points, or pixels. Together with a hidden surface removal algorithm we can use rasterisation to estimate the ray casting function, an operation which is accelerated with tailor-made hardware in modern GPUs. See Chapter 2 and 3 of the third edition of *Real-Time Rendering* by Akenine-Möller et al. [2008] for an overview of this type of hardware-accelerated rasterisation.

Given a region of directions $\Omega \subset S^2$ and a point of origin $x$, a rasterisation algorithm estimates the image $r(x, \Omega) \subset M$ of the ray casting function. This is achieved by splitting $\Omega$ into a grid of disjoint regions. All the directions within each region are assumed to map to the same point, which we find by evaluating the ray casting function for a single representative direction.

**Performance and bias.** Aila et al. [2012] analyse the performance characteristics of ray casting algorithms on modern GPUs. Under favourable conditions, for example when resolving the surfaces which are visible to a camera in the scene,
such algorithms can evaluate the ray casting function more than 400 million times per second. Under these conditions, ray casting is significantly slower than rasterisation. In Table 1 we compare the fastest ray casting algorithm described by Aila et al. against hardware accelerated rasterisation with the OpenGL application programming interface [Shreiner et al., 2013]. Note, however, that the performance of ray casting degrades gracefully when computing visibilities from multiple points of origin. In contrast, multiple points of origin have a more significant impact on rasterisation as the entire scene needs to be rasterised once for every point of origin. In spite of its performance, the use of rasterisation introduces bias to rendering algorithms as it only approximates the ray casting function. As a consequence, ray casting algorithms are a better fit for unbiased rendering.

5.2 Sampling points and directions

We consider the problem of sampling the points that make up a transport path. Suppose we want to sample a point on a specific polygon \( D \subset \mathcal{M} \), for example a sensor or a light source. If the polygon is a parallelogram, that is

\[
D = \{ o + a e_1 + b e_2 \mid a \in [0, 1], b \in [0, 1] \}
\]

for some vectors \( o, e_1, e_2 \in \mathbb{R}^3 \), then

\[
x = o + a e_1 + b e_2
\]

is an uniformly distributed point on \( D \) if \( a \) and \( b \) are i.i.d. outcomes from \( U_{[0,1]} \). One way to generate outcomes on an arbitrary polygon is to first sample from a parallelogram that surrounds it and then reject the outcomes that are outside the polygon. The outcomes are uniformly distributed on \( D \) with respect to the surface area measure \( A \). In other words, the PDF with respect to \( A \) satisfies

\[
p(x) = \frac{1}{A(D)}
\]

for all outcomes \( x \in D \).

Consider the case where we want to sample points on the surfaces which are visible to some point \( x \in \mathcal{M} \). One way to achieve this is by sampling a direction \( \omega \in H^+(x) \) and then using the ray casting function to find the point \( r(x, \omega) \). When constructing a transport path it is useful to importance sample the directions. As the incident radiance is still unknown to us, the best we can do is to sample from a distribution
Figure 9: An example of a base path (shown in black) and a transport path (shown in red) generated by forward path tracing. Note that every point on the base path forms a transport path of its own even though they are not explicitly highlighted.

which is as close to the BRDF as possible. If the BRDF is diffuse we want to sample directions from a distribution which is uniform with respect to the projected solid angle measure, in other words

\[ p(\omega) = \frac{1}{\sigma^\perp_\omega(H^+(x))} = \frac{1}{\pi} \]

for all directions \( \omega \in H^+(x) \). Shirley and Chiu [1997] present an algorithm that samples directions from this distribution by first sampling uniformly from the unit disk and then lifting the outcomes up to the hemisphere. The resulting directions need to be further rotated before they lie on \( H^+(x) \).

5.3 Forward path tracing

The forward path tracing algorithm was introduced by Kajiya [1986] as an unbiased method for estimating the hemispherical formulation of the rendering equation. Here we present the algorithm as an unbiased Monte Carlo estimator for the path integral form of the measurement equation.

The algorithm creates transport paths from base paths that it generates starting from points on the sensors. Each base path is recursively extended by sampling its next point from the surfaces which are visible from the current point. The base path is then converted into multiple transport paths. These transport paths are created by connecting every point on the base path to a point sampled on the light sources. See Figure 9 for an overview.
If we only consider light that reaches the camera through one or more intermediate bounces, we can use the definitions from Chapter 4.5 to write the path integral formulation of the measurement equation as the infinite sum
\[ \sum_{k=3}^{\infty} \int f(\bar{x}) \, dA^k(\bar{x}). \]

First we show how the algorithm forms a Monte Carlo estimate for the finite sum
\[ \sum_{k=3}^{\infty} \int f(\bar{x}) \, dA^k(\bar{x}), \]
which we then extend to the infinite case with the help of a technique called Russian roulette.

**Sampling paths.** In order to form a Monte Carlo estimator
\[ \hat{I}_N^k = \frac{1}{N} \sum_{i=1}^{N} \frac{f(x_1, \ldots, x_k)}{p(x_1, \ldots, x_k)} \]
for one of the terms
\[ \int_{pk} f(x_1, \ldots, x_k) \, dA^k(x_1, \ldots, x_k) \]
in the measurement equation, we need to sample transport paths \((x_1, \ldots, x_k)\) of length \(k\) and be able to evaluate the fraction
\[ \frac{f(x_1, \ldots, x_k)}{p(x_1, \ldots, x_k)} \]
for each transport path that we have sampled. The numerator is the measurement contribution function, which we know how to evaluate. The denominator is more problematic to evaluate as it requires us to express the probability density of the transport path with respect to the product area measure \(A^k\).

Recall that \(\bar{x}\) does not cause a sensor response unless \(x_1\) is on a light source, \(x_k\) is on the sensor and all adjacent points on the path are mutually visible. The forward path tracing algorithm tries to ensure this by sampling \(x_1\) on a light source and \(x_k\) on the sensor. The remaining points \(x_i\), where \(1 < i < k\), are sampled from the surfaces which are visible to \(x_{i+1}\).²

²It is often beneficial to sample \(x_{k-1}\) differently to account for the camera model. Ideally, \(x_{k-1}\) should be sampled from a random variable whose PDF with respect to \(A\) is proportional to \(W(x_k \rightarrow x_{k-1})\).
Using the sampling methods described in Chapter 5.2 above we have analytic expressions for the probability densities of \( x_1 \) and \( x_k \) with respect to the surface area measure \( A \). We also know the probability densities of the other points \( x_i \) with respect to the projected solid angle measure \( \sigma_{x_i+1}^\perp \). In order to express the joint probability density of the entire path with respect to the product area measure \( A^k \), we have to apply the Radon-Nikodým derivatives from Chapter 4. Formally, the probability density of \((x_1, \ldots, x_k)\) with respect to \( A^k \) is expressed

\[
p(x_1, \ldots, x_k) = p(x_1)p(x_k) \prod_{i=2}^{k-1} p(\omega(x_{i+1} \rightarrow x_i)) \frac{dA(x_i)}{d\sigma_{x_{i+1}}^\perp(\omega(x_{i+1} \rightarrow x_i))},
\]

where

\[
\frac{dA(x_i)}{d\sigma_{x_{i+1}}^\perp(\omega(x_{i+1} \rightarrow x_i))} = \frac{dA(x_i)}{d\sigma(\omega(x_{i+1} \rightarrow x_i))} \frac{d\sigma(\omega(x_{i+1} \rightarrow x_i))}{d\sigma_{x_{i+1}}^\perp(\omega(x_{i+1} \rightarrow x_i))} = \frac{|\nabla(x_{i+1}) \cdot \omega(x_{i+1} \rightarrow x_i)| |\nabla(x_i) \cdot \omega(x_i \rightarrow x_i)|}{||x_i - x_{i+1}||^2}.
\]

Recall that the numerator in the fraction is defined as

\[
f(x_1, \ldots, x_k) = f^k(x_1, \ldots, x_k)
= L_e(x_2 \leftarrow x_1) G(x_1 \leftrightarrow x_2)
\prod_{i=2}^{k-1} f^i(x_{i-1} \rightarrow x_i \rightarrow x_{i+1}) G(x_i \leftrightarrow x_{i+1}) W(x_k \rightarrow x_{k-1}).
\]

If we inspect the geometry terms, we see that

\[
G(x \leftrightarrow y) = V(x \leftrightarrow y) \frac{dA(y)}{d\sigma_x^\perp(\omega(x \rightarrow y))}
\]

where the Radon-Nikodym derivatives conveniently get cancelled out by identical factors in the denominator, with the notable exception of \( G(x_2 \leftrightarrow x_1) \). Due to the way we’ve sampled the points, we also know that the visibility term will evaluate to 1 between all point on the path, again with the exception of \( V(x_2 \leftrightarrow x_1) \). These properties are often exploited when implementing the algorithm. In order to preserve clarity we choose not to apply such optimizations in our description of forward path tracing.
Finite sums. In the finite case, we estimate each of the integrals in the sum with separate Monte Carlo estimators. More precisely, we estimate the sum of integrals

\[ \sum_{k=3}^{M} \int f(x_1, \ldots, x_k) \, dA^k(x_1, \ldots, x_k) \]

using the sum of estimators

\[ \sum_{k=3}^{M} \hat{I}_k^N = \sum_{k=3}^{M} \frac{1}{N} \sum_{i=1}^{N} f(x_1, \ldots, x_k) \frac{p(x_1, \ldots, x_k)}{p(x_1, \ldots, x_k)}. \]

The forward path tracing algorithm reduces computation by reusing the same base path to generate one transport path per estimator. First it generates the base path \((x_1, \ldots, x_{M-1})\), where \(x_{M-1}\) is on the sensor and the other points \(x_i\) are sampled from the surfaces which are visible to \(x_{i+1}\). After that it converts the base path into transport paths by attaching each suffix, \((x_j, \ldots, x_{M-1})\) for some \(1 < j < M\), from the base path to a point \(y_j\) that has been sampled on the light sources. After this we have \(M - 1\) transport paths of the form \((y_j, x_j, \ldots, y_{M-1})\). In fact, we have one path for each of the estimators in the sum.

Russian roulette. Russian roulette allows us to estimate infinite sums with a finite amount of computation without introducing bias. At its core, Russian roulette relies on the fact that

\[ E[X] = E[R(q, X)] \]

if we define

\[ R(q, X) = \begin{cases} \frac{1}{q}X & \text{with a probability of } q \\ 0 & \text{with a probability of } 1 - q. \end{cases} \]

Based on this, we see that

\[ \sum_{k=3}^{\infty} R(2^{-k+3}, \hat{I}_k^N) \]

is an unbiased estimate of the path integral formulation of the measurement equation. The variance of this estimator can be reduced by tweaking the values of \(q\) as described by Veach [1998, Chapter 10.4.1]. Algorithm 4 describes how to evaluate this estimate with a single light source \(D \subset \mathcal{M}\). The algorithm alternates between extending the base path and creating a new transport path, both of which are performed by the recursive function \textsc{estimateRadiance}. The lines 4 – 8 elucidate the term Russian roulette, as there is a 50% chance of terminating the procedure at
every recursion. This method ensures that the probability of surviving long enough to generate a path of length \( k \) is \( 2^{-k+3} \).

**Algorithm 4** Forward path tracing

1: function `estimateRadiance(o, x)`
2: \( y \leftarrow \text{samplePolygon}(D) \)
3: \( L \leftarrow \frac{L_r(y \rightarrow x)G(y \leftrightarrow x)f r'(y \rightarrow x \rightarrow o)}{\text{pdfArea}(y, D)} \)
4: \( rr \leftarrow \text{outcomeFrom}(U_{[0,1]}) \)
5: if \( rr \leq \frac{1}{2} \) then
6: \( \omega \leftarrow \text{sampleDirection}(H^+(x)) \)
7: \( x' \leftarrow r(x, \omega) \)
8: \( L \leftarrow L + 2 \frac{G(x \leftrightarrow x')fr'(x' \rightarrow x \rightarrow o)\text{estimateRadiance}(x', x)}{dA(x') \sigma^\perp_x(\omega) \text{pdfProjectedSolidAngle}(\omega, H^+(x))} \)
9: return \( L \)
10: for each sensor \( S \) do
11: \( i = 1 \) to \( N \) do
12: \( x \leftarrow \text{samplePolygon}(S) \)
13: \( \omega \leftarrow \text{sampleDirection}(H^+(x)) \)
14: \( x' \leftarrow r(x, \omega) \)
15: \( L \leftarrow G(x \leftrightarrow x')W(x \rightarrow x')\text{estimateRadiance}(x', x) \)
16: \( p \leftarrow \frac{dA(x')}{d\sigma^\perp_x(\omega)} \text{pdfProjectedSolidAngle}(\omega, H^+(x))\text{pdfArea}(x, S) \)
17: \( \text{measurement}[S] \leftarrow \text{measurement}[S] + \frac{1}{N} \frac{L}{p} \)

**Variance characteristics.** Forward path tracing produces unbiased estimates of the measurement equation. This means that the error in the images it produces will be in the form of variance. As the sensor response for each pixel is estimated using independently generated transport paths, the variance manifests as high frequency noise. Perceptually this noise is similar to film grain, see Figure 10 for an example.

### 5.4 Instant Radiosity

Instant Radiosity was introduced by Keller [1997] as an algorithm for estimating the hemispherical formulation of the measurement equation. In the original formulation, the algorithm makes use of rasterisation to resolve visibility which results in faster
computation times but also introduces bias. This formulation also relies on the
radiosity assumption, that all the surfaces in the scene are diffuse. This assumption
simplifies computation because the indirect light field can be simulated using diffuse
emitters. Here we present Instant Radiosity as an unbiased estimator for the full
measurement equation in the path integral formulation. In order to achieve this, we
do not make use of the radiosity assumption and use ray casting to resolve visibility.

The central idea behind Instant Radiosity is to represent the illumination in the scene
using virtual point lights (VPLs). After the VPLs have been placed, the image is
rendered using only their direct illumination. Without the radiosity assumption, we
cannot represent the indirect light field using diffuse emitters and talk about light
paths instead of VPLs. Formally, a light path is a collection of points \((y_1, \ldots, y_k)\),
where all adjacent points are mutually visible and \(y_1\) is on a light source. The
algorithm generates a transport path \((\tilde{y}, \tilde{x})\) by connecting a light path \(\tilde{y}\), to a
camera path \(\tilde{x}\). Since the final image is rendered using only direct illumination from
the light paths, each camera path contains exactly two points. Formally, a camera
path is a pair of points \((x_1, x_2)\) that are mutually visible, where \(x_2\) is on a sensor.

**Sampling paths.** Instant Radiosity generates camera paths by sampling a pair
of points \((x_1, x_2)\), such that \(x_2\) is on a sensor and \(x_1\) is on the surfaces visible to \(x_2\).
Since the camera paths can only contain two points, the algorithm is only able to
sample longer transport paths by increasing the length of the light paths. Similarly
to forward path tracing, it samples light paths by first generating base paths whose lengths are determined by Russian roulette. Unlike forward path tracing, each base path is generated by first sampling a point \( y_1 \) on the light sources, after which the other points \( y_i \) on the path are sampled from the surfaces visible to \( y_{i-1} \). The resulting base path contains multiple light paths defined by each of its prefixes.

Suppose we have generated a transport path \((\bar{y}, \bar{x})\) by deterministically connecting a camera path and a light path. If we want to use this path in an estimator for the path integral form of the measurement equation, we need to be able to evaluate the fraction

\[
\frac{f(\bar{y}, \bar{x})}{p(\bar{y}, \bar{x})},
\]

where \( f \) is the familiar measurement contribution function. Like with forward path tracing we’re faced with the problem of evaluating the probability density of the transport path with respect to the product area measure \( A \). If we already know the probability density of \( \bar{x} \) and \( \bar{y} \) with respect to \( A \), we use the fact that \( \bar{x} \) and \( \bar{y} \) have been independently sampled to express \( p(\bar{y}, \bar{x}) \) as the product \( p(\bar{y})p(\bar{x}) \).

Using the same reasoning as in the forward path tracing section, we see that the probability density of a light path of length \( k \) with respect to \( A \) is

\[
p(\bar{y}) = p(y_1) \prod_{i=2}^{k} p(\omega(y_{i-1} \rightarrow y_i)) \frac{dA(y_i)}{d\sigma_{y_{i-1}}(\omega(y_{i-1} \rightarrow y_i))},
\]

and the probability density of a camera path with respect to \( A \) is

\[
p(\bar{x}) = p(x_2)p(\omega(x_2 \rightarrow x_1)) \frac{dA(x_1)}{d\sigma_{x_2}(\omega(x_2 \rightarrow x_1))}.
\]

In contrast to forward path tracing, where each sensor generates independent transport paths, Instant Radiosity saves computation by sharing the light path between all sensors. Algorithm 5 describes this process in detail for the case where the scene is illuminated by one light source \( D \subset \mathcal{M} \). At a high level, the algorithm first creates a base path whose prefixes defines a set of light paths. It then generates one camera path per sensor from and constructs a set of transport paths by connecting each camera path to every light path. This process is repeated until enough light transport paths have been generated. The function \textsc{GenerateLightPaths} generates a base path whose length is determined using Russian roulette. If we analyse the function, we see that the probability of generating a base path of length \( k \) is \( 2^{-k+1} \) and that the radiance is also scaled appropriately.
Algorithm 5 Instant Radiosity

1: function \textsc{vplRadiance}(l, x)
2:     \textbf{if} \ l.x \in D \ \textbf{then}
3:         \textbf{return} \ L_e(l.x \rightarrow x)
4:     \textbf{return} \ f^r(l.x' \rightarrow l.x \rightarrow x)G(l.x' \leftrightarrow l.x)l.L
5: function \textsc{generateLightPaths}()
6:     \mathbb{L} \leftarrow \emptyset
7:     l.x \leftarrow \textsc{samplePolygon}(D)
8:     l.p \leftarrow \textsc{pdfArea}(l.x, D)
9: \textbf{loop}
10:     \mathbb{L} \leftarrow \mathbb{L} \cup \{l\}
11:     rr \leftarrow \textsc{outcomeFrom}(\mathcal{U}_{[0,1]})
12:     \textbf{if} \ rr > \frac{1}{2} \ \textbf{then}
13:         \textbf{return} \ \mathbb{L}
14:     \omega \leftarrow \textsc{sampleDirection}(H^+(l.x))
15:     l'.x \leftarrow r(l.x, \omega)
16:     l'.x' \leftarrow l.x
17:     l'.p \leftarrow \textsc{pdfProjectedSolidAngle}(\omega, H^+(l.x))\frac{dA(l'.x)}{d\sigma_{l.x}(\omega)}l.p
18:     l'.L \leftarrow 2 \textsc{vplRadiance}(l, l'.x)
19:     l \leftarrow l'
20: \textbf{for} \ i = 1 \ \textbf{to} \ N \ \textbf{do}
21:     \mathbb{L} \leftarrow \textsc{generateLightPaths}()
22: \textbf{for} \ \text{each sensor} \ S \ \textbf{do}
23:     x \leftarrow \textsc{samplePolygon}(S)
24:     p \leftarrow \textsc{pdfArea}(x, S)
25:     \omega \leftarrow \textsc{sampleDirection}(H^+(x))
26:     x' \leftarrow r(x, \omega)
27:     p' \leftarrow \textsc{pdfProjectedSolidAngle}(\omega, H^+(x))\frac{dA(x')}{d\sigma_{x}(\omega)}p
28: \textbf{for} \ \text{each} \ l \ \text{in} \ \mathbb{L} \ \textbf{do}
29:     L \leftarrow W(x \rightarrow x')G(x \leftrightarrow x')f^r(l.x \rightarrow x \rightarrow x)
30:         \quad \quad \quad \quad \quad \quad \quad <G(x' \leftrightarrow l.x)\textsc{vplRadiance}(l, x')
31:     \text{measurement}[S] \leftarrow \text{measurement}[S] + \frac{1}{Npl.p}L
Variance characteristics. Similarly to forward path tracing, Instant Radiosity does not produce images with systematic bias and the error it produces is in the form of variance. In contrast to forward path tracing, Instant Radiosity uses heavily correlated paths for all the sensors and as a consequence the variance manifests as low frequency noise. In other words, the error is spread out over large areas of the image. However, low frequency noise is clearly noticeable when rendering image sequences, since it causes large regions of the image to change appearance between frames. Informally, this is perceived as a "flickering"-effect.

Another consequence of the sampling method occurs when the end of a light path is placed adjacent to a surface in the scene, for example in a corner. This manifests as bright spots in the image and is explained by a singularity in the terms of the Monte Carlo sum, see Figure 11 for examples of both low frequency noise and singularities.

The singularities occur because one of the Radon-Nikodym derivatives hidden by $G(x \leftrightarrow y)$ in the numerator does not get compensated for by the probability density in the denominator. Specifically, this occurs between the last point on the light path $y_k$ and the first point of the camera path $x_1$. As a consequence, the numerator of each term in the Monte Carlo sum still contains:

$$G(y_k \leftrightarrow x_1) = V(y_k \leftrightarrow x_1) \frac{|N(y_k) \cdot \omega(y_k \rightarrow x_1)| |N(x_1) \cdot \omega(x_1 \rightarrow y_k)|}{||x_1 - y_k||^2}.$$

The bright spots appear because this function tends to infinity as the distance between $y_k$ and $x_1$ approaches zero.
One effective, although biased method of removing the singularities is to clamp the geometry term to a maximum value. In fact, this was employed in the original formulation of Instant Radiosity [Keller, 1997]. Later methods, such as the one described by Kollig and Keller [2006], have been developed that are able to remove this singularities in an unbiased fashion, although at the cost of rendering speed.

6 Spatial data structures

Spatial data is described by Samet [1990] as points, lines, rectangles, regions, surfaces and volumes. Spatial data structures organize such data in n-dimensional space. In this thesis, we concern ourselves with two spatial data structures: The bounding volume hierarchy (BVH), which organizes points in $\mathbb{R}^3$, and the bounding cone hierarchy (BCH), which organizes directions (points in $S^2$).


6.1 Bounding volume hierarchy

Suppose that we want to organize a set of points $X = \{x_1, \ldots, x_k\} \subset \mathbb{R}^3$. One way to achieve this is with the help of bounding volumes, simple geometric objects that contains these points. Objects such as spheres and boxes are commonly used as bounding volumes. Expensive calculations against the original set of points can be approximated by performing the calculations on the much simpler bounding volume.

If we build a BVH, that is a hierarchy that consists of bounding volumes within bounding volumes, then we are able to choose the precision of our approximations. This is achieved by descending the hierarchy until the approximation error between the bounding volume and the points it contains is small enough for our purposes. Formally, a bounding volume hierarchy is a tree of bounding volumes, where a parent node encompasses its children.
Figure 12: A 2D visualization of a bounding volume hierarchy. The left side shows how the points are grouped together in space, the right side shows the tree structure of the hierarchy.

In this thesis, we use *axis aligned bounding boxes* (AABBs) as our bounding volumes. Mathematically, the AABB $B(X)$ for the points $X$ is defined as

$$B(X) = [\text{min}(pr_x(X)), \text{max}(pr_x(X))] \times [\text{min}(pr_y(X)), \text{max}(pr_y(X))] \times [\text{min}(pr_z(X)), \text{max}(pr_z(X))],$$

where $pr_x : \mathbb{R}^3 \to \mathbb{R}$ projects points in $\mathbb{R}^3$ onto the $x$-axis. $pr_y$ and $pr_z$ are similar functions for the $y$ and $z$ axes. Informally, $B(X)$ is the smallest box that contains all the points in $X$ with the constraint that its faces are parallel to the coordinate axes. See Figure 12 for an illustration of a AABB-based BVH in 2D.

**Construction methods.** Different BVHs can be built from the same set of points by choosing to group different bounding volumes together at each level of the hierarchy. Here we describe two heuristics that are often employed when creating a bounding volume hierarchy: the *spatial mean* and the *object median* [Havran, 2000, Chapter 4.2.2].

The spatial mean heuristic strives to always split the spatial extent equally between the children of a node. This ensures that the sizes of the bounding volumes in the hierarchy shrink as quickly as possible. The rationale is that small nodes are less likely to targeted for processing.
The object median heuristic attempts to always split the amount of objects equally between the children of a node. Constructing spatial data structures using this technique leads to balanced (and consequently shallow) hierarchies. This directly affects the maximum root-to-leaf traversal time of the resulting BVH.

Two common methods of building these hierarchies are the top-down method and the bottom-up (or agglomerative) method. The top-down method starts by creating a bounding volume that contains all of the points. It then proceeds to generate the inner bounding volumes in the hierarchy by recursively splitting the nodes using one of the heuristics described above. The bottom-up method constructs a hierarchy by first merging two points into a bounding volume. It then proceeds to merge a bounding volume or a point with another point or bounding volume, both of which have been chosen using one of the heuristics above. This process repeats until there is only one bounding volume.

**Surface area heuristic.** In the context of ray casting algorithms MacDonald and Booth [1990] introduced the surface area heuristic (SAH), a method of estimating the ray casting performance of a spatial data structure. MacDonald and Booth show that the split which minimizes the SAH estimate lies between the spatial mean and the object median. However, the SAH estimate is not a perfect indicator of ray casting performance. Aila et al. [2013] propose a new metric as an extension to SAH, which better reflects ray casting performance.

### 6.2 Bounding cone hierarchy

Bounding cone hierarchies are an variant of bounding volume hierarchies that organize directions instead of points. Suppose we want to organize a set of directions $\Omega = \{\omega_1, \ldots, \omega_k\} \subset S^2$. One way to bound these directions is with so called bounding cones, circular regions in $S^2$. We represent a bounding cone $B(\Omega)$ using the pair $(\omega_c, \theta)$, where $\omega_c \in S^2$ is the direction at the centre of the cone and $\theta \in [-1, 1]$ is the lower limit for the cosine of the angle between $\omega_c$ and any direction $\omega \in \Omega$.\(^6\) Again, a BCH is a hierarchy that consists of bounding cones within bounding cones, see Figure 13 for an illustration.

Constructing an optimal bounding cone around $\Omega$ is solved by first constructing an

---

\(^6\)Strictly speaking, this defines a spherical sector, that is a cone with a rounded base. We use the term cone to agree with previous literature.
optimal bounding sphere around the points in $\Omega \subset S^2 \subset \mathbb{R}^3$. See Figure 14 for an illustration of the resulting sphere, where $x$ is the centre of the sphere and $r$ is its radius. According to the law of cosines, we have

$$r^2 = \|x\|^2 + 1^2 - 2\|x\| \cos(\alpha)$$

$$\Rightarrow \cos(\alpha) = \frac{\|x\|^2 + 1 - r^2}{2\|x\|},$$

which allows us to express the resulting bounding cone $B(\Omega)$ as the pair $(\frac{x}{\|x\|}, \cos(\alpha))$.

Barequet and Elber [2005] present a selection of algorithms that finds the optimal bounding cone for a set of directions. We make use of the conceptually simpler approach by Shirmun and Abi-Ezzi [1993] that initially treats the directions as points in $\mathbb{R}^3$ and forms an AABB around them. The final bounding cone is then constructed from the smallest sphere surrounding the AABB.

7 Previous work

In this chapter we review methods that simulate indirect light by extending the Instant Radiosity algorithm. Specifically, we look at how these methods reduce the
“flickering”-effect. From our perspective, the methods can be divided into three categories:

1. Methods that increase the VPL budget. In this case the effect is reduced as a consequence of brute force variance reduction in each individual frame.

2. Methods that importance sample the VPLs according to the sensor responses they cause. Again, this reduces the effect through variance reduction.

3. Methods that move fewer VPLs between images in a sequence. These methods do not reduce the overall variance, but instead prevents the error from fluctuating between frames.

First we give an overview briefly describing methods from each category. We also shortly cover temporal filtering, a method unrelated to Instant Radiosity that also reduces “flickering”. We then present one representative method in detail from each category: Lightcuts by Walter et al. [2005] from the first category, Metropolis Instant Radiosity by Segovia et al. [2007] from the second category and Incremental Instant Radiosity by Laine et al. [2007] from the third category.

\footnote{For a more general overview of extensions to Instant Radiosity, refer to the survey by Dachs-bacher et al. [2014].}
7.1 Overview

**Increasing the VPL budget.** Many lights rendering is the problem of rendering a picture under direct illumination from a large amount of point lights, which is the case in Instant Radiosity. Hašan et al. [2007] present a method that interprets *many lights rendering* as a low rank matrix. Using the matrix interpretation, they show that the entire image can be rendered using only a few representative point lights, which they find by exploring the surfaces that are indirectly visible to the camera using rasterisation. Hašan et al. [2008] extend this method to the temporal dimension, where the shaded results from a representative point light can be reused over multiple frames in an animated video.

Ritschel et al. [2008] develop another improvement that increases the VPL budget by settling for approximate visibility. More precisely, they rasterise simplified version of the scene when estimating the visibility between the camera paths and the VPLs. Dong et al. [2009] achieve the same goal by grouping the VPLs into clusters and compute the visibilities on a per-cluster basis. Ulbrich et al. [2013] present a method that increases the VPL budget by decoupling the visibility computation from the VPLs. Instead they adaptively subdivide the scene into patches and use shadow maps to estimate the hemispherical visibility for each patch.

The total VPL budget can be increased if only a subset of the VPLs are used to estimate the sensor response of a pixel. Segovia et al. [2006b] and Laine et al. [2007] achieve this by grouping the pixels into blocks. They then evenly divide the VPLs such that a single VPL is only used to evaluate the sensor response of one pixel per block. Georgiev et al. [2012] interpret the sensor response of a pixel as a Monte Carlo sum over all the VPLs. To reduce variance, they first evaluate the sensor response caused by the light from every VPL reflecting off a set of sparsely selected points on the visible surfaces. They then interpolate these responses to define importance sampling weights for the VPLs when estimating the sensor response of a pixel. Wu and Chuang [2013] also employ importance sampling to select VPLs when estimating the response of a pixel, but define their importance sampling weights differently. Once visibility is known, the sensor response caused by the light from a VPL reflecting off a visible point is easy to evaluate. They form the importance sampling weights by evaluating the sensor responses caused by each VPL using estimated visibilities.

While these techniques do reduce the overall error in Instant Radiosity renderings through brute-force variance reduction, they do not provide any means to keep the
Importance sampling VPLs. Segovia et al. [2006a] present an improvement that importance samples the VPLs according to the sensor responses they cause. Their method performs importance sampling through weighted resampling with replacement from a collection of candidate VPLs. They generate the candidates by sampling light paths as in traditional Instant Radiosity as well as sampling from the surfaces that are indirectly visible to the sensors. They then set the resampling weights by estimating the total sensor response caused by each VPL. Georgiev and Slusallek [2010] also generate a collection of candidate VPLs, but instead use rejection sampling to generate VPLs that are distributed according to the sensor responses they cause. Ritschel et al. [2011] present similar method that works in real-time for single-bounce indirect illumination by ignoring the visibility term when computing the resampling weights. As above, these techniques cannot keep the rendering error consistent between frames.

Moving fewer VPLs. Both Prutkin et al. [2012] and Barák et al. [2013] extend the real-time importance sampling method by Ritschel et al. [2011] to minimize the movement of VPLs between frames. Similarly to Dong et al. [2009], Prutkin et al. [2012] form the final set of VPLs by clustering together a large collection of candidate VPLs. They minimize the movement of VPLs by seeding the clustering algorithm using the VPLs from the last frame. Barák et al. [2013] use a different importance sampling algorithm to select VPLs, as the analytic inversion method used by Ritschel et al. [2011] is sensitive to local changes, even if the pseudo-random number generator is initialized the same way every frame. Instead they sample the VPLs using a variant of the Metropolis-Hastings method with independent proposals.

Although both of these methods demonstrably reduce the “flickering” effect, they only support single bounce indirect illumination and cannot enforce temporal coherence when the primary light sources move. In comparison, our method doesn’t suffer from these limitations.

Temporal filtering. Another way to reduce the “flickering” effect is to filter the illumination over time. This is achieved by maintaining a separate image of the indirect illumination from the previous frames, which is then reprojected whenever
Figure 15: A diagram from the original Lightcuts paper by Walter et al. [2005] that shows the light tree constructed from a set of four point lights. The left side shows the point lights in the scene and the right side shows the resulting light tree. From this diagram we see how the inner nodes represent the aggregate illumination of their descendants by choosing a representative point light. We also see that the intensity of an inner node is the total intensity of the point lights it represents.

The camera moves. Knecht et al. [2010] present such a method that uses an exponentially weighted moving average to combine the the indirect illumination over a sliding window of frames. We employ a similar method by Mara et al. [2013] in our work.

7.2 Lightcuts

Lightcuts is a many lights rendering method developed by Walter et al. [2005]. It renders scenes directly illuminated by point lights such that the rendering time is only weakly dependent on the number of point lights. This can be used to render physically based images with indirect illumination if the point lights are generated using Instant Radiosity.

The main insight in Lightcuts is that although every camera path needs to account for the incident radiance from all point lights, it only needs accurate radiance from a small portion of them. To achieve this, the point lights which are not essential for an accurate sensor response are clustered together and the incident radiance from each cluster is evaluated by treating it as a single point light.

In order to accelerate the per-camera path clustering of the point lights Walter et al. make use of a light tree, a bounding volume hierarchy of the point lights in the scene which they construct in a bottom-up fashion based on custom heuristics. The light tree also doubles as a bounding cone hierarchy, since it bounds the normals of the point lights. Each inner node in the light tree also stores the sum of the intensities for all the point lights it represents. It also stores the position and normal of one of
Figure 16: Another diagram from the original Lightcuts paper by Walter et al. [2005] that shows images rendered under the illumination from different cuts of the light tree. The highlighted regions in the pictures represent the areas where the illumination from the cuts agrees with the illumination from the original set of point lights.

The point lights which represents the cluster during rendering. See Figure 15 for an illustration of the light tree.

**Tree cuts.** In order for a camera path to account for the incident radiance from all the point lights in the scene, it needs to connect to all the nodes in a cut of the light tree. A cut of a tree is a subset of its nodes, such that all paths from the leaves to the root of the tree visit exactly one node in the cut. From Figure 16 we see that even though a cut of the light tree does not produce valid estimates of the incident radiance for all the camera paths in an image, these estimates are accurate enough for large regions of the image. This means that an accurate image can be formed by selecting different cuts for different camera paths.

The Lightcuts method finds a suitable cut of the light tree for a camera path with the help of an error metric defined on the nodes in the tree. In practice, it chooses a cut starting from the root node of the hierarchy and progressively refines the cut by replacing the node in the cut that has the largest error with its two descendants. This process is repeated until the maximum error of the nodes in the cut is below a predefined threshold.

**Error metric.** In order to bound the error of the sensor response caused by connecting a camera path $\bar{x} = (x_1, x_2)$ to a node in the light tree, it is sufficient to bound the error of the exitant radiance from $x_1$ towards $x_2$ on the sensor. The error metric used by Walter et al. is an upper bound $\hat{S}_x(D)$ for the exitant radiance $\hat{S}(D)$
caused by connecting \( \bar{x} \) to the representative point light of a node \( D \) in the light tree. \( \hat{S}_R(D) \) is also an upper bound for the total exitant radiance \( S(D) \) caused by connecting \( x \) to all point lights represented by \( D \). From this we see that the error

\[
\text{Err}_R(D) = |\hat{S}_R(D) - S_R(D)| = \max(\hat{S}_R(D) - S_R(D), S(D) - \hat{S}_R(D))
\]

\[
\leq \max(\hat{S}_R(D) - 0, \hat{S}_R(D) - 0) = \hat{S}_R(D),
\]

since \( 0 < S_R(D) < \hat{S}_R(D) \) and \( 0 < \hat{S}_R(D) < \hat{S}_R(D) \).

**Expressing the exitant radiance.** We derive expressions for \( S_R(D) \) and \( \hat{S}_R(D) \) by assuming that the point lights are diffuse emitters and that all the materials in the scene are opaque. With the help of the notation from Chapter 5.4, we see that

\[
S_R(D) = \sum_{l \in D} L_e(l.x \rightarrow x_1)G(l.x \leftrightarrow x_1)f^s(l.x \rightarrow x_1 \rightarrow x_2)
\]

\[
= \sum_{l \in D} L_e(l.x \rightarrow x_1)V(l.x \leftrightarrow x_1)
\]

\[
\frac{|N(x_1) \cdot \omega(x_1 \rightarrow l.x)||N(l.x) \cdot \omega(l.x \rightarrow x_1)|}{\|l.x - x_1\|^2}
\]

\[
f^s(l.x \rightarrow x_1 \rightarrow x_2).
\]

Where \( f^s \) is the BSDF, which for opaque materials is defined as

\[
f^s(l.x \rightarrow x_1 \rightarrow x_2) = \begin{cases} 
  f^r(l.x \rightarrow x_1 \rightarrow x_2) & \text{if } \omega(x_1 \rightarrow l.x) \in H^+(x_1) \\
  0 & \text{otherwise},
\end{cases}
\]

where \( f^r \) is a BRDF. Since all of the point lights are assumed to be diffuse emitters, we see that

\[
L_e(l.x \rightarrow x_1) = \begin{cases} 
  L(l.x) & \text{if } \omega(l.x \rightarrow x_1) \in H^+(l.x) \\
  0 & \text{otherwise},
\end{cases}
\]

where \( L(l.x) \) is the intensity of the point light \( l \).

Since \( \omega \cdot N(x) < 0 \iff \omega \notin H^+(x) \), we rewrite

\[
S_R(D) = \sum_{l \in D} L(l.x)V(l.x \leftrightarrow x_1)
\]

\[
\max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x)) \max(0, N(l.x) \cdot \omega(l.x \rightarrow x_1))}
\]

\[
\frac{\|l.x - x_1\|^2}{f^r(l.x \rightarrow x_1 \rightarrow x_2)},
\]

Where \( f^s \) is the BSDF, which for opaque materials is defined as

\[
f^s(l.x \rightarrow x_1 \rightarrow x_2) = \begin{cases} 
  f^r(l.x \rightarrow x_1 \rightarrow x_2) & \text{if } \omega(x_1 \rightarrow l.x) \in H^+(x_1) \\
  0 & \text{otherwise},
\end{cases}
\]

where \( f^r \) is a BRDF. Since all of the point lights are assumed to be diffuse emitters, we see that

\[
L_e(l.x \rightarrow x_1) = \begin{cases} 
  L(l.x) & \text{if } \omega(l.x \rightarrow x_1) \in H^+(l.x) \\
  0 & \text{otherwise},
\end{cases}
\]

where \( L(l.x) \) is the intensity of the point light \( l \).

Since \( \omega \cdot N(x) < 0 \iff \omega \notin H^+(x) \), we rewrite

\[
S_R(D) = \sum_{l \in D} L(l.x)V(l.x \leftrightarrow x_1)
\]

\[
\max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x)) \max(0, N(l.x) \cdot \omega(l.x \rightarrow x_1))}
\]

\[
\frac{\|l.x - x_1\|^2}{f^r(l.x \rightarrow x_1 \rightarrow x_2)},
\]
where we make use of clamped cosines to substitute the opaque BSDF with its
 corresponding BRDF and substitute the emitted radiance with the intensity of
 the point light. With a similar transformation, we express

$$\tilde{S}(D) = L(D)V(l_D.x \leftrightarrow x_1)$$

$$\max(0, N(x_1) \cdot \omega(x_1 \rightarrow l_D.x)) \max(0, N(l_D.x) \cdot \omega(l_D.x \rightarrow x_1))$$

$$\frac{\max(0, N(x_1) \cdot \omega(x_1 \rightarrow l_D.x)) \max(0, N(l_D.x) \cdot \omega(l_D.x \rightarrow x_1))}{\|l_D.x - x_1\|^2}$$

$$f''(l_D.x \rightarrow x_1 \rightarrow x_2),$$

where $$L(D) = \sum_{l \in D} L(l.x)$$ and $$l_D$$ is the representative point light for $$D$$.

**Factoring the exitant radiance.** Walter et al. derive an expression for $$\tilde{S}$$ by
decomposing the terms in $$S$$ up into four factors:

- The material factor $$M_l(x_1) = \max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x))f''(l.x \rightarrow x_1 \rightarrow x_2),$$
- The geometry factor $$G_l(x_1) = \frac{\max(0, N(l.x) \cdot \omega(l.x \rightarrow x_1))}{\|l.x - x_1\|^2},$$
- The visibility factor $$V_l(x_1) = V(l.x \leftrightarrow x_1)$$
- The intensity factor $$I_l = L(l.x).$$

Assume that we have the upper bounds $$M_l(x_1) \leq \hat{M}_D(x_1), G_l(x_1) \leq \hat{G}_D(x_1)$$ and
$$V_l(x_1) \leq \hat{V}_D(x_1).$$ In this case,

$$S_k(D) = \sum_{l \in D} M_l(x_1)G_l(x_1)V_l(x_1)I_l \leq \hat{M}_D(x_1)\hat{G}_D(x_1)\hat{V}_D(x_1)\sum_{l \in D} I_l$$

$$= \hat{M}_D(x_1)\hat{G}_D(x_1)\hat{V}_D(x_1)L(D) = \hat{S}_k(D).$$

It is easy to show that $$\hat{S}_k(D)$$ is an upper bound for $$\tilde{S}_k(D)$$ as well.

The visibility factor has the trivial upper bounds $$\hat{V}_D(x_1) = 1.$$ Walter et al. show
how derive upper bounds for the geometry factor as well as the material factor for
diffuse materials. They also derive upper bounds for the material factor for a couple
of glossy BRDFs.

**Comparison.** We use ideas similar to Lightcuts in our clustered hierarchical
importance sampling method. We also use a light hierarchy to approximate the total
radiance arriving from a cluster of point lights represented by a node in the hierar-
chy. See Chapter 8 for more details. The main difference between our approaches
is that Lightcuts uses the hierarchy to generate error-bounded images, while our method uses it to importance sample from the point lights. This makes our method able to do incremental rendering, i.e. the ability to indefinitely improve an image. In contrast, the only way to improve the quality of a image rendered using Lightcuts is to re-render it using a smaller error bound.

7.3 Metropolis Instant Radiosity

Metropolis Instant Radiosity (MIR) by Segovia et al. [2007] is a sampling algorithm for light paths\(^8\) that distributes them according to how much indirect light they bring to the camera. More precisely, the resulting probability density of a light path is proportional to the total response it causes for all the sensors in an image.

Segovia et al. sample light paths with the help of the Metropolis Light Transport (MLT) algorithm by Veach [1998]. MLT is an application of the Metropolis-Hastings sampling method to light transport paths. It generates light transport paths \((\bar{z}_1, \ldots, \bar{z}_k)\) such that their probability densities with respect to the product area measure are proportional to the image contribution function

\[
g(\bar{z}) = \frac{1}{|S|} \sum_{S \in S} f_S(\bar{z}),
\]

where \(f_S\) is the measurement response function for the sensor \(S\) and \(S\) is the family of all sensors in the image. More precisely,

\[
p(\bar{z}_i) = \frac{g(\bar{z}_i)}{\int \! g(\bar{z}) \, dA(\bar{z})}
\]

for all \(1 \leq i \leq n\).

Recall from chapter 5.4 that we can represent each transport path \(\bar{z}\) as camera path \(\bar{x}\) that is connected to a light path \(\bar{y}\). Using this, Segovia et al. express the probability density \(p(\bar{z})\) as the joint density \(p(\bar{y}, \bar{x})\). The probability density of only the light path \(\bar{y}\) is the marginal

\[
p(\bar{y}) = \int_{\bar{p}^2} p(\bar{y}, \bar{x}) \, dA^2(\bar{x}) = \frac{1}{\int_{\bar{p}^2} g(\bar{z}) \, dA(\bar{z})} \int_{\bar{p}^2} g(\bar{y}, \bar{x}) \, dA^2(\bar{x})
\]

---

\(^8\)In the original formulation of the algorithm, Segovia et al. employed the radiosity assumption and used VPLs instead of light paths. Here, we present the algorithm without assuming diffuse materials and therefore view it as a sampling method for light paths.
which in fact is proportional to the total response caused by the light path $\bar{y}$. In other words, light paths can be sampled from the desired distribution by sampling light transport paths using MLT and dropping the last two points that make up the camera path.

These light paths cannot directly be used for Instant Radiosity rendering, as the PDF $p(\bar{y})$ does not admit a closed-form expression. Instead, Segovia et al. estimate the probability densities by noting that the unnormalized PDF

$$g(\bar{y}) = \int_{P^2} g(\bar{y}, \bar{x}) \, dA^2(\bar{x}) = \frac{1}{|S|} \sum_{S \in S_P^2} \int f_S(\bar{y}, \bar{x}) \, dA^2(\bar{x})$$

is the average of the sensor responses in an image rendered using only the illumination from $\bar{y}$. In order to estimate the full normalized PDF, they make use of an alternative rendering method to estimate the denominator of normalizing constant $C = \int_{P} g(\bar{z}) \, dA(\bar{z})$.

The final method is summarized by Algorithm 6. The lines 2 – 3 sample light paths from the desired distribution using the method described above. The function `sampleCameraPath` generates a camera path using the sampling method in Chapter 5.4 and $p(\bar{x})$ expresses its probability density with respect to the product area measure. Computation is saved in the inner for loops by using the same camera paths to both estimate the probability density of a light path and render the image. In practice, the lines 11 – 12 adds terms to the Monte Carlo estimators for each sensor by rescaling the contributions of the transport paths that were previously used to estimate the probability density of the light path.

**Comparison.** In Chapter 9 we introduce a method that also importance samples light paths according to the sensor responses they cause. While MIR samples light paths in a provably optimal fashion, it does not address the issue of temporal coherence. It cannot ensure that the distribution of light paths are similar between two images in a sequence. In contrast, our method uses heuristic sampling to minimize the number of light paths that change between images. While our method cannot perfectly match the quality of MIR for single images, we show in Chapter 10.3 the error of our method fluctuates significantly less than that of MIR.
Algorithm 6 Metropolis Instant Radiosity

1: $\tilde{C} \leftarrow$ estimate of $\int_{\mathbb{P}} g(\bar{z}) \, d\mathcal{A}(\bar{z})$.
2: $(\bar{z}_1, \ldots, \bar{z}_N) \leftarrow$ transport paths sampled using MLT.
3: $(\bar{y}_1, \ldots, \bar{y}_N) \leftarrow$ light paths formed from $(\bar{z}_1, \ldots, \bar{z}_N)$.
4: for each light path $\bar{y}$ do
5: \hspace{1em} $\hat{p} \leftarrow 0$
6: \hspace{1em} for each sensor $S$ do
7: \hspace{2em} $\bar{x} \leftarrow \text{SAMPLECAMERAPATH}()$
8: \hspace{2em} $\text{unscaledMeasurement}[S] \leftarrow \frac{f_S(\bar{y}, \bar{x})}{p(\bar{x})}$
9: \hspace{1em} $\hat{p} \leftarrow \hat{p} + \frac{1}{M} \text{unscaledMeasurement}[S]$
10: \hspace{1em} $\hat{p} \leftarrow \frac{\hat{p}}{\tilde{C}}$
11: \hspace{1em} for each sensor $S$ do
12: \hspace{2em} $\text{measurement}[S] \leftarrow \frac{1}{N} \frac{\text{unscaledMeasurement}[S]}{\hat{p}}$

7.4 Incremental Instant Radiosity

Incremental Instant Radiosity (IIR) by Laine et al. [2007] is a sequential Monte Carlo method that employs heuristic sampling and density estimation to move as few VPLs between images in a sequence as possible. Since the algorithm makes use of rasterisation to resolve visibility, moving fewer VPLs not only reduces the “flickering”-effect but also increases rendering speed. This is because the visibility information acquired by rasterisation does not need to be re-evaluated for VPLs that haven’t moved.

The algorithm makes use of the radiosity assumption and is designed to simulate single-bounce indirect illumination from a point-shaped light source. In other words, the light paths contain no more than two points and the primary light source is either a point light or an omni light (a point-shaped light source that emits the same radiance over the entire sphere of directions). Here we present a more general version of the algorithm that lifts the radiosity assumption by sampling light paths instead of VPLs. We restrict our treatment to the case where the primary light is a point light, but the resulting algorithm can be extended to the omni-light case in a straightforward fashion.

Under these conditions, each light path $\bar{y}$ is a pair of points $(y_1, y_2)$ where $y_1$ always coincides with the location of the primary light $z$. As a result, a collection of light
paths
\((\vec{y}_1, \ldots, \vec{y}_N) = ((z, y_1), \ldots, (z, y_N))\)
is uniquely defined by the points \((y_1, \ldots, y_N)\) on the surfaces visible to \(z\). The goal of the sampling method is to maintain a set of these points, such that the points we get by projecting the directions
\[\omega(z \rightarrow y_i) \forall 1 \leq i \leq N\]
onto the tangent plane of \(z\) should be as evenly placed as possible. Note that the projected points all lie on the unit disk \(D(z)\) in the local coordinate space of \(z\). Laine et al. ensure even placement by sampling the light paths in a fashion that minimizes the dispersion metric, which is the area of the largest circle in \(D(z)\) that doesn’t contain any of the projected directions.

Let \((y_1^+, \ldots, y_N^+)\) be the resulting points in \(D(z)\) from projecting the directions \((\omega(z \rightarrow y_1), \ldots, \omega(z \rightarrow y_N))\) onto the tangent plane of \(z\). The method makes use of the Voronoi diagram of the points \(D(z)\) to both maintain the set of light paths and estimate their probability densities. The Voronoi diagram splits the unit disk into regions containing one point each, such that the point closest to any location in a region is the point inside the region. More precisely, the Voronoi region that contains the point \(y_i^+\) is defined as
\[V(y_i^+) = \left\{ x \in D(z) \mid \arg \min_{1 \leq j \leq N}(\|x - y_j^+\|) = i \right\}.
\]
Intuitively, the points can be considered as post offices and the Voronoi regions can be thought of as post code areas. That is, the post code area you’re in uniquely determines your nearest post office.

The algorithm minimizes the dispersion metric by progressively moving the point with the smallest Voronoi region in \(D(z)\) to the centre of the largest empty circle, which also can be efficiently located using the Voronoi diagram. The new location of \(y_i\) on a light path that has been moved is determined using the ray casting function and the function \(\omega_x^+ : D(z) \rightarrow H^+(z)\) that maps points on the unit disk to their corresponding directions. More precisely,
\[y_i = r(z, \omega_x^+(y_i^+)).\]

Before rendering the image, the probability densities of the light paths with respect to the projected solid angle measure \(\sigma_x^+\) are estimated as
\[\hat{p}(y_i) = \frac{1}{N} \sigma_x^+(\omega_x^+(V(y_i^+))) = \frac{1}{N} A(V(y_i^+)).\]
See Algorithm 7 for pseudo-code describing this method. In order to ensure temporal coherence, the algorithm doesn’t allow more than \( \text{recalcMax} \) light paths to change location between two frames. On the other hand, the algorithm also ensures that at least \( \text{recalcMin} \) light paths move between two frames in order keep minimizing the dispersion measure. On line 19 we denote the measurement response for the sensor \( S \subset \mathcal{M} \) by \( f_S \).

**Algorithm 7** Incremental Instant Radiosity

1: \( N \leftarrow \) maximum light path budget  
2: \( \mathcal{Y} \leftarrow N \) points on the surfaces visible to \( z \).  
3: for each frame do  
4:   Update the position and orientation of \( z \).  
5:   \( \mathcal{Y} \leftarrow \) the points in \( \mathcal{Y} \) still visible to \( z \).  
6:   while \( |\mathcal{Y}| - |\mathcal{V}| < \text{recalcMin} \) do  
7:      \( y \leftarrow \arg \min_{y \in \mathcal{V}} A(V(y^\perp)) \)  
8:      \( \mathcal{V} \leftarrow \mathcal{V} \setminus \{y\} \)  
9:   for \( i = 1 \) to \( \min(N - |\mathcal{V}|, \text{recalcMax}) \) do  
10:      \( y^\perp \leftarrow \) centre of largest empty circle in \( \mathcal{D}(z) \)  
11:      \( y \leftarrow r(z, \omega_z^\perp(y^\perp)) \)  
12:      \( \mathcal{V} \leftarrow \mathcal{V} \cup \{y\} \)  
13:      \( \mathcal{Y} \leftarrow \mathcal{V} \)  
14:   for each \( y \) in \( \mathcal{Y} \) do  
15:      \( \tilde{y} \leftarrow (z, y) \)  
16:      \( \tilde{p} \leftarrow \frac{dA(y)}{d\sigma_x^\perp(\omega(z \rightarrow y)) |\mathcal{Y}|} A(V(y^\perp)) \)  
17:      for each sensor \( S \) do  
18:         \( \bar{x} \leftarrow \text{SAMPLECAMERAPATH()} \)  
19:         \( \text{measurement}[S] \leftarrow \frac{1}{|\mathcal{Y}|} \frac{f_S(\tilde{y}, \bar{x})}{p(\bar{x}) \tilde{p}} \)

If we interpret the algorithm using the heuristic sampling framework presented in Chapter 3, we see that lines 5-13 correspond to the \text{HEURISTICSAMPLING} function and line 16 corresponds to the \text{ESTIMATEDENSITIES} function. The estimate for the integral is formed by rendering the image on the lines 14-19.

**Comparison.** At a high level, IIR is very similar to sequential Monte Carlo Instant Radiosity which we introduce in Chapter 9. Both methods employ heuristic sampling
and density estimation to move fewer light paths between images in a sequence. However, while our method works on light paths with an arbitrary length, IIR requires them to contain exactly two points. This limits IIR to single-bounce indirect illumination, a restriction our method does not impose.

While IIR importance samples the light paths according to the radiance they receive from the light source, it does not account for the location of the camera. In contrast, our method importance samples light paths according to the sensor response they cause, which makes it able to cope with large and heavily occluded scenes, where only a few light sources significantly contribute to the image.

8 Clustered hierarchical importance sampling

In this chapter, we present a new many lights rendering method. It employs Monte Carlo estimators to render pictures without the need to explicitly account for the illumination received by all camera paths from each of the point lights in the scene.

Recall from Chapter 7.2 that we can express the exitant radiance along the camera path \( \bar{x} = (x_1, x_2) \) from \( x_1 \) towards \( x_2 \) on the sensor as the sum

\[
S(D) = \sum_{l \in D} L_e(l, x \rightarrow x_1) G(l, x \leftrightarrow x_1) f^s(l, x \rightarrow x_1) f^s(l, x \rightarrow x_1 \rightarrow x_2)
\]

over all the point lights in the set \( D \). We estimate \( S(D) \) using the unbiased Monte Carlo estimator

\[
\tilde{S}^N(D) = \frac{1}{N} \sum_{i=1}^{N} L_e(l_i, x \rightarrow x_1) G(l_i, x \leftrightarrow x_1) f^s(l_i, x \rightarrow x_1) f^s(l_i, x \rightarrow x_1 \rightarrow x_2) / p(l_i),
\]

where the outcomes \( (l_1, \ldots, l_N) \) are sampled from a discrete random variable \( \mathcal{L} : \Omega_\mathcal{L} \rightarrow D \). The remainder of this chapter is dedicated to reducing the variance of this estimator using importance sampling.

8.1 Ideal importance sampler

Recall from Chapter 2 that we achieve the lowest possible variance by sampling the point lights \( (l_1, \ldots, l_N) \) from a discrete variable \( \mathcal{L}_o : \Omega_{\mathcal{L}_o} \rightarrow D \) whose probability mass function \( p_{\mathcal{L}_o}(l) \) is proportional to the exitant radiance caused by the point lights. That is,

\[
p_{\mathcal{L}_o}(l) = \frac{L_e(l, x \rightarrow x_1) G(l, x \leftrightarrow x_1) f^s(l, x \rightarrow x_1) f^s(l, x \rightarrow x_1 \rightarrow x_2)}{S(D)}
\]
for all \( l \in D \). The problem with this approach is that the denominator of the PMF is the sum \( S(D) \) that we’re attempting to estimate in the first place.

A less expensive method to is to sample the outcomes from a variable \( \mathcal{L}_v : \Omega_{\mathcal{L}_v} \to D \) whose PMF is proportional to the exitant radiance caused by the point lights assuming that they are visible to \( x_1 \). In this case,

\[
p_{\mathcal{L}_v}(l) = \frac{L_e(l \to x_1) \frac{dA(l \cdot x)}{d\sigma_{x_1}^t(\omega(x_1 \to l \cdot x))} f^s(l \cdot x \to x_1 \to x_2)}{\sum_{l' \in D} L_e(l' \cdot x \to x_1) \frac{dA(l' \cdot x)}{d\sigma_{x_1}^t(\omega(x_1 \to l' \cdot x))} f^s(l' \cdot x \to x_1 \to x_2)}
\]

since \( G(l \cdot x \leftrightarrow x_1) = V(l \cdot x \leftrightarrow x_1) \frac{dA(l \cdot x)}{d\sigma_{x_1}^t(\omega(x_1 \to l \cdot x))} \) and our assumption implies \( V(l \cdot x \leftrightarrow x_1) = 1 \).

Even though we save computation by not having to evaluate the ray casting function to compute the PMF, this sampling method is not feasible for real-time rendering as the resulting algorithm is linear in both number of point lights and number of camera paths. For example, to render a full HD image (with a resolution of \( 1920 \times 1080 \)) that is illuminated by 32000 point lights, the denominator of the PMF forces us to compute the exitant radiance caused by a point light over 60 billion times, even if we only sample one transport path per pixel.

### 8.2 Light hierarchy

We reduce the computation required for sampling the point lights with the help of a light hierarchy similar to the one used in Lightcuts [Walter et al., 2005]. In our case, the light hierarchy is a bounding volume hierarchy (BVH, see Chapter 6) of the point light positions as well as a bounding cone hierarchy (BCH, also in Chapter 6) of the point light normals. At each node in the hierarchy we also store other aggregate information, such as the total intensity of the point lights it represents.

Using this hierarchy, we design a sampling algorithm whose running time is logarithmic with respect to the number of point lights, provided that the hierarchy is balanced. In the example above, this would reduce number of times we need to compute exitant radiance by three orders of magnitude.

**Hierarchical importance sampling.** Our sampling method generates outcomes by performing a random traversal from the root of the hierarchy down to a point
Algorithm 8 Hierarchical importance sampling
1: \( p \leftarrow 1 \)
2: \( D \leftarrow \) root of hierarchy
3: \textbf{while} \( D \) is not leaf \textbf{do}
4: \( p_0 \leftarrow \text{ESTIMATERADIANCE}(D[0]) \)
5: \( p_1 \leftarrow \text{ESTIMATERADIANCE}(D[1]) \)
6: \( total \leftarrow p_0 + p_1 \)
7: \( p_0 \leftarrow \frac{p_0}{total} \)
8: \( p_1 \leftarrow \frac{p_1}{total} \)
9: \( u \leftarrow \text{OUTCOMESFROM}(U_{[0,1]}) \)
10: \textbf{if} \( u \leq p_0 \) \textbf{then}
11: \( D \leftarrow D[0] \)
12: \( p \leftarrow p_0p \)
13: \textbf{else}
14: \( D \leftarrow D[1] \)
15: \( p \leftarrow p_1p \)
16: \textbf{return} \((D.l, p)\)

light in one of the leaves. See Algorithm 8 for pseudo-code. At each node \( D \) in the hierarchy, the method makes the binary choice between the two sub-trees \( D[0] \) and \( D[1] \). These choices are made by sampling an outcome from a binary variable \( B_D : \Omega_{B_D} \to 0, 1 \), such that the probability of 0 or 1 is determined by the estimated exitant radiance caused by the corresponding sub-trees. Once a leaf \( D \) is reached, the algorithm returns the only point light \( D.l \) represented by \( D \) and the probability \( p \) of choosing it. With this method, the probability of choosing a point light is the product of the probabilities for the choices made when descending the hierarchy.

In order to sample point lights using this algorithm, we need to implement the function \text{ESTIMATERADIANCE}. That is, we need to estimate the exitant radiance caused by a node \( D \) in the hierarchy. More precisely, we need to efficiently estimate the sum \( S(D) \) without explicitly computing exitant radiance caused by each point light represented by \( D \).

Factoring the exitant radiance. Similarly to the upper bound employed in the Lightcuts method Walter et al. [2005], we also derive our estimate by decomposing the exitant radiance into factors. Recall from Chapter 7.2 that we can write the
exitant radiance caused by the point lights represented by the hierarchy node $D$ as

$$S(D) = \sum_{l \in D} L(l.x)V(l.x \leftrightarrow x_1) f^r(l.x \rightarrow x_1 \rightarrow x_2) \frac{\max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x)) \max(0, N(l.x) \cdot \omega(l.x \rightarrow x_1))}{\|l.x - x_1\|^2}$$

if we assume opaque materials. We decompose each term in this expression into five factors:

- the light cosine factor $C_x(l) = \max(0, N(l.x) \cdot \omega(l.x \rightarrow x_1))$, 
- the material factor $M_x(l) = f^r(l.x \rightarrow x_1 \rightarrow x_2) \max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x))$, 
- the distance factor $D_x(l) = \frac{1}{\|l.x - x_1\|^2}$, 
- the visibility factor $V_x(l) = V(l.x \leftrightarrow x_1)$ and 
- the intensity factor $I_x(l) = L(l.x)$.

The goal is to form an estimate $\text{ESTIMATERADIANCE}(D)$ of $S(D)$ that can be evaluated without inspecting all the point lights represented by $D$. We achieve this by replacing $C_x(l), M_x(l), D_x(l), V_x(l)$ with estimates $\tilde{C}_x(D), \tilde{M}_x(D), \tilde{D}_x(D), \tilde{V}_x(D)$ that do not depend on any of the light sources in $D$, but instead represent averages of these factors for all lights in $D$. In this case,

$$\text{ESTIMATERADIANCE}(D) = \sum_{l \in D} \tilde{C}_x(D)\tilde{M}_x(D)\tilde{D}_x(D)\tilde{V}_x(D)I_x(l)$$

$$= \tilde{C}_x(D)\tilde{M}_x(D)\tilde{D}_x(D)\tilde{V}_x(D) \sum_{l \in D} I_x(l)$$

$$= \tilde{C}_x(D)\tilde{M}_x(D)\tilde{D}_x(D)\tilde{V}_x(D)\hat{I}_x(D),$$

which can be evaluated without summing over the point lights represented by $D$ since we can precompute the sum over all the intensity factors $\hat{I}_x(D) = \sum_{l \in D} I_x(l)$.

In contrast to the Lightcuts method, that requires an upper bound for $S(D)$, our method can work under more lenient restrictions, since we're using the estimate of $S(D)$ to importance sample point lights instead of providing a strict error bound. In order for our hierarchical sampling method to be unbiased, the only restriction for the estimate is for it to be non-zero whenever $S(D) > 0$. 
Ideally, our estimates should be defined such that $\text{ESTIMATERADIANCE} = S(D)$. However, if this was the case, we would already know the total exitant radiance caused by the root $R$ of the hierarchy, that represents all the point lights, and wouldn’t need to estimate it using $\tilde{S}^N(R)$. Instead, we settle for an easier goal that $\hat{S}(D)$ should equal $\text{ESTIMATERADIANCE}$ whenever $D = \{ \ell \}$ is a singleton set and that the approximation $\tilde{S}_F(D)$ degrades gracefully when the number of point lights represented by $D$ increases.

**Distance factor.** The distance factor has the largest impact on the exitant radiance as it is the only factor which is not bounded from above. In fact, as the distance between the point light $\ell.x$ and the point $x_1$ on the camera path grows smaller the distance factor will tend to infinity.

One way to approximate the distance factor is to make use of the bounding volume $BV(D)$ to form an upper bound. More precisely,

$$\hat{D}_x(D) = \frac{1}{\min_{y \in BV(D)} (\|y - x_1\|^2)}.$$  

However, this approximation does not consider the positions of the point lights inside the bounding volume. Since the approximation tends to infinity as the distance between the bounding volume and $x_1$ approaches zero, it might very well overestimate the contribution from $D$ to such extents that Algorithm 8 deterministically chooses $D$ over its neighbouring sub-tree. Even worse, this approximation is undefined when $x_1$ is inside $BV(D)$, as it leads to $\min_{y \in BV(D)} (\|y - x_1\|^2) = 0$.

These problems can be avoided if we define $\tilde{D}_x(D)$ as the *harmonic mean* of distance term. In other words,

$$\tilde{D}_x(D) = \frac{|D|}{\sum_{l \in D} D_x(l)^{-1}} = \frac{|D|}{\sum_{l \in D} \|l.x - x_1\|^2}.$$  

This approximation does consider the positions of all the point lights in $D$ and is well defined even when $x_1$ is inside the bounding volume. In fact, the only possibility for the denominator to be zero is if $x_1$ coincides with the position of all the point lights in $D$.

We can compute the harmonic mean efficiently by noting that its inverse can be decomposed as follows

$$\tilde{D}_x^{-1}(D) = \frac{1}{|D|} \sum_{l \in D} (\|l.x\|^2) - 2(\frac{1}{|D|} \sum_{l \in D} l.x^T)x_1 + \|x_1\|^2.$$
We exploit this by precomputing $A_D = \frac{1}{|D|} \sum_{l \in D} (\|l.x\|^2)$ and $B_D = \frac{1}{|D|} \sum_{l \in D} l.x^T$ for each node $D$ in the hierarchy. Now, for any camera path $\hat{x}$, we can evaluate

$$\hat{D}_\hat{x}(D) = (A_D - 2B_Dx_1 + \|x_1\|^2)^{-1}$$

without having iterate over the point lights represented by $D$.

**Dot products.** We form an estimate for the material factor using the radiosity assumption. Under this assumption the material factor is of the form

$$M_\hat{x}(l) = \frac{c_{x_1}}{\pi} \max(0, N(x_1) \cdot \omega(x_1 \rightarrow l.x)),$$

for some constant $c_{x_1} \in [0, 1]$. That said, it is possible to extend the importance sampling method described here to arbitrary BRDF models by deriving appropriate approximations for the corresponding material factors.

Since the light cosine factor is also a clamped dot product, we estimate both of these factors using the the same mechanism. As the value of these clamped dot products only assume values in $[0,1]$, the impact they make on the final estimate is not as large as the distance factor. However, these factors play an important role since they inform the sampling algorithm about scenarios where the exitant radiance caused by $D$ has to be zero. This can occur when $D$ is fully behind the surface where $x_1$ is located, in other words $M_\hat{x}(l) = 0$ for all $l \in D$. Another such scenario is when all the point lights in $D$ are oriented away from $x_1$, more precisely $C_\hat{x}(l) = 0$ for all $l \in D$.

A representative estimate for these factors should be zero in the scenarios described above. However, for the sampling algorithm to remain unbiased, we also have to make sure that the estimate is never zero when the actual factor is non-zero. Keeping this in mind, we base our estimate on an upper bound of the clamped dot product.

In order to form an upper bound for a dot product of the form

$$N(x_1) \cdot \omega(x_1 \rightarrow l.x)$$

we exploit the fact that the possible positions for $l.x$ are in the bounding volume $BV(D)$. Recall from Chapter 6 that we use AABBs as our bounding volumes. As a consequence, we can express any point $y \in BV(D)$ in terms of its centre $BV(D)_c$ and diagonal vector $BV(D)_d$. In other words,

$$y = BV(D)_c + a \odot BV(D)_d$$
where $a \in [-1, 1]^3$ and $\odot$ represents element-wise vector multiplication. Given an arbitrary point $y \in BV(D)$, we see that the dot product
\[
N(x_1) \cdot \omega(x_1 \rightarrow y) = \frac{N(x_1) \cdot (BV(D)_c + a \odot BV(D)_d - x_1)}{|y - x_1|}
\leq \frac{N(x_1) \cdot (BV(D)_c - x_1) + |N(x_1)| \cdot BV(D)_d}{\min_{y' \in BV(D))} |y' - x_1|}.
\]

The last step forms an upper bound by setting the denominator to the minimum distance over all potential points within the bounding volume. This causes similar problems as bounding volume based upper bound for distance factor we described above. Since the denominator does not affect whether our approximation is zero or not, we are free to estimate it using other methods without introducing bias. As we have already have a reasonable estimate $\hat{D}_x(D)$ for the distance term, and
\[
\sqrt{\hat{D}_x(l)} = \frac{1}{|l.x - x_1|},
\]

we use $\sqrt{\hat{D}_x(D)}$ to estimate the denominator.

We directly apply the results from above to form the estimate
\[
\hat{M}_x(l) = \frac{c_{x_1}}{\pi} \sqrt{\hat{D}_x(D)} \max(0, N(x_1) \cdot (BV(D)_c - x_1) + |N(x_1)| \cdot BV(D)_d)
\]
for the material term. We use the results to also form the estimate
\[
\Phi_x(D) = \sqrt{\hat{D}_x(D)} (\omega \cdot (x_1 - BV(D)_c) + |\omega| \cdot BV(D)_d)
\]
for the dot product between the centre vector $\omega_D$ of the bounding cone for $D$ and the direction $\omega(l.x \rightarrow x_1)$. In order to estimate the light cosine factor, we also need to account for the bounding cone of $D$. We do this by estimating the cosine of the angle between the bounding cone and the direction in the same fashion as the Lightcuts method [Walter et al., 2005]. In other words, if $\theta_D$ is the cosine threshold for the bounding cone of $D$, then
\[
\hat{C}_x(D) = \begin{cases} 
1 & \text{if } \Phi_x(D) \geq \theta_D \\
\max(0, \cos^{-1}(\Phi_x(D)) - \cos^{-1}(\theta_D)) & \text{otherwise.}
\end{cases}
\]

**Visibility factor.** As approximating the visibility is computationally expensive, we lift the restriction that $\text{ESTIMATE RADIANCE}(D) = S(D)$ when $D$ is a singleton set to ensure that the estimate $\hat{S}^N(D)$ is unbiased. We use the same approximation $\hat{V}_x(D) = 1$ also employed in the Lightcuts method, which clearly does not introduce bias as it ensures that $\hat{V}_x(D)$ is non-zero when $S(D) > 0$. 


Figure 17: A comparison of the probabilities the sampling techniques assign to the point lights. The goal is to sample point lights (represented by boxes) for the camera path represented by the blue star. Ideally, point lights that bring more light to the star should have a higher probability of being sampled. The probabilities are color coded, where red represents a high probability and black represents a low probability. The intensity of a point light is visualized by the size of its box. As we can see, introducing camera path clusters significantly improves upon the probabilities of the hierarchical importance sampler.

8.3 Camera path clusters

Even though the sampling algorithm described above allows us to rapidly importance sample point lights, as we can see from Figure 17 it still has room for improvement. Recall that the ideal probability of sampling a point light is proportional to the exitant radiance it causes. Ignoring visibility, the estimate $\tilde{S}_F(D)$ is correct when $D$ is singleton set and degrades as amount of elements in $D$ increases. As such, the first choice made by Algorithm 8 is made with the lowest quality estimate of $S(D)$. However, this choice is often the most important one, as it excludes the largest amount of point lights from consideration.

Here we present a solution to this problem that doesn’t make use of $\tilde{S}_F$ in the upper levels of the light hierarchy. Instead, we aim to start Algorithm 8 from a node deeper down in the hierarchy instead of the root. We achieve this by sampling the first node $D$ from a cut of the hierarchy.

**Forming clusters.** Note that both the ideal importance sampling algorithm and Algorithm 8 can be described this way. The ideal importance sampling algorithm starts Algorithm 8 from a cut of the hierarchy that contains all of the leaf nodes.
(a) Clusters that only consider screen-space positions.  (b) Clusters that also account for normals and depth.

Figure 18: Visualisation of how different implementations of the identifier $I$ forms clusters of the camera paths. The colour tint of a pixel indicates which cluster it belongs to. Note how accounting for normals and depth appropriately separates the pixels belonging to different parts of the arch.

Conversely, when the cut contains only the root of the hierarchy, the method described above simplifies to Algorithm 8 alone. This implies a trade-off between computational complexity and the quality of the probabilities for sampling the point lights. We circumvent this trade-off by sharing the same cut between similar camera paths.

In practice, we achieve this by forming clusters from similar camera paths and computing a cut for each cluster rather than each of the paths. We form these clusters using a method similar to the one described by Olsson et al. [2012]. In other words, we map each camera path $\bar{x} = (x_1, x_2)$ to a identifier $I(\bar{x})$ by quantizing the position and normal of $x_1$ into a binary representation. Each identifier represents a cluster and we form cuts for the clusters that contain at least one camera path.

Clearly, the function $I$ determines how the clusters are shaped, see Figure 18. Ideally, we’d like the clusters to contain camera paths that react to incoming light in a similar fashion. We define $I$ in terms of two functions $F_N : \mathbb{R}^3 \to \{0, 1\}^N$, which quantizes positions into a binary representation with $N$ bits, and $G_M : S^2 \to \{0, 1\}^M$, that quantizes normals into a binary representation with $M$ bits. We then define $I(\bar{x})$ as the concatenation of $F_N(x_1)$ and $G_M(N(x_1))$.

We define $F_N$ using the pixel coordinates of the camera path and the depth of $x_1$ relative to the screen. The number of bits we use to represent the pixel coordinates
is a tunable constant, whereas we consistently use 5 bits to represent the depth in our experiments. In order to account for perspective, we quantize the cube root of the depth in favour of a linear quantization.

We define $G^M$ by linearly quantizing the coordinates of the normal into a $K$-bit representation. More precisely, $G^M(N(x_1))$ is formed by concatenating the $K$-bit binary representations for the coordinates of $N(x_1)$. In our experiments we use two bits per coordinate, that is $K = 2$ and $M = 6$.

**Forming the cuts.** We construct the cuts in a top-down fashion. We start the process with the minimal cut that only contains the root of the hierarchy. We then continue in breadth-first order to replace nodes in the cut with their two descendants until the maximum node count is met. We guide this process using a heuristic to form different cuts for each camera path cluster. This allows us to refine the nodes that are close to the clusters at the expense of those who are further away.

Given a node $D$ in the cut, our heuristic estimates the approximation error made by $\tilde{S}_F(D)$ which we use to determine whether to replace $D$ with its descendants or not. Let $x_C$ be the centre of the camera path cluster and $x_D$ be the centre of $D$. Furthermore, let $r_C$ be the radius of the camera path cluster and $r_D$ be the radius of $D$. Similarly to the approach used by Rokhlin [1985], we estimate the approximation error using the ratio

$$\frac{||x_C - x_D||}{\max(r_C, r_D)}.$$  

If this ratio is below a tunable threshold, we keep $D$ in the cut and do not replace it with its children. In all of our experiments, we set this threshold to 5.

After forming a cut $C = \{D_1, \ldots, D_N\}$, we precompute a PMF $p_C$ and a CDF $F_C$ to be able to efficiently sample nodes from $C$. Keeping in mind that we’re only going to sample nodes from $C$ for camera paths from the same cluster $X$, we define

$$p_C(D) = \frac{\text{ESTIMATERADIANCE}(X, D)}{\sum_{D' \in C} \text{ESTIMATERADIANCE}(X, D')}$$

where $\text{ESTIMATERADIANCE}(X, D)$ estimates the average exitant radiance along all camera paths in $X$ caused by all the point lights represented by $D$.

**Estimating exitant radiance.** In order to form the CDF and PMF above, we need to define $\text{ESTIMATERADIANCE}$. Using the same reasoning as in the previous
section, we split each term in the sum

\[
S(X, D) = \frac{1}{|X|} \sum_{x \in X} \sum_{l \in D} L(l, x) V(l, x \leftrightarrow x_1) f^*(l, x \to x_1 \to x_2) \\
\frac{\max(0, N(x_1) \cdot \omega(x_1 \to l, x)) \max(0, N(l, x) \cdot \omega(l, x \to x_1))}{\|l, x - x_1\|^2}
\]

into the factors \(C_X(l), M_X(l), D_X(l), V_X(l)\) and \(I_X(l)\). We directly use the estimates from the previous section for the intensity factor and the visibility factor. In other words,

\[
\hat{I}_X(D) = \sum_{l \in D} I_X(l)
\]

and \(\tilde{V}_X(D) = 1\).

We estimate the distance factor by precomputing the aggregates

\[
A_X = \frac{1}{|X|} \sum_{x \in X} (\|x_1\|^2) \quad \text{and} \quad B_X = \frac{1}{|X|} \sum_{x \in X} x_1
\]

that we use to form the estimate

\[
\tilde{D}_X(D) = (A_D - 2B_DB_X + A_X)^{-1}
\]

which indeed is the harmonic mean of the distance factor in \(D \times X\).

We construct an AABB \(BV(X)\) and a bounding cone \((\omega_X, \theta_X)\) for \(X\) which we use to form estimates for \(C_X(l)\) and \(M_X(l)\) by extending the results from the previous section. Again, we employ the radiosity assumption to estimate the material factor and precompute the average \(\frac{c_X}{\pi}\) of the BRDFs for all camera paths in the cluster. We then estimate \(M_X(D)\) by

\[
\hat{M}_X(D) = \frac{c_X}{\pi} \begin{cases} 
1 & \text{if } \Phi^M_X(D) \geq \theta_X \\
\max(0, \cos(\cos^{-1}(\Phi^M_X(D)) - \cos^{-1}(\theta_X))) & \text{otherwise}
\end{cases}
\]

where

\[
\Phi^M_X(D) = \sqrt{\tilde{D}_X(D)(\omega_X \cdot (BV(X)_c - BV(D)_c) + |\omega_X| \cdot (BV(X)_d + BV(D)_d))}
\]

is our estimate for the material factor. Similarly, if \((\omega_D, \theta_D)\) is the bounding cone for \(D\), then

\[
\hat{C}_X(D) = \begin{cases} 
1 & \text{if } \Phi^C_X(D) \geq \theta_D \\
\max(0, \cos(\cos^{-1}(\Phi^C_X(D)) - \cos^{-1}(\theta_D))) & \text{otherwise}
\end{cases}
\]
where

\[ \Phi_X^C(D) = \sqrt{\tilde{D}_X(D)(\omega_D \cdot (BV(D)_c - BV(X)_c) + |\omega_D| \cdot (BV(D)_d + BV(X)_d))} \]

is our estimate for the light cosine factor.

Putting it all together, we now define \textsc{estimateRadiance} as the product of these estimates. In other words,

\[ \textsc{estimateRadiance}(X, D) = \tilde{C}_X(D) \tilde{M}_X(D) \tilde{D}_X(D) \tilde{V}_X(D) \hat{I}_X(D). \]

**Sampling algorithm.** Once we have grouped the camera paths into clusters and formed a cut for each of the clusters, we apply Algorithm 9 to sample a point light for each camera path. The algorithm determines which cluster a camera path belongs by evaluating the identifier function \( I \). This also determines which cut \( C \in C \) to sample from. On lines 4 and 5 the algorithm samples the first node \( D \) from \( C \), such that the probability of selecting \( D \) is determined by the PMF \( p_C(D) \). In practice, this is implemented using the precomputed CDF \( F_C \) and a binary search. Finally, on line 6, it invokes Algorithm 8 to sample a light source from \( D \).

**Algorithm 9 Clustered Importance Sampling**

1: \( I_{\bar{x}} \leftarrow I(\bar{x}) \)
2: \( C \leftarrow C[I_{\bar{x}}] \)
3: \( u \leftarrow \text{outcomeFrom}(U_{[0,1]}) \)
4: \( C' \leftarrow \{ D \in C \mid F_C(D) \geq u \} \)
5: \( D \leftarrow C'[0] \)
6: \( (l, p) \leftarrow \text{hierarchicalImportanceSample}(D) \)
7: \textbf{return} \( (l, p_C(D)p) \)

**9 Sequential Monte Carlo Instant Radiosity**

In this chapter we present an importance sampling method for Instant Radiosity rendering algorithm that minimizes the number of VPLs that move between images in a sequence. Similarly to Incremental Instant Radiosity by Laine et al. [2007], our method is also a sequential Monte Carlo method that employs heuristic sampling and density estimation. However, unlike any prior method, ours is able to simulate multi-bounce indirect illumination as well as distribute the VPLs according to the impact they have on the image.
We make use of the radiosity assumption and talk about VPLs instead of light paths. This allows us to express the sampling algorithm in a simpler form, although it can easily be extended to support arbitrary BRDFs.

The main insight for the algorithm is that VPLs only contribute to the image if they are *indirectly visible* to the camera. In other words, that they can be reached by reflecting off the surfaces that are visible to the camera. Formally, a point $y$ is indirectly visible if

$$\int_{\mathbb{P}^2} W(x_2 \rightarrow x_1) G(x_2 \leftrightarrow x_1) G(x_1 \leftrightarrow y) \, dA(x_2) \, dA(x_1) > 0.$$ 

We build upon this insight and design our algorithm to maintain set of intelligently placed VPLs on the indirectly visible surfaces. As our sampling algorithm employs heuristic sampling, the probability densities of the resulting VPLs cannot be evaluated analytically and must instead be estimated using KNN density estimation as described in Section 9.1.

Refer to Algorithm 10 for a high level description of our method. When a new frame begins (line 4), we have a set of old VPLs $(z_{i-1,1}, \ldots, z_{i-1,N})$ from the previous frame. As described in Section 9.2 we generate VPLs for the current frame by first sampling a collection of points $(\hat{z}_{i,1}, \ldots, \hat{z}_{i-1,N})$ on the indirectly visible surfaces by tracing paths from the camera (line 5). Then on line 6, we evaluate how suitable these points would be as VPLs, see Section 9.3. As described in Section 9.4 we remove the least suitable VPLs from the last frame (line 7) — most importantly ones that are not indirectly visible anymore — and replace them with the most suitable new candidates (line 8). We then estimate the exitant radiosity $(B_{i,1}, \ldots, B_{i,N})$ of each VPL (line 9). This estimation can be performed using any path sampling algorithm, such as forward path tracing. Finally, before rendering the frame (lines 11–14), we estimate the probability density of each VPL (line 10).

### 9.1 KNN density estimation

To use the VPLs to estimate the measurement equation in the path integral form, we need to estimate their probability densities with respect to the surface area measure $A$. We achieve this using KNN density estimation under the same assumptions made by the Photon mapping algorithm [Wann Jensen, 2001]. That is, we assume that the
Algorithm 10 Sequential Monte Carlo Instant Radiosity

1: \((z_{0,1}, \ldots, z_{0,N}) \leftarrow \text{SAMPLEINDIRECTLYVISIBLEPOINTS}()\)
2: \((\hat{p}_{0,1}, \ldots, \hat{p}_{0,N}) \leftarrow \text{ESTIMATESURFACEAREADENSITY}(z_{0,1}, \ldots, z_{0,N})\)
3: \((B_{0,1}, \ldots, B_{0,N}) \leftarrow \text{ESTIMATERADIOSITY}(z_{0,1}, \ldots, z_{0,N})\)
4: \(\text{for each new frame } i = 1 \text{ to } \infty \text{ do}\)
5: \((\hat{z}_{i,1}, \ldots, \hat{z}_{i,N}) \leftarrow \text{SAMPLEINDIRECTLYVISIBLEPOINTS}()\)
6: \((\hat{s}_{i,1}, \ldots, \hat{s}_{i,N}) \leftarrow \text{COMPUTESUITABILITY}(\hat{z}_{i,1}, \ldots, \hat{z}_{i,N})\)
7: \((z_{i,1}, \ldots, z_{i,M}) \leftarrow \text{REMOVESUITABLEVPLS}(z_{i-1,1}, \ldots, z_{i-1,N})\)
8: \((\hat{B}_{i,1}, \ldots, \hat{B}_{i,N}) \leftarrow \text{ESTIMATERADIOSITY}(z_{i,1}, \ldots, z_{i,N})\)
9: \((\hat{p}_{i,1}, \ldots, \hat{p}_{i,N}) \leftarrow \text{ESTIMATESURFACEAREADENSITY}(z_{i,1}, \ldots, z_{i,N})\)
10: \(\text{for } j = 0 \text{ to } N \text{ do}\)
11: \(\text{for each sensor } S \text{ do}\)
12: \((x_2, x_1) \leftarrow \text{SAMPLECAMERAPATH}()\)
13: \(\text{measurement}[S] \leftarrow \frac{1}{N} \frac{\int_{Z \rightarrow x_1} W(x_2 \rightarrow x_1) f^\tau(z_{i,j} \rightarrow x_1 \rightarrow x_2)}{p(x_1, x_2)\hat{p}_{i,j}} G(x_1 \leftrightarrow z_{i,j}) B_{i,j}\)

\(k\) nearest neighbours of any VPL are all on the same, planar surface\(^{10}\). This allows us to perform an unconstrained KNN search in the scene \(\mathcal{M}\) using the algorithm presented by Roussopoulos et al. [1995]. We then estimate the probability density of a VPL \(x\) as

\[
\hat{p}(x) = \frac{k}{N} \frac{1}{\pi r_k^2},
\]

where \(r_k\) is the distance to the \(k\)th nearest neighbour of \(x\).

9.2 Generating candidates

As depicted above, we generate new VPLs by selecting them from a set of candidates. We generate these candidates by first sampling a collection of points \(Z = (\bar{z}_1, \ldots, \bar{z}_N)\) on the indirectly visible surfaces. In practice, each point \(\bar{z}\) is generated by sampling a path \((z_3, z_2, z_1)\), where \(z_1\) is the resulting VPL candidate. The path is generated similarly to how the base paths are sampled in Chapter 5.3. That is, \(z_3\) is sampled on the sensor, the so called primary hit \(z_2\) is sampled from the surfaces visible to \(z_2\) and \(z_1\) is sampled from the surfaces visible to \(z_2\).

\(^{10}\)Note that these assumptions are consistent if the scene is a polygonal mesh. As the density of the VPLs increases there will inevitably be a point where all the \(k\) nearest neighbours of \(x\) in \(\mathbb{R}^3\) are located on the same polygon as \(x\).
We then estimate the exitant radiosity at the VPLs by sampling light paths from them. By sampling more than one light path from each VPL (and also varying the length of these paths), the illumination from a single VPL is in fact a sample of the multi-bounce indirect illumination. In practice, we achieve this by using forward path tracing to sample a fixed number of new light paths from each point in Z. We maintain these light paths between iterations by regenerating their first vertices (that lie on the light sources) when the illumination in the scene changes. Since we assume diffuse materials, we only need to estimate the exitant radiosity at each VPL. Without this assumption, we would have to treat each light path separately if they have different directions for the radiance incident on the VPL.

9.3 Suitability

To importance sample the VPLs according to how much indirect light they bring to the image, the suitability score of a VPL should indicate how well its probability density corresponds to the light it brings to the image. If we assume that indirect visibility is binary, the amount of indirect light a VPL \( z \) brings to the image only depends on its radiosity \( B(z) \), since we already know that all of our VPL candidates are indirectly visible. We account for radiosity by defining the suitability of a VPL candidate as its strength as it would occur in a Monte Carlo sum. In other words,

\[
\text{SUITABILITY}(z) = \frac{B(z)}{\hat{p}(z)},
\]

where \( \hat{p}(z) \) is a KNN density estimate for the point \( z \). We evaluate \( \hat{p}(z) \) by only searching for neighbors among the VPLs from the last frame. To cover the indirectly visible surfaces as evenly as possible, we use single nearest neighbour search when evaluating suitability. The reason for this is that \( k \) nearest neighbour search is not able to distinguish evenly spaced VPLs from isolated groups of \( k - 1 \) VPLs.

Informally, each VPL is used during rendering to approximate the radiosity of its nearest-neighbour region. In order to avoid systematic bias we have to ensure that the VPLs are representative samples of these regions. The sampling heuristics we employ effectively repel new candidates from landing near VPLs from the last frame because we estimate the probability density using nearest-neighbour search.

If we directly define the suitability in terms of the radiosity for the candidate alone, the sampling method tends to favour VPLs that have a comparatively high radiosity for their regions. This results in a bias towards brighter VPLs. We circumvent this
issue by not using the radiosity of VPL candidate when defining the suitability, but instead approximate the average radiosity within its nearest neighbour region. In practice, we compute this approximation as the average of radiosities of the neighbouring VPLs from the last frame.

9.4 Removing and replacing VPLs

Recall that we want the VPLs to be indirectly visible to the camera. As a consequence, for every frame we remove any VPLs that are not indirectly visible. A VPL $z$ is indirectly visible if we can find a point $x$ which is both visible to the camera and $z$. We find such points using two different methods. One that generates points that are definitely visible to the camera, in that case we have to check if they are visible to the VPLs. The other generates points that are definitely visible to a VPL and instead requires us to check that they are visible to the camera.

We generate points that are definitely visible to the camera simply by sampling camera paths of the form $(z_2, z_1)$, where $z_1$ are on the surfaces visible to the camera. For each such camera path we choose a VPL $z$ with the help of the hierarchical importance sampling algorithm from the Chapter 8. We then query the indirect visibility of $z$ by checking if it is visible to the primary hit $z_1$.

Recall that each VPL was generated by sampling three vertex paths $(z_3, z_2, z_1)$ from the camera. Even if the camera moves, the primary hit $z_2$ of such a path is definitely visible to the corresponding VPL. This allows us to query the indirect visibility of a VPL by checking if $z_2$ is still visible to the camera.

**Coping with undersampling.** Removing VPLs based on indirect visibility alone can lead to severe undersampling of new parts of the scene. It's possible for the indirectly visible surfaces from the previous frame to be a strict subset of the indirectly visible surfaces of the current frame. In other words, a new camera position might uncover new indirectly visible surfaces without occluding any surfaces from the last frame. For example, when the camera is moving backwards.

We propose another heuristic to complement indirect visibility. The general idea is to forcefully remove VPLs from the last frame when there are regions that haven't been sufficiently sampled. Again we make use of the VPL candidates generated for this frame. Any candidate VPL that has landed in an undersampled region will have an exceptionally high suitability score.
We decide how many VPLs should be removed by comparing the suitability of the new candidates against some representative aggregate for the suitabilities of the VPLs from the last frame. In our implementation we count how many of the new candidates are more suitable than the 90th percentile of last frame's VPLs. If the indirect visibility heuristic hasn't removed that many VPLs yet, we remove more VPLs until we reach the budget. In an attempt to reduce temporal noise we deterministically remove the oldest VPLs in favor of resampling without replacement.

Replacing VPLs. We now replace the removed VPLs with suitable candidates from $Y$. To ensure that there's always a non-zero probability of placing a new VPL in any indirectly visible region, we do not deterministically choose the most suitable replacements from $Y$. Instead, we sample the replacements such that suitable VPLs have higher probabilities of being chosen. In a sequential program, this is best achieved by resampling without replacement. In order to cater for the parallel programming model of modern GPUs we instead use Algorithm 11 to sample from $Y$.

**Algorithm 11 Parallel VPL Sampling**

1: $M \leftarrow$ number VPLs to be replaced
2: for each $\vec{y} \in Y$ in parallel do
3: \hspace{1em} weights[$\vec{y}$] $\leftarrow$ SUITABILITY($\vec{y}$)\textsc{outcomeFrom($U_{[0,1]}$)}
4: PARALLELSORT($Y$, weights)
5: return ($\vec{y}_N, \ldots, \vec{y}_{N-M}$)

10 Implementation and results

In this chapter present the technologies used to implement the clustered hierarchical importance sampling algorithm from Chapter 8 and the sequential Monte Carlo Instant Radiosity algorithm from Chapter 9. We experimentally evaluate the quality of these algorithms and analyse the results. We also measure the performance of a system that makes use of both of these algorithms to render images with indirect illumination at interactive rates.

Here we choose not to focus on direct illumination, and instead render images containing only indirect light. We also choose to omit Russian roulette and limit the
Figure 19: A comparison of the high frequency noise exhibited by different rendering algorithms when they are restricted to 8 camera paths per pixel. We see that our method is closely resembles the ideal case and attains a considerably lower error than forward path tracing.

length of a transport path to six points. In other words, we simulate three bounce indirect illumination.

10.1 Implementation

Both algorithms presented here and the comparison methods are implemented to run on modern GPUs. The algorithms are implemented in C++ [Stroustrup, 2000] with the help of the CUDA framework for general purpose GPU (GPGPU) computing [Farber, 2012].

In our implementation, we use the following third party components:

- The Optix Prime library for a GPGPU implementation of a ray casting algorithm [OptiX Prime].
- The temporal reprojection filter developed by Mara et al. [2013] to smooth out the remaining high frequency noise.
- The GPGPU tree builder presented by Karras [2012] to rapidly construct the light hierarchy using a top-down algorithm that uses the spatial mean heuristic.
- The CUB library by Merrill [2014] for GPGPU sorting.

10.2 Single image quality

We measure the error made by our many lights rendering algorithms as estimators for the measurement equation by creating the point lights using sequential Monte Carlo
Figure 20: Diagrams depicting the PSNR achieved by our method for a sample of six different scenes. We see that our method consistently outperforms forward path tracing and comes close to the quality achieved by the ideal importance sampler.

Instant Radiosity. We achieve this by rendering scenes illuminated by 32768 VPLs and comparing the results against the converged results of forward path tracing. For the clustered hierarchical importance sampler, we use a on-screen cluster size of $16 \times 16$ pixels in all scenes except for San Miguel, where we reduce the amount of clusters by increasing the cluster size to $32 \times 32$ pixels due to memory budget constraints.

See Figure 19 for a visual comparison of the high frequency noise for these algorithms in comparison to forward path tracing. We include the ideal importance sampler from Chapter 8.1 as a theoretical upper bound for the quality which can be achieved without estimating visibility. From this figure it’s obvious that the highest quality is achieved by the ideal importance sampler and the clustered hierarchical importance sampler.

We measure the quality of the rendered images using their peak signal-to-noise ratio (PSNR) [Salomon, 2006, Chapter 4.2.2]. PSNR is the logarithm of the ratio between the brightest pixel in the image and the mean squared error (MSE). Informally, an image with a high PSNR value contains less noise. From Figure 20 we see that the clustered hierarchical importance sampling algorithm also performs well in a wider selection of scenes.

10.3 Image sequence quality

Here we evaluate the ability of sequential Monte Carlo Instant Radiosity to generate accurate, yet stable VPL sets. We compare against Instant Radiosity Keller [1997]
Figure 21: The scene viewed from above, where the camera is represented by the white box. The leftmost column visualizes the VPLs in the $k$th image in a sequence by drawing their local coordinate axes. The middle column shows the VPLs in the $(k+1)$th image, where the camera has moved slightly to the left. The column on the right shows the absolute difference between the other two. Note that our method keeps the distribution of VPLs temporally stable. See the video at http://cs.helsinki.fi/u/phedman/smcir/vpl_distributions.mp4 for a more in-depth presentation.

and Metropolis Instant Radiosity Segovia et al. [2007]. In these experiments, our method generates 24 light paths from each VPL, 8 for each indirect bounce.

First, Figure 21 demonstrates how our method incrementally adapts the distribution of VPLs to a moving camera. In contrast, Metropolis Instant Radiosity changes the location of all VPLs between frames.

Second, to assess the temporal smoothness of the error, we give both our algorithm and the two comparison methods a budget of 2048 VPLs, deterministically connect all of them to every pixel, and track the intensities of several pixels over the sequence. Figure 22 plots these sensor responses as the camera moves through a scene. We

\[11\] Instead of using MLT to generate transport paths whose probability densities are proportional to the sensor response they cause, we instead generate a collection of candidate paths using forward path tracing. We then employ weighted resampling without replacement to generate a set of transport paths approximately distributed proportionally to the sensor response they cause.
Figure 22: The sensor response over time for the highlighted pixels in a sequence of images. In this sequence, the camera moves through a heavily occluded scene, illuminated by 10 light sources. Unlike the comparison methods, we see that our method both follows the ground truth closely and is temporally stable. All methods use 2048 VPIs and deterministic connections to all pixels to highlight the temporal behaviour of the error.
Figure 23: The differential error with respect to time for the highlighted pixel. In this case, the camera is slowly moving left in a scene which is illuminated by two light sources. This shows that the error of our method fluctuates significantly less than that of the comparison methods.
Figure 24: The sensor response and error differential for the case where the light source is moving instead of the camera. We see that our method is closer to the ground truth than Instant Radiosity and fluctuates less than Metropolis Instant Radiosity.
compute the ground truth for these pixels by running forward path tracing until convergence. We observe that while the estimates provided by Metropolis Instant Radiosity closely follow the ground truth, they are not temporally stable and an image sequence rendered using this method would suffer from flickering. In contrast, the estimates produced by our method, while slightly biased, do not fluctuate with time. This is further evidenced by Figure 23, which displays the differential of the error with respect to time. Instant Radiosity consistently produces large errors, as it does not adapt to the view-light configuration.

Figure 24 shows a similar graph for a case where the light source is moving instead of the camera. This results in lower accuracy for all methods. However, our method remains closer to ground truth than Instant Radiosity, while at the same time being more temporally stable than Metropolis Instant Radiosity.

We also compare these methods by rendering videos. The videos at http://cs.helsinki.fi/u/phedman/smcir/moving_light.mp4 and http://cs.helsinki.fi/u/phedman/smcir/moving_camera.mp4 demonstrate the error characteristics of our method and the comparison methods when rendering images at interactive rates. From the videos, we see that our method much higher temporal stability than the comparison methods. Forward path tracing and our method use 8 camera paths per pixel and employ the temporal reprojection filter by Mara et al. [2013] to alleviate the high frequency noise. Instant Radiosity and Metropolis Instant Radiosity have a VPL budget of 2048 VPLs and employ $8 \times 8$ interleaved sampling as described by Laine et al. [2007] to reduce the number of transport paths they generate per pixel from 2048 to 32.

10.4 Rendering performance

We analyse the rendering performance of the sequential Monte Carlo Instant Radiosity algorithm on the following hardware: A desktop PC equipped with an Intel i5 2500 CPU, 16 GB RAM and a NVIDIA GTX Titan GPU. In Figure 25a we display the time spent rendering an image for a collection of scenes. The rendering time is split into four categories: ray tracing, density estimation, importance sampling and miscellaneous. The miscellaneous category contains operations such as evaluating BRDFs, sampling new directions in which to perform ray casts and evaluating the measurement contribution function.

In Figure 25b we compare the performance of a forward path tracer against sequen-
(a) Rendering time in milliseconds for six different scenes.  

(b) Rendering time in milliseconds required for forward path tracing to attain the same quality (PSNR) as our method with a budget of 8 camera paths per pixel.

Figure 25: Rendering performance of our method in contrast to forward path tracing.

Figure 25: Rendering performance of our method in contrast to forward path tracing.

tial Monte Carlo Instant Radiosity. The figure displays the running time required for the forward path tracing algorithm to reach the same PSNR as sequential Monte Carlo Instant Radiosity achieves with only 8 camera paths per pixel. We see that sequential Monte Carlo Instant Radiosity is always an order of magnitude faster than forward path tracing.

11 Conclusion

We set out to create a rendering method for interactive image sequences, which is flexible enough to synthesize both rough approximations for limited hardware and physically accurate images in real-time for future hardware. The result is a method that faithfully renders images with multi-bounce indirect illumination at interactive rates. The method consists of two novel rendering algorithms that both extend Instant Radiosity [Keller, 1997].

The first, clustered hierarchical importance sampling, is a many-lights rendering method that increases the point light budget without incurring a significant performance cost. As a whole, our method compares favourably against forward Path Tracing, both in terms of quality and rendering speed.

The second, sequential Monte Carlo Instant Radiosity, generates light paths using a heuristic sampling method that importance samples them according to much light they bring to the image, but also reduces the amount of light paths that move between images in a sequence. Previous work has only focused on one of these
Figure 26: Images containing glossy materials rendered using Instant Radiosity with 32768 VPLs.

aspects, and no prior algorithm has been able to achieve both at the same time. Our experiments show that our algorithm produces images whose error is on par with Metropolis Instant Radiosity, while keeping the illumination temporally stable in sequences.

11.1 Future work

In this thesis, we employ ray casting to evaluate visibility, however, this is not a necessary assumption for sequential Monte Carlo Instant Radiosity. An interesting venue for future research is to explore the behaviour of this algorithm under hard real-time time constraints where rasterisation is used to resolve visibility.

The clustered hierarchical importance sampler employs the naive assumption that all VPLs are visible. Designing better estimate for the visibility factor would reduce variance even further.

The camera path clusters take first steps towards a dually hierarchical importance sampler which computes the sampling probabilities using not only a light hierarchy but also a hierarchy built from the camera paths. This is similar in spirit to Multidimensional Lightcuts by Walter et al. [2006].

We’ve employed the radiosity assumption when implementing our algorithms. However, neither one of the algorithms rely on the assumption. Traditionally, Instant Radiosity has not been used with glossy materials due to the limited VPL budget. However, as Figure 26 implies, the increased VPL budget caused by the clustered hierarchical importance sampler allows for plausible glossy reflections. An interesting venue of research would be to add support for glossy BRDFs to our rendering system by deriving an estimate for the material factor for these BRDFs.
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A Measures and probability theory

Here we review the relevant concepts from probability theory which we need to
describe Monte Carlo integration and sequential Monte Carlo. Since the light trans-
port problem cannot be accurately modelled using naive probability theory, these
concepts are best described using the measure-theoretic approach to probability the-
ory. As a formal treatment of measure-theoretic approach is out of the scope for
this thesis we make use of simplifications to preserve clarity of presentation.

For an introduction to naive probability theory, refer to Probability by Pitman [1993].
Measure Theory by Halmos [1974] is a good introduction to measure theory. For a
formal treatment of measure-theoretic probability, Measure Theory and Probability
Theory by Athreya and Lahiri [2006] is a good reference.

A.1 Measures

A measure is a generalization of quantities such as length, area and volume. A
measure is always defined on a measurable space \( X = (X, \mathcal{F}) \), where \( X \) is a set
and \( \mathcal{F} \subset \mathcal{P}(X) \) is a \( \sigma \)-algebra that contains the measurable subsets of \( X \). For our
purposes, we can consider \( \mathcal{F} \) as a family of sets which contains at least \( \emptyset \) and \( X \).
A measure \( \mu \) on \( X \) is a function \( \mu : \mathcal{F} \to [0, \infty] \) which allows us to express the
sizes of the elements in \( \mathcal{F} \). Aside from always being non-negative, a measure must
also satisfy two other properties we commonly associate with the concept of size.
Namely,

\[
\mu(\emptyset) = 0 \quad \text{and} \quad \mu\left(\bigcup_i A_i\right) = \sum_i \mu(A_i)
\]

for up to countably many disjoint sets \( A_i \in \mathcal{F} \).

Measurable functions and integrals. We can extend the concept of measurabil-
ity to functions as well. A function \( f : (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y) \) between two measurable
spaces is measurable if the preimage of any measurable set is also measurable. In
other words, for any set \( A \subset Y \),

\[
A \in \mathcal{F}_Y \Rightarrow f^{-1}(A) \in \mathcal{F}_X.
\]

Any measurable function can be integrated. Given the measurable function \( f : X \to \mathbb{R} \), we denote the Lebesgue integral of \( f \) over a set \( A \in \mathcal{F} \) with respect to the
measure \( \mu \) as

\[ \int_A f(a) \, d\mu(a). \]

### Common measures

An important example of a measurable space and a measure is the Lebesgue measure on \( \mathbb{R}^n \), which coincides with our intuitive notion of volume. As one might assume, integrals taken with respect to the Lebesgue measure behave like the familiar Riemann integral in the cases where both exist.

Consider the case where we want to measure the size of a lower-dimensional manifold in \( \mathbb{R}^n \). For example, we want to measure the area of a surface in \( \mathbb{R}^3 \). We cannot use the three-dimensional Lebesgue measure for this purpose as it measures volume. As a consequence, the measure of any set \( D \) on the surface would be zero. Instead, we make use of a Hausdorff measure to express this area [Morgan, 2008, Chapter 2.3]. Informally, a \( k \)-dimensional Hausdorff measure \( \mathcal{H}^k \) on \( \mathbb{R}^n \) coincides with our intuition of \( k \)-dimensional volumes (or areas) embedded in \( \mathbb{R}^n \). As one might assume, \( \mathcal{H}^k \) coincides with the Lebesgue measure on \( \mathbb{R}^n \) if \( k = n \).

### Radon-Nikodym derivatives

We make heavy use of a concept called the Radon-Nikodym derivative. Consider two measures \( \mu_1 \) and \( \mu_2 \) on \( X \) such that \( \mu_1(A) = 0 \) whenever \( \mu_2(A) = 0 \) for all \( A \in \mathcal{F} \). In this case, the Radon-Nikodym derivative

\[ \frac{d\mu_1}{d\mu_2} : X \to \mathbb{R} \]

is the function that satisfies

\[ \int_A f(a) \, d\mu_1(a) = \int_A f(a) \frac{d\mu_1}{d\mu_2}(a) \, d\mu_2(a). \]

### Product measures

A product measure allows us to define a measure on the Cartesian product of measurable spaces. Consider two measurable spaces \( X = (X, \mathcal{F}_X) \) and \( Y = (Y, \mathcal{F}_Y) \) equipped with the measures \( \mu_X \) and \( \mu_Y \). We extend the Cartesian product \( X \times Y \) into a measure space by equipping it with the \( \sigma \)-algebra \( \mathcal{F}_X \times \mathcal{F}_Y \). The product measure \( \mu_X \times \mu_Y \) is a measure on \( (X \times Y, \mathcal{F}_X \times \mathcal{F}_Y) \) and is defined as

\[ (\mu_X \times \mu_Y)(D) = \int_D \mu_Y(D_y) \, d\mu_X(x) \]

\[ = \int_D \mu_X(D_x) \, d\mu_Y(y) \quad \forall D \in \mathcal{F}_X \times \mathcal{F}_Y, \]
where \(D_x = \{y \in Y \mid (x, y) \in D\}\) and \(D_y = \{x \in X \mid (x, y) \in D\}\).

Given three measures \(\mu_1, \mu_2\) and \(\mu_3\) on \(X\), we use the shorthand
\[
\frac{d^2 \mu_1}{d \mu_2 d \mu_3}
\]
to express Radon-Nikodym derivative between \(\mu_1\) and the product measure \(\mu_2 \times \mu_3\).

A.2 Probability measures and random variables

We use the concept of a measure to express probabilities. We extend a measurable space \((\Omega, \mathcal{F})\) to a probability space by combining it with a measure \(P : \mathcal{F} \to [0, 1]\) which also satisfies \(P(\Omega) = 1\). Such a measure is called a probability measure.

We use a probability space \((\Omega, \mathcal{F}, P)\) to model a random event. In which case the outcomes of the event are in \(\Omega\), which is called the sample space. We now express the probability of a set of outcomes \(A \in \mathcal{F}\) as \(P(A)\).

**Random variables.** In order to model more complicated outcomes we use the concept of a random variable. Given a probability space \((\Omega, \mathcal{F}, P)\) and a measurable space \(X = (X, \mathcal{G})\), a random variable \(X\) is a measurable function from \(\Omega\) to \(X\). The variable allows us to express the probability of any set \(A \in \mathcal{G}\) as
\[
P(\mathcal{X} \in A) = P(\{X^{-1}(A)\}).
\]
This naturally induces a measure \(P_X\) on \(X\), where for any \(A \in \mathcal{G}\),
\[
P_X(A) = P(\mathcal{X} \in A).
\]

\(P_X\) is also referred to as a probability distribution and we say that \(\mathcal{X}\) is distributed according to \(P_X\). This can also be expressed with the shorthand \(\mathcal{X} \sim P_X\). Random variables are commonly used to model measurements, where \(X = \mathbb{R}\) and \(\mathcal{G}\) is the family of Lebesgue-measurable subsets of \(\mathbb{R}\).

**Probability density functions.** The probability density function (PDF), \(p_X : X \to [0, \infty]\), for \(\mathcal{X}\) describes the probability of the elements in \(X\) and is defined using the Radon-Nikodym derivative
\[
p_X = \frac{dP_X}{d\mu}
\]
for some reference measure $\mu$. When $X \subset \mathbb{R}$, $\mu$ is commonly the Lebesgue measure. However, many light transport algorithms make heavy use of different reference measures.

Let $\mathcal{X} : \Omega_{\mathcal{X}} \to (X, \mathcal{G}_X)$ be a random variable. With the help of its PDF, $p_{\mathcal{X}}$, we can evaluate the probability for the set of outcomes $A \in \mathcal{G}_X$ with the integral

$$P(\mathcal{X} \in A) = \int_A p_{\mathcal{X}}(x) \, d\mu(x),$$

where $\mu$ is the reference measure for $p_{\mathcal{X}}$.

**Discrete random variables.** With a suitable choice of measure the concepts presented in this chapter also extend to the case where the sample space is discrete. In this case we speak of *probability mass functions (PMF)* instead of PDFs and the integrals are naturally replaced by sums. For example, for a discrete random variable $\mathcal{X} : \Omega_{\mathcal{X}} \to (X, \mathcal{G}_X)$, we evaluate the probability for the set of outcomes $A \in \mathcal{G}_X$ using the sum

$$P(\mathcal{X} \in A) = \sum_{x' \in A} p_{\mathcal{X}}(x').$$

### A.3 Joint probability measures

A joint probability measure informs us of the interplay between two or more random variables. Here we consider pairs of random variables, but the concept can easily be extended to account for more. Given two probability spaces $(\Omega_1, \mathcal{F}_1, P_1)$ and $(\Omega_2, \mathcal{F}_2, P_2)$, we refer to a measure $P$ defined on $\mathcal{F} = \mathcal{F}_1 \times \mathcal{F}_2$ as a joint probability measure.

Now consider two continuous random variables,

$$\mathcal{X}_1 : \Omega_1 \to (X_1, \mathcal{G}_1) \text{ and } \mathcal{X}_2 : \Omega_2 \to (X_2, \mathcal{G}_2).$$

which we combine into a single random variable

$$\mathcal{X} : \Omega_1 \times \Omega_2 \to (X_1, \mathcal{G}_1) \times (X_2, \mathcal{G}_2).$$

In order to evaluate the joint probability for a set of outcomes $A \in X_1 \times X_2$ from $\mathcal{X}$, we use the joint probability measure $P$ and get

$$P(\mathcal{X} \in A) = P(\mathcal{X}^{-1}(A)).$$
We refer to the PDF $p_X : X_1 \times X_2 \to [0, \infty]$ as the joint PDF of $X_1$ and $X_2$. Note that a joint probability measure has to satisfy

$$p_{X_1}(x_1) = \int_{X_2} p_X(x_1, x_2) \, d\mu_2(x_2)$$

and

$$p_{X_2}(x_2) = \int_{X_1} p_X(x_1, x_2) \, d\mu_1(x_1),$$

where $\mu_1$ and $\mu_2$ are the reference measures for $p_{X_1}$ and $p_{X_2}$.

We call $X_1$ and $X_2$ independent if the PDF of the joint variable can be expressed as the product of the PDFs of its components. In other words,

$$p_X(x_1, x_2) = p_{X_1}(x_1)p_{X_2}(x_2)$$

for all $x_1 \in X_1, x_2 \in X_2$. Intuitively, two random variables are independent if the outcome of one does not have an impact on the probabilities of the other.

We call $p_{X_1}$ and $p_{X_2}$ marginal PDFs. Intuitively, the marginal PDF of $X_1$ describes its probability if we completely disregard the outcomes of $X_2$. In contrast, the conditional PDF $p_X(x_1|x_2)$ describes the probability of $X_1$ if we fix the value of $X_2$ to $x_2$. In other words,

$$p_X(x_1|x_2) = \frac{p_X(x_1, x_2)}{p_{X_2}(x_2)}$$

and

$$p_X(x_2|x_1) = \frac{p_X(x_1, x_2)}{p_{X_1}(x_1)}.$$

### A.4 Expected value and variance

One way to better understand random variables is to compute various summarizing quantities. One of the most descriptive of these quantities is the mean or the expected value, which tells us where we can expect to find the average of multiple outcomes from the event random variable. For a random variable $X : \Omega_X \to (X, \mathcal{G}_X)$ the expected value $E[X]$ is

$$E[X] = \int_X x \, dP_X(x) = \int_X xp_X(x) \, d\mu(x)$$

where $\mu$ is the reference measure for $p_X$. We can also compute expected values for functions of random variables. For example, given a function $f : X \to \mathbb{R}^N$ we have

$$E[f(X)] = \int_X f(x) \, dP_X(x) = \int_X f(x)p_X(x) \, d\mu(x)$$

where the reference measure $\mu$ for $p_X$ commonly is the Lebesgue measure. The linearity of integration extends to expected values as well. Given two random variables $X$ and $Y$ and the real numbers $a$ and $b$, we have

$$E[aX + bY] = aE[X] + bE[Y].$$
Another useful quantity is the variance of a real-valued random variable. The variance for \( \mathcal{X} : \Omega_{\mathcal{X}} \to \mathbb{R} \) is

\[
\text{Var}(\mathcal{X}) = E[(\mathcal{X} - E[\mathcal{X}])^2].
\]

We see that for any real number \( a \)

\[
\text{Var}(a\mathcal{X}) = a^2\text{Var}(\mathcal{X})
\]

because of the linearity of expected values. This also allows us to express the variance in the simpler form

\[
\text{Var}(\mathcal{X}) = E[\mathcal{X}^2] - E[\mathcal{X}]^2.
\]

The square root of the variance, \( \sigma(\mathcal{X}) = \sqrt{\text{Var}(\mathcal{X})} \) is called the standard deviation and tells us how outspread we expect the outcomes of \( \mathcal{X} \) to be.

### A.5 Cumulative distribution functions and quantiles

We can define a cumulative distribution function (CDF) for any real valued random variable. Given the outcome \( x' \in \mathbb{R} \) from the random variable \( \mathcal{X} : \Omega_{\mathcal{X}} \to \mathbb{R} \), the CDF \( F_{\mathcal{X}} : \mathbb{R} \to [0,1] \) gives us the probability of all the outcomes less than or equal to \( x \). In other words,

\[
F_{\mathcal{X}}(x') = \int_{-\infty}^{x'} dP_{\mathcal{X}}(x) = \int_{-\infty}^{x'} p_{\mathcal{X}}(x) \, d\mu(x)
\]

where \( \mu \) is the Lebesgue measure on \( \mathbb{R} \).

With the help of the CDF, we can introduce the concept of a quantile. Consider the random variable \( \mathcal{X} : \Omega_{\mathcal{X}} \to \mathbb{R} \) and a value \( a \in [0,1] \). The \( a \)-quantile of \( \mathcal{X} \) is the smallest number \( x \), such that

\[
F_{\mathcal{X}}(x) \geq a.
\]

A common example is the 0.5-quantile, or the median which splits the outcomes of the random variable into two equally likely sets.

### A.6 Common probability distributions

**The uniform distribution.** A random variable is uniformly distributed if its PDF is constant. In other words, given some measurable set \( A \subset \mathbb{X} \) the variable
$\mathcal{X} : \Omega_\mathcal{X} \to A$ is uniformly distributed if

$$p_\mathcal{X}(x) = \frac{1}{\mu(A)}$$

for every $x \in A$. We denote this by $\mathcal{X} \sim \mathcal{U}(A)$.

For real-valued random variables we commonly define the uniform distribution on intervals. For example, the PDF of a real-valued random variable $\mathcal{X} \sim \mathcal{U}([a, b])$ is

$$p_\mathcal{X}(x) = \frac{1}{b - a} \text{ for all } x \in [a, b]$$

and we can easily show that

$$E[\mathcal{X}] = \frac{b - a}{2}$$

and

$$Var[\mathcal{X}] = \frac{(b - a)^2}{12}.$$

The normal distribution. The normal distribution is a distribution often used to model events where the actual distribution is unknown. This distribution is defined on $\mathbb{R}^n$ but we will only introduce it for real-valued random variables. In this case the normal distribution $\mathcal{N}(m, V)$ is uniquely defined by two parameters, the mean $m$ and the variance $V$.

The PDF of a real-valued random variable $\mathcal{X} \sim \mathcal{N}(m, V)$ is

$$p_\mathcal{X}(x) = \frac{1}{\sqrt{2\pi V}} e^{-\frac{(x - m)^2}{2V}}$$

for every $x \in \mathbb{R}$. As one might assume, it can be shown that $E[\mathcal{X}] = m$ and $Var(\mathcal{X}) = V$. 