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Even after 50 years, there is still no standard, analytically tractable way to treat Quantum Chromodynamics (QCD) non-numerically besides perturbation theory. In the high-energy regime perturbation theory agrees with experimental results to a great accuracy. However, at low energies the theory becomes strongly coupled and therefore not computable by perturbative methods. Therefore, non-perturbative methods are needed, and one of the candidates is light-front holography.

In this thesis, the basics of light-front quantisation and holography are discussed. Light-front quantisation takes light-cone coordinates and the Hamiltonian quantisation scheme as its basis and the resulting field theory has many beneficial properties like frame-independence. Still, to extract meaningful results from the light-front QCD, one needs to apply bottom-up holographic methods.

Last part of this work focuses on the applicability of light-front holographic QCD in the area of dark matter. We find that one can build a secluded SU(3) sector consisting of a doublet of elementary particles, analogous to quarks and gluons. Due to a global symmetry, the lightest stable particle is analogous with ordinary neutron. It meets the basic requirements for being a WIMP candidate when its mass is higher than 5 TeV.
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Kiitokset

Opiskeluvuodet Helsingin yliopistolla ovat olleet elämäni rikkaimpia vuosia sekä ympäristön, matkustamisen, taiteen, tieteen että ennen kaikkea ihmisten takia. Siksi onkin tarpeen osoittaa kiitokseni teille yhteisestä.


Tuntuisi vähättelyltä alkaa eritellä opiskelutovereitani nimin kiitokseen: mikäli olette joskus pudonneetseinän tai istuneet pöytään miettimään olevaisen luonnetta missään muodossa – fyysisessä kuin metafyysisessä – olette ansainneet syvimmät kiitokseni, sillä mikään ei ole niin elähdyttävää kuin älyllinen keskustelu.

Lisäksi haluan muistaa perhettäni opintoihin kannustamisesta ja kasvattamisesta. On ollut etuojus saada kasvaa niin moninaisessa ja tiiviissä perhepiirissä kuin muodostamamme on ollut.

Suurimmat kiitokset kuuluvat Katjalle sietämisestäni ja järjissä pitämisestäni. Enempää en osaa tekstualisoida tähän.


F. Nietzsche, *Näin puhui Zarathustra*
Notations and conventions

In this thesis, natural units are used, i.e. $\hbar = c = 1$. Also, the Minkowski metric tensor $\eta$ is realised in the mostly minus form

$$\eta^{\mu\nu} = \text{diag}(1, -1, -1, -1).$$

(1)

The basic $\text{AdS}_{d+1}$ metric is in the form

$$\text{d}s^2 = \frac{R^2}{z^2} \left( \eta_{\mu\nu} \text{d}x^\mu \text{d}x^\nu - \text{d}z^2 \right),$$

(2)

where the Greek letters denote the Lorentz indices of the $d$-dimensional spacetime $\mu, \nu = 0, \ldots, d$. The vielbeins for $\text{AdS}_{d+1}$ are

$$e^A_M = \frac{R}{z} \delta^A_M,$$

(3)

where $M = 0, \ldots, d$ are the AdS indices and $A = 0, \ldots, d$ are the AdS tangent space indices.

For the rank-$J$ tensors in $\text{AdS}_{d+1}$ the notations $\Phi_{\{N\}}$ and $\Phi_{\{LN_{j}\}}$ are used, where

$$\Phi_{\{N\}} = \Phi_{N_1N_2...N_J}$$

(4)

$$\Phi_{\{LN_{j}\}} = \Phi_{LN_1...N_{j-1}N_{j+1}...N_J},$$

(5)

and a similar notation is used for the products of components of the metric $g^{MN}$:

$$g^{\{MN\}} = g^{M_1N_1} ... g^{M_JN_J}.$$  

(6)

In light-front the Lepage-Brodsky (LB) convention [1] is used:

$$x^\mu = (x^+, x^-, x^1, x^2) = (x^+, x^-, \mathbf{x}_\perp),$$

(7)

$$x^+ = x^0 + x^3,$$

(8)

$$x^- = x^0 - x^3,$$

(9)
where the \( x^0 \) and \( x^i \) are the Minkowski coordinates \((i = 1, 2, 3)\). The flat metric is then
\[
g_{\mu\nu} = \begin{pmatrix} 0 & 2 & 0 & 0 \\ 2 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad g_{\mu\nu} = \begin{pmatrix} 0 & 1/2 & 0 & 0 \\ 1/2 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \tag{10}\]

In the LB convention the new Dirac matrices in Dirac representation become
\[
\gamma^+ \gamma^+ = \gamma^- \gamma^- = 0 \tag{11}\]
and the projection operators are thus
\[
\Lambda_+ = \frac{1}{2} \gamma^0 \gamma^+ = \frac{1}{4} \gamma^- \gamma^+, \tag{12}\]
\[
\Lambda_- = \frac{1}{2} \gamma^+ \gamma^- = \frac{1}{4} \gamma^+ \gamma^- \tag{13}\]

The volume integral in the LB convention is
\[
\int d\omega_+ = \frac{1}{2} \int d\omega^- d^2 x_\perp = \int dx_+ d^2 x_\perp, \tag{14}\]
where the raising and lowering of the Lorentz indices is done with
\[
\epsilon_{+12}^+ = 1 \tag{15}\]
\[
\Rightarrow \epsilon_{+12}^- = \frac{1}{2}. \tag{16}\]

The light-front spinors are
\[
u(p, \lambda) = \frac{1}{\sqrt{p^+}} \left( p^+ + \gamma^0 m + \gamma^0 \gamma_k p_{\perp k} \right) \times \begin{cases} \chi(\uparrow) \text{ for } \lambda = +1 \\ \chi(\downarrow) \text{ for } \lambda = -1 \end{cases} \tag{17}\]
\[
u(p, \lambda) = \frac{1}{\sqrt{p^+}} \left( p^+ + \gamma^0 m - \gamma^0 \gamma_k p_{\perp k} \right) \times \begin{cases} \chi(\downarrow) \text{ for } \lambda = +1 \\ \chi(\uparrow) \text{ for } \lambda = -1, \end{cases} \tag{18}\]
where \( k = 1, 2, 3 \) and
\[
\chi(\uparrow) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad \chi(\downarrow) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 1 \\ 0 \\ -1 \end{pmatrix}. \tag{19}\]

To avoid confusion between Euler’s constant \( e \) and electromagnetic coupling constant \( e \), the latter is always in italics.
Chapter 1

Introduction

Quantum chromodynamics (QCD) – the SU(3) gauge field theory of quarks and gluons – has been proven by time to be the correct theory of strong interactions. Perturbative QCD predicts a great variety of high-energy scattering results with great success. However, because of its strongly coupled nature, no perturbative predictions can be made for low energies, and therefore there is still no analytical demonstration of colour confinement, hadron mass spectrum or other crucial details of the theory. Important aspects on that end have been shown by numerical Euclidean lattice methods. But even as lattice QCD has been hugely successful in many cases, aspects of QCD, such as the excitation spectrum of light hadrons, is still a formidable challenge because of its computational complexity.

It would be of a great theoretical advantage to have an analytically calculable form of the theory for closer examination of its properties like the mass spectrum. There is still no standard, analytically tractable way to handle quantum field theories besides perturbation theory. To find one, it is probable that we need to make an analytical, relativistic, non-perturbative approximation of the wanted model, which can then be improved upon. One of the possible methods for achieving an approximation of QCD is using light-front holography – a light-cone quantised formulation of QCD dual to a gravity theory.

Light-cone quantisation was found by P. A. M. Dirac in 1949 [2]. It takes light-cone coordinates $x^+ = x^0 - x^3$ as the new time coordinate, and uses a
Hamiltonian quantisation scheme instead of the usual action quantisation. These simple changes result in a fully relativistic, frame-independent, ghost-free formulation of the field theory. Because the vacuum has a simple structure, the light-front wave functions (LFWFs) can be defined unambiguously. The wave functions $|\psi\rangle$ of a bound state can be obtained from the eigenvalue equation $H_{LF}|\psi\rangle = M^2|\psi\rangle$, which becomes an infinite set of coupled integral equations for the Fock-state expansion. Here an approximation is made to solve the equation, and only the valence state is taken into account. Still, the solution is lacking the interaction term, which cannot be retrieved from pure QCD. This is where holographic methods are needed.

Holographic models utilise the AdS/CFT duality. It is a conjectured duality between type IIB string theory in $\text{AdS}_5 \times S^5$ and conformal $\mathcal{N} = 4$ super Yang-Mills gauge field theory, first put forward by Juan Maldacena in his seminal 1997 article [3]. It has been a source of renewed interest in string theories for the past 18 years. Not only is the duality seen as a possible route to a fundamental theory of everything, but also as a way to analyse strongly coupled systems because of its strong/weak-type duality. Therefore QCD would have a weakly coupled string theory – a classical theory of gravity – as its dual theory.

In this thesis we look also into the applicability of the light-front holographic QCD by constructing a model of composite dark matter consisting of a secluded SU(3) sector particles analogous to quarks and gluons. The elementary particles of the model interact with the standard model via the electroweak force, but the lightest stable particle in the model, which is the neutron-analogue because of isospin symmetry, is electroweak-neutral.

This thesis is organised as follows. In Chapter 2, the basic notions of holography and AdS/CFT duality are handled in a pragmatic manner to give a general impression of the ideas that form the basis for the holographic model used in Chapter 3.

In Chapter 3, the problems of QCD are handled with an approach based on light-front quantisation and holography. First we look at a broad overview on the experimental evidence for QCD, what the theoretical problems using perturbative QCD are, and what light-front quantisation is. Then, we use the semi-classical approximation to build a holographic model of QCD and
calculate observables like the mass spectra of pseudoscalar mesons, vector mesons and baryons, form factors for the pion and nuclei and their charge radius and magnetic moment.

In Chapter 4 “the dark matter problem” is discussed and light-front holographic QCD is applied to it as a possible solution by adding a secluded sector to the Standard Model and having the secluded model interact with Standard Model particles via the electroweak channel. We discover that a dark matter particle analogous to neutron would need to have a mass of the order of 5 TeV to satisfy the exclusions from the XENON100 experiment.
Chapter 2
Basics of Gauge/Gravity
Duality

In this Chapter a brief and a rather pragmatic overview is given on string
theory and holography. Light-front holography does not rigorously use the
AdS/CFT conjecture but uses it rather as an inspiration. So, to understand the
main subject of the thesis, only the very basics of the holographic principle and
AdS/CFT correspondence (or in our case, gauge/gravity correspondence) are
needed. For a deeper take on the subjects, Bousso’s article [4] on holography
and Aharony et al’s article [5] on AdS/CFT are recommended.

2.1 The Holographic Principle

To understand the AdS/CFT duality we need to discuss the basics of the
holographic principle – i.e. that a $d$ dimensional space time can be fully
described by a $d - 1$ dimensional hypersurface. The idea of holography came
about by Gerard ’t Hooft in 1993 [6] as an attempt to solve the information
paradox, and it was later developed upon by Charles Thorn [7] – who actually
discussed the possibility before ’t Hooft – and Leonard Susskind [8].

The information paradox arises when one considers objects falling into a
black hole. Quantum mechanics requires that at a local scale one has discrete
degrees of freedom and the evolution laws of the system must be reversible to
allow superposition. But if we have no way of recovering a particle that has
fallen into a black hole, we have lost reversibility and information.

However, it is possible to argue that any object falling into a black hole leaves some signal behind in our world in an unknown way. The Bekenstein-Hawking entropy of a black hole is [9, 10]

\[ S = \frac{A}{4G_d}, \]  

(2.1)

where \( G_d \) is Newton’s constant in \( d \) dimensions and \( A \) is the area of the horizon. This entropy is also the Bekenstein limit for maximum entropy inside a boundary. The formula, being dependent on area instead of volume, suggests that the information about the black hole is somehow encoded in the boundary instead of the bulk of the black hole. And in fact, using the quantum mechanical “third law of thermodynamics”, which states that the number of possible states \( N \) is related to the entropy as \( N = e^S \), one can try to match the degrees of freedom: if one has a system with \( n \) spins having two possible values, we get [4, 6]

\[ n = \frac{A}{4G \log 2}. \]  

(2.2)

Following this logic, ’t Hooft argues that the observable degrees of freedom inside any closed surface can be described with Boolean variables defined on a lattice on that surface, evolving in time. The analogue of this is a hologram of a three-dimensional object on a two-dimensional surface, where all the information regarding the three-dimensional image is encoded on the two-dimensional surface.

Klebanov and Susskind [11] and Thorn [7] have concluded independently that a superstring theory can be written as a 2 + 1-dimensional theory.

### 2.2 Type IIb Strings on AdS\(_5\)

2.2.1 Anti-de Sitter Space\(174,619),(814,665)

Before going into the conjectured duality between the type IIb superstring theory on \( \text{AdS}_5 \times S^5 \) and \( \mathcal{N} = 4 \) conformal SU(\( N \)) super Yang-Mills (SYM), we need to define what we mean by both.
Firstly, a $d + 1$-dimensional anti-de Sitter space ($\text{AdS}_{d+1}$) is a maximally symmetric vacuum solution of Einstein equations

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + g_{\mu\nu} \Lambda = 0,$$

(2.3)

when the cosmological constant $\Lambda$ is negative. The fact that it is a maximally symmetric Lorentzian manifold requires that it has $(d+2)(d+1)/2$ symmetries [12]. One way to define the metric of $\text{AdS}_{d+1}$ is

$$ds^2 = \frac{R^2}{z^2} \left( \eta_{\mu\nu} \, dx^\mu \, dx^\nu - dz^2 \right),$$

(2.4)

where $\eta$ is the metric tensor of the $d$-dimensional Minkowski space, $z \in \mathbb{R}^+$, and $R$ is the curvature radius defined as

$$R^2 = -\frac{d(d-1)}{2\Lambda},$$

(2.5)

so that the embedding of $\text{AdS}_{d+1}$ into a $d + 2$-dimensional Minkowski space with metric $\eta_{ab} = \text{diag}(1, -1, -1, \ldots, -1, 1)$ has to satisfy

$$(x^0)^2 - \sum_{i=1}^{d} (x^i)^2 + (x^{d+1})^2 = R^2.$$  

(2.6)

The global symmetry group of the $\text{AdS}_{d+1}$ space is $\text{SO}(d, 2)$ – this fact plays a central role in gaining a heuristic understanding of the duality.

### 2.2.2 Type IIB String Theory

String theory was first formulated to model the strong interactions, but it had some problems such as having non-observed spin-2 particles. As QCD proved to be the sustaining theory of strong interactions, string theory fell out of fashion. But instead of dying out, it found a new life as a unified theory with the spin-2 state identified as the graviton.

String theories come in five flavours: types I, IIA and IIB, and Heterotic $\text{SO}(32)$ and $\text{E}_8 \times \text{E}_8$. In every string theory, instead of point-like particles being the fundamental objects of the theory, one-dimensional strings are. One can get rid of the extra dimensions of the theories by compactifying them.

Type IIB superstring theory has objects called $D$-branes plus open and closed strings. D-branes are massive, dynamical objects to which open strings
are attached to via Dirichlet boundary conditions and they are also the
solitonic solutions to supergravity (SUGRA) in ten dimensions. Open strings
are one-dimensional objects that can be massless or massive, and the different
oscillations of the strings correspond to different particles and describe the
excitations of the D-branes. The closed strings are not attached to branes
and correspond to a massless spin-2 state – a graviton. They are excitations
of space-time itself. [5]

At energy scales below $1/l_s$, $l_s$ being the string length, only massless
strings are excitable. The closed strings give a gravity supermultiplet in ten
dimensions and the lower energy effective Lagrangian is thus a IIB SUGRA
Lagrangian, whereas the open strings have a low-energy Lagrangian of $\mathcal{N} = 4$, U(N) SYM. [5, 13]

2.3 AdS/CFT

2.3.1 Conformal Field Theory

First, let us define what we mean by a conformal field theory (CFT). A CFT
is simply a quantum field theory which is invariant under a class of conformal
transformations – mappings which preserve angles locally. We can define the
conformal mapping $C$ between two pseudo-Riemannian manifolds $(M, g)$ and
$(M', g')$ to be a smooth mapping with a property

$$C^* g' = \Omega^2 g, \quad (2.7)$$

where $\Omega : M \to \mathbb{R}^+$ is a smooth, positive function [14]. In practice, the
transformation is simply $g \to g' = \Omega^2(x)g$. The symmetry group of these
transformations in $d$ dimensions is SO(2,$d$), exactly matching the symmetry
group of the $d + 1$ dimensional AdS$_{d+1}$ space. The symmetry group comprises
of the Poincaré transformations, scaling transformations $x^\mu \to \lambda x^\mu$, $\lambda \in \mathbb{R}$
and special conformal transformations, i.e. symmetry under coordinate
transformations

$$x^\mu \to \frac{x^\mu - b^\mu x^2}{1 - 2x_\mu b^\mu - b^2 x^2}, \quad (2.8)$$

where $b^\mu \in M^d$ [5].
Because of the scaling invariance, a CFT must not have any dimensional parameters such as gauge coupling or mass. However, de Alfaro, Fubini and Furlan [15] showed that a mass scale can be introduced to the Hamiltonian without breaking the conformal invariance of a 1+1-dimensional field theory. Also, a theory can be classically conformal, but quantum effects break the invariance by generating a mass scale via self-interactions – QCD can be viewed as an example of such a theory.

2.3.2 AdS/CFT Correspondence

Here the conjecture is justified on the basis of heuristic arguments. For a more rigorous motivation see e.g. references [3, 5, 16]. One needs to remember, that the correspondence is still a conjecture: despite the seemingly strong evidence backing the conjecture and the fact that no counterexamples have been found, there is still no rigorous proof of the duality.

The conjecture by Maldacena is in its strongest form as follows. The type IIb superstring theory living on AdS$_{d+1} \times S^5$ is the same as the conformal Yang-Mills SU($N$) gauge field theory with four supersymmetric charges living on the boundary of the AdS space. The fact that both theories have the same symmetries and number of states lends the conjecture credibility. The SYM in four dimensions has the conformal symmetry group SO(4,2) and a global R-symmetry SU(4)$\cong$SO(6). AdS$_5 \times S^5$ has the total symmetry group of SO(4,2)$\times$SO(6), so the symmetries match.

The simplest formulation of the AdS/CFT correspondence in $d = 4$ is that the partition functions of the theories agree on the conformal boundary,

$$Z_{\text{CFT}}[\phi_0] = \int \mathcal{D}\mathcal{O} \text{e}^{iS_{\text{CFT}}[\mathcal{O}]} + i \int d^4x \phi_0 \mathcal{O} = Z_{\text{AdS}}[\phi(x, z \to 0) = \phi_0(x)], \quad (2.9)$$

where $\mathcal{O}$ is an operator of the CFT, $\phi_0$ is a source in CFT and $\phi(x, z)$ is a field in AdS. [16, 17]

There are weaker formulations of the correspondence, stating that the theories are only dual if $N$ is large. Let us define the ’t Hooft coupling $\lambda = g_{\text{YM}}^2 N = g_s N$, where $g_{\text{YM}}$ is the Yang-Mills coupling, $g_s$ is the string coupling and $N$ is the number of colors. If one takes the large-$N$ limit keeping the coupling $\lambda$ constant one has a classical string theory on the AdS side and
an $N^{-1}$ expansion of the Yang-Mills on the CFT side. If we on the other hand take the large ’t Hooft limit and let $\lambda \to \infty$, we will have a classical supergravity and a strongly coupled Yang-Mills.

The gravity description of the string theory is a viable approximation when the string length $\ell_s$ is much smaller than the curvature radius $R$ of the AdS and S spaces, as $\ell_s$ is also the intrinsic size of the graviton [18].

Once we establish a dictionary between these two theories, we can translate the calculations done in one realm to another. Therefore, for every scalar field $\phi$ in AdS, there is a scalar operator $O$ in CFT, for every gauge field $A_\mu$, there is a current $J_\mu$, and for every metric $g_{\mu\nu}$, there is an energy-momentum tensor $T_{\mu\nu}$.

As we work on the light-front holographic model of QCD, we are taking advantage of the fact that a strongly coupled CFT is dual to a weakly coupled string theory. This makes computations in the AdS realm considerably simpler, as the weakly coupled limit of type IIB string theory proves to be classical supergravity, which is a lot easier to solve than quantum gravity or the strongly coupled dual theory. Still, we cannot use the AdS/CFT duality per se as QCD is not a CFT.

### 2.4 Holography Bottom-up

There are some major issues one needs to address when using the AdS/CFT holographic approach: gravity seems to be four-dimensional and no field theory known to describe Nature is a CFT – the Standard Model has a mass scale and running couplings, strong interactions are confined, and we have seen no supersymmetric particles to date.

We may still be able to use the duality and build models that agree with our standard model on the boundary – we can use holography as a tool to calculate difficult problems in the more easily solvable gravity regime. There are basically two approaches to building a holographic model: top-down and bottom-up.

In the top-down approach one tries to look for a superstring theory with a low-energy limit of the brane configuration corresponding to a known field theory. The positive side of this approach is that both theories are well known
and the duality between them can be argued for easily. The negative side is that finding the right string theory that corresponds to any of the standard model interactions without any additional gauge groups is hard.

The bottom-up approach to holography is more phenomenological of an approach: one takes a known field theory and constructs an approximate gravity theory on a higher dimensional space corresponding to the known theory. Then the theory is usually non-supersymmetric and non-conformal, and thus justifying the duality is difficult. Still, this way the models can be built upon a phenomenological basis and complex strongly coupled systems can be solved in a non-perturbative manner. For bottom-up models AdS/CFT correspondence can be viewed more as a motivation, not a rigid basis.
Chapter 3

Light Front Holography

3.1 The Problem with Strong Interactions

3.1.1 Experimental Evidence of QCD

QCD exhibits some properties not present in Abelian gauge field theories, e.g. asymptotic freedom and confinement. Asymptotic freedom – the decrease of the strong coupling constant $\alpha_s(Q)$ as the energy scale $Q$ increases – was shown analytically to be true for non-Abelian gauge field theories by Politzer [19], Wilczek and Gross [20] in 1973. [21, 22] In the one-loop approximation, one expects the coupling constant to evolve as

$$\frac{1}{\alpha_s(Q)} = \frac{1}{\alpha_s(\mu)} + \frac{33 - 2n_f}{6\pi} \log \left( \frac{Q}{\mu} \right)$$

(3.1)

where $\mu$ sets the renormalisation scale and $n_f$ is the number of quark flavours [23].

The world average of the experimental results at the common scale $\mu = M_Z$ is $\alpha_s(M_Z) = 0.1184 \pm 0.0007$ and the QCD prediction on the four-loop level can be fitted with this average value so that the predicted evolution of the coupling closely matches the observed behaviour [23, 24]. The results are summarised in Figure 3.1.
Because the coupling constant decreases with the energy scale, perturbative methods can be used in the high-energy regime. One of the predictions in this scale is the ratio $R$ between the cross sections of $e^+e^- \rightarrow \text{hadrons}$ and $e^+e^- \rightarrow \mu^+\mu^-$. There is a rough agreement with the results and the three-loop calculation of such processes. \cite{24}

One can also use the $e^+e^-$ collisions to study the group-theory structure of strong interactions, because various observables are sensitive to different combinations of quark and gluon colour factors $C_F$ and $C_A$ respectively. As QCD is SU(3) gauge symmetric, one expects these factors to be $C_F = \frac{4}{3}$ and $C_A = 3$, and LEP gives $C_F = 1.30 \pm 0.09$ and $C_A = 2.89 \pm 0.21$ which are in excellent agreement with the theory. The results are summarised in

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.1.png}
\caption{Summary of the $\alpha_s$ measurements. The curve is the QCD prediction determined by choosing $\Lambda_{\overline{MS}}$ so that it fits the average result. Source \cite{23}}
\end{figure}
Figure 3.2: Determination of the colour factors from $e^+e^-$ collisions. Source [25]

The results of high energy $\bar{p}p$ to dijet reactions studied at Tevatron with center of mass energies up to $\sqrt{s} = 1.96$ TeV agree well with the predictions from perturbative QCD (pQCD), evaluated at next-to-leading order [26]. These results are summarised in Figure 3.3. The ATLAS collaboration has presented similar results for $\sqrt{s} = 2.76$ TeV and have concluded that pQCD predictions are in good agreement with the data and describe jet production at high jet transverse momentum [27].

There are of course more examples backing up QCD, such as deep inelastic scattering (DIS) or the Drell-Yan process [28]. For a comprehensive review of pQCD methods and a summary of the results from Tevatron, see reference [29].
3.2 Light-Cone Quantisation

As mentioned before, QCD is strongly coupled in the low-energy regime. This makes the analytical calculation of the low-energy processes nearly impossible as the usual perturbative methods fail, and one has to think of new ways of extracting predictions from the theory by formulating the theory anew.

Although lattice QCD has been successful in extracting relevant information computationally, it would be of a great theoretical advantage to find some analytical description of strong interactions and having a complementary approach to QCD. Furthermore, reformulating existing theories has previously paved way to building new ones.

One way of obtaining non-perturbative solutions of QCD is to use light cone quantisation.

Dirac was the first to find the three fundamental forms of Hamiltonian
dynamics; the *instant form*, the *point form* and the *front form*. For illustrations of these different frames, see Figure 3.4. The instant form is the conventional choice when doing relativistic field theory and the point form is still investigated relatively little. Here we focus on the front form. [1, 2]

![The instant form](image1.png)

**The instant form**
- $\tilde{x}^0 = ct$
- $\tilde{x}^1 = x$
- $\tilde{x}^2 = y$
- $\tilde{x}^3 = z$

$$\tilde{g}^{00} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

$$\tilde{p}^{00} = \frac{i}{c} \frac{\partial}{\partial \tilde{x}^0} | \tilde{x}^0 \rangle, \quad (3.2)$$

![The front form](image2.png)

**The front form**
- $\tilde{x}^0 = ct + z$
- $\tilde{x}^1 = x$
- $\tilde{x}^2 = y$
- $\tilde{x}^3 = ct - z$

$$\tilde{g}^{+0} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

$$\tilde{p}^{+0} = \frac{i}{c} \frac{\partial}{\partial \tilde{x}^+} | \tilde{x}^+ \rangle, \quad (3.3)$$

![The point form](image3.png)

**The point form**
- $\tilde{x}^0 = t$
- $\tilde{x}^1 = \chi$
- $\tilde{x}^2 = \theta$
- $\tilde{x}^3 = \phi$

$$\tilde{g}^{00} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

$$\tilde{p}^{00} = \frac{i}{c} \frac{\partial}{\partial \tilde{x}^0} | \tilde{x}^0 \rangle, \quad (3.2)$$

![Figure 3.4: The three forms of Relativistic Dynamics. Source [1]](image4.png)

### 3.2.1 The Hamiltonian Quantisation Scheme

The approach explored in this thesis is based on quantising the Hamiltonian instead of the action. Normally one uses the action approach, as it is especially handy when computing cross sections, which are easily measured in experiments. The Hamiltonian approach is a lot less used, but it is proven to be a useful take when computing bound states.

The Hamiltonian operator $P_0$ can be defined in relativistic field theory as [1]

$$P_0 | x^0 \rangle = i \frac{\partial}{\partial x^0} | x^0 \rangle, \quad (3.2)$$

and this is practically unchanged in the light front

$$P_+ | x^+ \rangle = i \frac{\partial}{\partial x^+} | x^+ \rangle, \quad (3.3)$$
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where the light-cone time \( x^+ \) is defined in terms of regular Minkowski coordinates as follows:

\[
\begin{align*}
x^+ & = x^0 + x^3, \\
x^- & = x^0 - x^3.
\end{align*}
\] (3.4)

Thereby \( \partial_+ = \frac{1}{2} \partial^- \) is a time-like and \( \partial_- = \frac{1}{2} \partial^+ \) a space-like derivative. The metric tensor \( g_{\mu\nu} \) is

\[
\begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\] (3.5)

If one defines the contravariant four vectors as \( x^\mu = (x^+, x^-, x^1, x^2) \), the scalar product looks like

\[
a \cdot b = g_{\mu\nu} a^\mu b^\nu = \frac{1}{2} (a^+ b^- + a^- b^+) - a^1 b^1 - a^2 b^2.
\]

The normal vector for hypersurface \( \Sigma : x^+ = 0 \) is \( N^\mu = (0, 1, 0, 0) \) in the light-front coordinates, and the unit vector along the \( x^+ \) direction is \( n^\mu = (1, 0, 0, 0) \), so that \( n \cdot N = 1 \). The Hamiltonian is now

\[
H_{x^+} = n \cdot p = \frac{p^-}{2} = \frac{p_{\perp}^2 + m^2}{2p^+}
\] (3.6)

which, unlike in the instant form, does not contain a square root.

Let us now construct the Poincaré algebra for free massive particles with a constraint \( p^2 = m^2 \) and setting \( x^+ = 0 \): we have the kinematical generators

\[
\begin{align*}
P_\perp^i & = p^i, \\
P^+ & = p^+ \\
M^{+i} & = -x^i p^+, \\
M^{12} & = x^1 p^2 - x^2 p^1, \\
M^{+-} & = -x^- p^+.
\end{align*}
\] (3.7)

where the momenta \( P \) correspond to transverse and longitudinal translations within the hypersurface \( \Sigma \), the \( M^{+i} \) correspond to transverse rotations, the \( M^{12} \) to rotations around the \( z \)-axis, and \( M^{+-} \) to boosts in the \( z \)-direction. These seven kinematical operators are the largest stability group (a group of transformations that leaves \( \Sigma \) invariant) among Dirac’s forms of dynamics, as the usual formulation only has six of them [2], [30]
The dynamical operators, or the ones that transform the hypersurface $\Sigma$ to another, say $\Sigma'$, and thus generate development in $x^+$ and are associated with the Hamiltonian, are then

$$P^- = \frac{p_+^2 + m^2}{p^+} = 2H_{x^+}, \quad M^{-i} = x^- p^i - x^i p^-.$$  \hfill (3.8)

However, the discussion of the Poincaré algebra in the free case with a fixed number of particles will not suffice, as we do not wish to formulate a quantum mechanical theory of free particles, but a dynamical quantum field theory with interacting fields. Luckily, one can construct the four-momentum $P^\mu$ and the generalized angular momentum $M^{\mu\nu}$ using the energy-momentum tensor

$$T^{\mu\nu} = \frac{\partial L}{\partial (\partial_{\mu} \phi)} \partial^{\nu} \phi - g^{\mu\nu} L,$$

where $\phi$ denotes any field that the Lagrangian depends on:

$$P^\mu = \frac{1}{2} \int d^4x \, d^2x^+ \, T^{\mu+}$$  \hfill (3.9)

$$M^{\mu\nu} = \frac{1}{2} \int d^4x \, d^2x^+ \, \left( x^{\nu} T^{\mu+} - x^{\mu} T^{+\nu} \right)$$  \hfill (3.10)

and their Poincaré algebra is

$$[P^\mu, P^\nu] = 0,$$  \hfill (3.11)

$$[P^\mu, M^{\rho\sigma}] = i \left( g^{\mu\rho} P^\sigma - g^{\mu\sigma} P^\rho \right),$$  \hfill (3.12)

$$[M^{\mu\nu}, M^{\rho\sigma}] = i \left( g^{\mu\sigma} M^{\nu\rho} - g^{\mu\rho} M^{\nu\sigma} - (\mu \leftrightarrow \nu) \right)$$  \hfill (3.13)

where $\mu \leftrightarrow \nu$ marks the exchange of indices $\mu$ to indices $\nu$ and vice versa. And as before, $P^-$ is the Hamiltonian, the other $P$’s are the momenta, the $M^{+i}$ and $M^{i+}$ are boosts and $M^{12} = J^3$ and $M^{-i}$ are rotations. [30, 31]

The QCD Lagrangian is

$$\mathcal{L}_{\text{QCD}} = \bar{\psi} (i \gamma^\mu D_\mu - m) \psi - \frac{1}{4} G_{\mu\nu}^a G^{a \mu\nu}$$  \hfill (3.14)

where $D_\mu = \partial_\mu - ig_s A_\mu^a T^a$, $G_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g_s c^{abc} A_\mu^b A_\nu^c$, the $T^a$ are the $SU(3)_C$ generators, $c^{abc}$ are the corresponding structure constants and $a, b, c$
are colour indices. So the Poincaré generators of the theory are

\[ P^- = \frac{1}{2} \int dx^- d^2x^\perp \bar{\psi}_+ \gamma^\perp \frac{(i \nabla^\perp)^2 + m^2}{i \partial^+} \psi_+ + \text{interactions} \] (3.15)

\[ P^+ = \int dx^- d^2x^\perp \bar{\psi}_+ \gamma^\perp i \partial^+ \psi_+ \] (3.16)

\[ P_\perp = \frac{1}{2} \int dx^- d^2x^\perp \bar{\psi}_+ \gamma^\perp i \nabla^\perp \psi_+ \] (3.17)

where the Dirac field is projected as \( \psi_\pm = \Lambda_\pm \psi \), with the projection operator defined as \( \Lambda_\pm = \gamma^0 \gamma^\pm \), and using the \( A^+ = 0 \) gauge, which results in the elimination of Faddeev-Popov and Gupta-Bleuler ghosts and makes the gluon polarization purely transverse [32–34]. [35]

The Dirac field operator in the light-front is

\[ \psi_+(x)_\alpha = \sum_\lambda \int \frac{dq^+ d^2q^\perp}{(2\pi)^3 \sqrt{2q^+}} \left[ b_\lambda(q) u_\alpha(q, \lambda) e^{-iqx} + d_\lambda(q) v_\alpha(q, \lambda) e^{iqx} \right], \] (3.18)

where \( u \) and \( v \) are spinors presented in Chapter 1 and the creation and annihilation operators \( b, b^\dagger, d \) and \( d^\dagger \) obey the anticommutation relation

\[ \{b(q), b^\dagger(q')\} = \{d(q), d^\dagger(q')\} = (2\pi)^3 \delta(q^+ - q'^+) \delta(2) (q_\perp - q'_\perp). \] (3.19)

Thereby, the generator \( P^- \) can be written as

\[ P^- = \sum_\lambda \int \frac{dq^+ d^2q^\perp}{(2\pi)^3} \frac{m^2 + q^2_\perp}{q^+} b_\lambda(q)b_\lambda(q) + \text{interactions}. \] (3.20)

One of the advantages of the light-front formulation is the trivial structure of the QCD vacuum. The conventional vacuum is defined as the lowest energy eigenstate at a given time \( x^0 \) everywhere in \( x \) resulting to the vacuum being acausal and frame-dependent. So, to avoid causal violations, one needs to normal-order the operators before doing any calculations. In light-front, however, the vacuum is defined as the eigenstate with the lowest invariant mass at fixed \( x^+ \) over all \( x^- \) and \( x^\perp \). It is still frame-dependent, but causal. [34]

The vacuum structure is further simplified by the fact that all particles have positive momentum \( k^+ \), and the + momentum is conserved. This results in normal vacuum bubbles being kinematically forbidden and thus
QCD vacuum is trivial up to a possible zero mode (a mode with zero four-momentum). Thus we have no quark or gluon condensates in the vacuum and we can define the partonic content of a hadron unambiguously: all the physics is in the light-front wave functions. [34]

### 3.3 Modelling Hadrons

As mentioned previously, we do not observe free partons in the low-energy regime - we observe hadrons. Therefore it is of utmost importance to extract the needed information out of our theory of strong interactions. A novel approach to achieve this was developed by Erlich, Katz, Son and Stephanov [36] and independently by Da Rold and Pomarol [37], inspired by AdS/CFT correspondence. It was later developed into light-front holography by Brodsky and de Téramond [38]. In this section the semi-classical light-front wave equation is built upon the basis of LFQCD developed in the previous section. Then, for much needed extra information on the confining potential, an effective gravity dual for LFQCD is built to find this potential.

#### 3.3.1 Light-Front Wave Equation for Mesons

The hadronic eigenstates $|\psi\rangle \equiv |\psi(P^+, P_, J^z)\rangle$ can be expanded in a complete Fock-state basis of non-interacting $n$-particle states $|n\rangle$: $|\psi\rangle = \sum_n \psi_n |n\rangle$, where $\psi_n \equiv \psi_n(x_i, k_i, \lambda_i)$ are the light-front wave functions (LFWFs) with $x_i = k_i^+ / P^+$ being the momentum fractions of the partons compared to the total momentum $P^+$. Thus they obey $\sum_{i=1}^n x_i = 1$, as $\sum_{i=1}^n k_i^+ = P^+$, and the $\lambda_i$ being the spins components of respective particles. The new variables defining the LFWFs are independent of $P$ being frame-independent and thus the LFWFs are boost-invariant. [32, 35]

The strongly correlated bound-state problem can be approximated using the invariant mass of the constituents in each $n$-particle Fock-state $M^2_n = (k_1 + k_2 + \ldots + k_n)^2$, or

$$M^2_n = \sum_{i=1}^n \frac{k^2_i}{x_i} + m^2. \quad (3.21)$$
Now, as $P\mu P^{\mu} = \mathcal{M}^2$,  
\[ H_{LF}\ket{\psi} = \mathcal{M}^2 \ket{\psi}. \] (3.22)

The computation of the total mass squared $\mathcal{M}^2$ is simplified in the frame $P = (P^+, P^-, 0)$, because then $P^2 = P^+ P^- = \mathcal{M}^2 \Rightarrow P^- = \mathcal{M}^2/P^+$, in a naïve notation. The boost to the $P_\perp = 0$ frame does not affect the result, as the LFWFs are boost-invariant. Now we find
\[
\mathcal{M}^2 = \sum_n \int [dx_i] [d^2k_{\perp i}] M_n^2 |\psi_n(x, k_{\perp i})|^2 + \text{interactions}
\]
\[
= \sum_n \int [dx_i] [d^2k_{\perp i}] \sum_q \left( \frac{k_{\perp q}^2 + m_q^2}{x_q} \right) |\psi_n(x, k_{\perp i})|^2 + \text{interactions},
\tag{3.23}
\]
with similar terms for antiquarks and gluons. The integrals in equation (3.23) are defined as [35]
\[
\int [dx_i] = \prod_{i=1}^n \int_0^1 dx_i \delta \left( 1 - \sum_{j=1}^n x_j \right),
\]
\[
\int [d^2k_{\perp i}] = \prod_{i=1}^n \int d^2k_{\perp i} \delta^{(2)} \left( \sum_{j=1}^n k_{\perp j} \right),
\tag{3.24}
\]
with the normalisation
\[
\sum_n \int [dx_i] [d^2k_{\perp i}] |\psi_n(x_i, k_{\perp i})|^2 = 1. \tag{3.25}
\]

This can be simplified by adopting a mixed representation, expressing the LFWFs in terms of the $n-1$ independent position coordinates $b_{\perp j}$ conjugate to $k_{\perp j}$, with $\sum_{j=1}^n b_{\perp j} = 0$. After identifying $k_{\perp j}^2 \rightarrow -\nabla^2_{b_{\perp j}}$, and seeing, that the wave functions transform as [39]
\[
\psi_n(x_i, k_{\perp i}) = (4\pi)^{(n-1)/2} \prod_{j=1}^{n-1} \int d^2b_{\perp j} \exp \left[ i \sum_{k=1}^{n-1} b_{\perp k} \cdot k_{\perp k} \right] \psi_n(x_j, b_{\perp j}),
\tag{3.26}
\]
the equation (3.23) can be written as
\[
\mathcal{M}^2 = \sum_{n=1}^{n-1} \prod_{j=1}^{n-1} \int dx_j d^2b_{\perp j} \psi_n^*(x_j, b_{\perp j}) \sum_q \left( \frac{-\nabla^2_{b_{\perp q}} + m_q^2}{x_q} \right) \psi_n(x_j, b_{\perp j}) + \text{interactions},
\tag{3.27}
\]

with similar terms for antiquarks and gluons.
One could try to solve the mass for all \( n \), but that proves to be quite a difficult feat. To simplify the discussion, following references [40] and [35], let us take the first semi-classical approximation, \( n = 2 \), for a meson. This means that there will be no quantum effects, as the only contributions to the hadronic wave function come from the valence Fock state. [41]

Now, for \( n = 2 \), the only value \( j \) can take is 1, \( q = 2 \) and \( x_1 \equiv x, x_2 = 1 - x \).

In the chiral limit \( m_q \to 0 \), \( \mathcal{M}^2 \) becomes

\[
\mathcal{M}^2 = \int_0^1 \frac{dx}{x(1 - x)} \int d^2b_\perp \psi^*(x, b_\perp)(-\nabla^2_{b_\perp})\psi(x, b_\perp) + \text{interactions.}\tag{3.28}
\]

By changing variables and switching to cylindrical coordinates, we can introduce a transverse impact variable \( \zeta \) representing the invariant separation of quarks at \( x^+ = \text{constant} \), and defined as

\[
\zeta^2 = x(1 - x)b_\perp^2.	ag{3.29}
\]

Separating the differential equation we can write

\[
\psi(x, \zeta, \theta) = e^{iL\theta}X(x)\frac{\phi(\zeta)}{\sqrt{2\pi\zeta}},\tag{3.30}
\]

where the longitudinal dependence is in \( X(x) \), which separates only in the \( m_q \to 0 \) limit [42], and \( \theta \) is the angle of \( b_\perp \) in cylindrical coordinates, which is factored out using the SO(2) Casimir representation \( L^2 \) of the orbital angular momentum in the transverse plane. The Laplacian now reads

\[
\nabla^2_\zeta = \frac{1}{\zeta} \frac{d}{d\zeta} \left( \frac{d}{d\zeta} \right) + \frac{1}{\zeta^2} \frac{\partial^2}{\partial\theta^2}.	ag{3.31}
\]

Putting everything together, Equation (3.28) can now be written as

\[
\mathcal{M}^2 = \int d\zeta \phi^*(\zeta)\sqrt{\zeta} \left( -\frac{d^2}{d\zeta^2} - \frac{1}{\zeta} \frac{d}{d\zeta} + \frac{L^2}{\zeta^2} + U(\zeta) \right) \frac{\phi(\zeta)}{\sqrt{\zeta}}
= \int d\zeta \phi^*(\zeta) \left( -\frac{d^2}{d\zeta^2} - \frac{1 - 4L^2}{4\zeta^2} + U(\zeta) \right) \phi(\zeta). \tag{3.32}
\]

Rewriting \( P^\mu P_\mu |\phi\rangle = \mathcal{M}^2 |\phi\rangle \) is now simple and results in the light-front wave equation (LFWE)

\[
\left( -\frac{d^2}{d\zeta^2} - \frac{1 - 4L^2}{4\zeta^2} + U(\zeta) \right) \phi(\zeta) = \mathcal{M}^2 \phi(\zeta), \tag{3.33}
\]
where all the interactions are encoded in the effective potential $U(\zeta)$. This potential has still not been tractable from the first principles of QCD, and thus one needs to obtain additional information in order to solve the equation. Luckily we can retrieve the potential through the gauge/gravity correspondence, which is quite remarkable when you come to think of the approximations made.

### 3.3.2 The Duality

QCD is a Yang-Mills gauge field theory, not a conformal super-Yang-Mills theory, so one cannot use the AdS/CFT correspondence as it is. One can still take a bottom-up approach in building a viable gravitational dual model, as we do know that QCD is nearly conformal in the $m_q \to 0$ approximation in the strongly coupled regime [40].

The holographic methods on the light-front were first introduced by showing explicitly that there is a mapping between the Polchinski-Strassler formula [43] for the electromagnetic form factors in AdS space and the corresponding Drell-Yan-West formula [44, 45] at fixed light-front time in LFQCD [35]. Since then, an identical mapping has been found between the energy-momentum tensors of the weakly coupled gravity theory on AdS and the strongly coupled LFQCD [35] and their corresponding form factors [46, 47]. As explained in chapter 2, we expect to find a mapping between the operators of our 4 dimensional, semiclassical field theory and the fields in 5 dimensional gravity theory.

We start from QCD and build a viable, simple, non-stringy Lagrangian in the AdS$_5$ realm, retaining the symmetries of QCD. This is most easily done by making an ansatz, recovering the equations of motion and then making an explicit mapping between the two theories.

One must make sure the AdS dual is a confined theory, and this is incorporated in the gauge/gravity correspondence by modifying the AdS geometry by setting a scale for strong interactions in the IR domain. This is possible, as the AdS metric is invariant under a dilatation of coordinates, and thus the additional dimension $z$ acts as a scaling variable in Minkowski space setting the different energy scales [35]. The truncation of the metric can
be done either by introducing a cut-off at some value $z_0 \sim \Lambda^{-1}_{\text{QCD}}$, called the \textit{hard-wall} method, or by introducing a dilaton field $\varphi(z)$ to smoothly truncate the metric exponentially (the \textit{soft-wall} method). Here we consider generally the case with dilaton. The hard-wall scenario is obtainable as a special case $\varphi = 0$.

### 3.3.3 Effective Potential

Taking after reference [42], let us try to find the effective potential to complement the equation (3.32) using an effective action,

$$ S_{\text{eff}} = \int d^4x\, dz\, \sqrt{|g|} e^{\varphi(z)} \left( g^{MM'} D_M \Phi^*_{(N)} D_{M'} \Phi_{(N')} - \mu(z)^2 \Phi^*_{(N)} \Phi_{(N')} \right), $$

(3.34)

on the AdS$_5$ side for rank-$J$ tensor field $\Phi(x^M)_{(N)}$ representing the integer spin field. The 5 dimensional mass function $\mu(z)$ is \textit{a priori} unknown and is a function of the energy scale $z$ to separate the kinematical and dynamical effects as we will soon discover. The Christoffel symbols $\Gamma^L_{MN}$ for AdS$_5$ are

$$ \Gamma^L_{MN} = -\frac{1}{z} \left( \delta^L_M \delta^N_N + \delta^L_N \delta^N_M - \eta^L_M \eta^{NN} \right), $$

(3.35)

and the covariant derivatives $D_M$ are

$$ D_M \Phi_{(N)} = \partial_M \Phi_{(N)} - \sum_j \Gamma^L_{MN_j} \Phi_{(LN_j)}, $$

(3.36)

$$ = \partial_M \Phi_{(N)} + \frac{1}{z} \sum_j \left( \delta^L_M \Phi_{(N_j)} + \delta^L_N \Phi_{(MN_j)} + \eta^{NN_j} \Phi_{(zN_j)} \right). $$

It seems now sensible to move to the local tangent frame, as

$$ \hat{\Phi}_{(A)} = e^N_{(A)} \Phi_{(N)} = \left( \frac{z}{R} \right)^J \Phi_{(A)}. $$

(3.37)

The vielbeins and tangent frame are more carefully scrutinized in section 3.3.4.

The $z$-derivative simplifies to

$$ D_z \Phi_{(N)} = \left( \frac{R}{z} \right)^J \partial_z \Phi_{(N)}. $$

(3.38)
And the original $\mu$-derivative,

$$D_\mu \Phi_{(N)} = \partial_\mu \Phi_{(N)} + \frac{1}{z} \sum_j \eta_{\mu N_j} \Phi_{\{z N_j\}}, \tag{3.39}$$

can be written as

$$g^{\mu\nu} g^{(\nu \nu')} D_\mu \Phi^*_\{\nu\} D_\nu \Phi_{(\nu')} = g^{\mu\nu} \eta^{(\nu \nu')} \left( \partial_\mu \hat{\Phi}^*_\{\nu\} \partial_\nu \hat{\Phi}_{(\nu')} + g^{zz} \frac{f}{z^2} \hat{\Phi}^*_\{\nu\} \hat{\Phi}_{(\nu')} \right), \tag{3.40}$$

since $g^{\mu\nu} = z^2/R^2 \eta^{\mu\nu}$. One can now rewrite the effective action and drop out terms quadratic in $\Phi$ that have one or more indices $z$, as one expects the physical particles to have polarisation indices only in the direction of the non-holographic dimensions. I.e. $\Phi_{\{z N_j\}} = 0$ and thus the quadratic terms do not contribute to the Euler-Lagrange equations. The remainder of the effective action can be written as a sum of terms $S_{\text{eff}}^{[0]}$ not containing the $z$ index, and terms $S_{\text{eff}}^{[1]}$ linear in fields $\Phi^*_\{z N_j\}$, as we wish to vary the action with respect to $\Phi^*_\{N\}$.

The two remaining parts of the effective action are

$$S_{\text{eff}}^{[0]} = \int d^d x \, dz \left( \frac{R}{z} \right)^{d-1} e^{\varphi(z)} \eta^{(\nu \nu')} \left( -\partial_\nu \hat{\Phi}^*_\{\nu\} \partial_\nu \hat{\Phi}_{(\nu')} + \eta^{\mu\nu} \partial_\mu \hat{\Phi}^*_\{\nu\} \partial_\nu \hat{\Phi}_{(\nu')} \right) - \left[ \left( \frac{\mu_{\text{eff}}(z) R}{z} \right)^2 + J \Omega^2(z) \right] \hat{\Phi}^*_\{\nu\} \hat{\Phi}_{(\nu')} \right), \tag{3.41}$$

where – following reference [42] – the trivial factors $z^{-1}$ are separated from the warp factors $\Omega(z) = z^{-1}$ resulting from the affine connection, and the other term is

$$S_{\text{eff}}^{[1]} = \int d^d x \, dz \left( \frac{R}{z} \right)^{d-1} e^{\varphi(z)} J \Omega(z) \left( -\eta^{\mu\nu} \eta^{(N_1 N_{1\prime})} \partial_\mu \hat{\Phi}^*_\{z N_1\} \hat{\Phi}_{\{N_{1\prime}\}} \right) + \eta^{\mu\nu} \eta^{(N_1 N_{1\prime})} \hat{\Phi}^*_\{z N_1\} \partial_\mu \hat{\Phi}_{\{N_{1\prime}\}} \right) - (J - 1) \Omega(z) \eta^{\mu\nu} \eta^{N_{1\prime} N_{1\prime\prime}} \cdots \eta^{N_{1\prime} N_{1\prime\prime}} \hat{\Phi}^*_{zz z_{N_3} \cdots N_j} \hat{\Phi}_{\mu \nu \nu' \cdots \nu' j} \right). \tag{3.42}$$

The term $S_{\text{eff}}^{[1]}$ can now be disregarded: the affine connection is explicitly present in all the terms, and it thus only contributes to kinematical constraints.

Varying the action (3.41) with respect to $\hat{\Phi}^*_{\{\nu\}}$, one arrives at the quite familiar looking equation of motion in the local tangent frame:

$$\left( \partial^\mu \partial_\mu - \frac{z^{d-1}}{e^{\varphi(z)}} \partial_z \left( \frac{e^{\varphi(z)}}{z^{d-1}} \partial_z \right) + \frac{\mu_{\text{eff}}(z) R^2 + J}{z^2} \right) \hat{\Phi}_{\{\nu\}} = 0, \tag{3.43}$$
which translates into the general frame in terms of $\Phi_{\{\nu\}}$ as

$$
\left(\partial_{\mu} \partial_{\mu} - \frac{z^{d-1-2J}}{e^{\varphi(z)}} \partial_z \left( \frac{e^{\varphi(z)}}{z^{d-1-2J}} \partial_z \right) + \frac{(\mu R)^2}{z^2} \right) \Phi_{\{\nu\}} = 0,
$$

(3.44)

where $\mu$ is the rescaled five-dimensional mass

$$(\mu R)^2 = (\mu_{\text{eff}} R)^2 - J z \varphi'(z) + J(d - J + 1).$$

(3.45)

To solve Equation (3.44), let us write the tensor as a product of the plane wave solution $e^{iP \cdot x}$, a polarization vector $\epsilon_{\{\nu\}}$ and explicitly $z$ dependent function $\Phi_J(z)$:

$$
\Phi_{\{\nu\}}(x,z) = e^{iP \cdot x} \Phi_J(z) \epsilon_{\{\nu\}}(P),
$$

(3.46)

with normalisation

$$
R^{d-1-2J} \int_0^\infty \frac{dz}{z^{d-1-2J}} e^{\varphi(z)} \Phi_J^2(z) = 1.
$$

(3.47)

$P^\mu P_\mu = M^2$ can be used to write the equation (3.44) as

$$
\left( - \frac{z^{d-1-2J}}{e^{\varphi(z)}} \partial_z \left( \frac{e^{\varphi(z)}}{z^{d-1-2J}} \partial_z \right) + \frac{(\mu R)^2}{z^2} \right) \Phi_J = M^2 \Phi_J.
$$

(3.48)

Now we can define the explicit light-front holographic mapping between LFQCD$_{d+1}$ and AdS$_5$ by taking

$$
z = \zeta,
$$

(3.49)

$$
\Phi_J(z) \equiv \Phi_J(\zeta) = \left( \frac{\zeta}{R} \right)^{3/2-J} e^{-\varphi(\zeta)/2} \phi_J(\zeta),
$$

(3.50)

with $\phi_J$ being the LFWF. The equation of motion (3.48) can be written as

$$
\left( - \frac{d^2}{d\zeta^2} - \frac{1 - 4L^2}{4 \zeta^2} + U(\zeta) \right) \phi_J(\zeta) = M^2 \phi_J(\zeta),
$$

(3.51)

in $d = 4$ after some tedious but straightforward algebra, with the effective potential

$$
U(\zeta) = \frac{1}{2} \varphi''(\zeta) + \frac{1}{4} \varphi'(\zeta)^2 + \frac{2J - 3}{2\zeta} \varphi'(\zeta),
$$

(3.52)

and provided that the fifth dimensional mass $\mu$ obeys the dispersion relation

$$(\mu R)^2 = -(2 - J)^2 + L^2,$$

(3.53)

with the internal orbital angular momentum being $L = \max|L^z|$ and the total angular momentum $J^z = L^z + S^z$.

The equation (3.51) is exactly the LFWE (3.33), with the effective potential (3.52), which could not be recovered from QCD.
3.3.4 Light Front Wave Equation for Baryons

The mesonic case can be more or less straightforwardly adapted into the more complicated case of spin-1/2 baryons, once we find out how to get to the five-dimensional Dirac equation. However, the light-front wave equation is not formally derived in this case, but rather tailor-made to match the AdS equations of motion.

The Covariant Derivative of a Spinor in AdS Space

In Riemannian geometry, when a particle moves along a closed curve, the tangent vector is parallel transported and it changes accordingly. But when we introduce a spin to the particle, this is not sufficient - when the space has torsion, the spin changes. So, we need to introduce the vielbein formalism to determine the spin connection.

First, the Dirac matrices $\Gamma_M$ in five flat dimensions are supposed to fulfil the anticommutation relation

$$\{\Gamma_A, \Gamma_B\} = 2\eta_{AB}. \quad (3.54)$$

This is easily seen to be fulfilled by a set of the usual gamma matrices

$$\Gamma_M = (\gamma_{\mu}, -i\gamma_5). \quad (3.55)$$

Thus, in AdS$_5$, the matrices should be

$$\tilde{\Gamma}_M = \frac{R}{z} \Gamma_M, \quad (3.56)$$

as this yields the correct anticommutation relation

$$\{\tilde{\Gamma}_A, \tilde{\Gamma}_B\} = 2g_{AB}, \quad (3.57)$$

$$= 2\frac{R^2}{z^2} \eta_{AB}. \quad (3.58)$$

A vielbein $e^\alpha$ is a set of vector fields defined on a (pseudo-)Riemannian manifold, such that at a given point $P$ with coordinates $\zeta^\alpha$ in a Minkowski frame can be written in terms of the coordinates $x^\mu$ of the general frame with metric tensor $g_{\mu\nu}(x)$:

$$e^\alpha_\mu = \partial_\mu \zeta^\alpha. \quad (3.59)$$
This results in a relation

$$\eta_{\alpha\beta} e^\alpha_\mu e^\beta_\nu = g_{\mu\nu},$$

(3.60)

and thus the vielbein can be seen as a connection between the inertial frame and the general frame. [12] For AdS$_5$ the vielbeins are thus

$$e^A_M = \frac{R}{z} \delta^A_M.$$  

(3.61)

The spin connection $\omega_{\mu\beta}^{\alpha}$, which tells how the vielbein behaves when transported, can be deduced from the fact that the complete covariant derivative of the vielbein should vanish,

$$D_\mu e^\alpha_\nu = \partial_\mu e^\alpha_\nu - \Gamma^\lambda_{\mu\nu} e^\alpha_\lambda + \omega^\alpha_{\mu\beta} e^\beta_\nu = 0.$$  

(3.62)

Multiplying the equation by $g^{\nu\rho} e^\gamma_\rho$ and using the inverse vielbeins for equation (3.60) we end up with

$$2\omega_{\mu}^{\alpha\gamma} = g^{\rho\nu'} \left( e^\rho_\nu' e^\alpha_\lambda \Gamma^\lambda_{\mu\nu} - e^\rho_\nu' \partial_\mu e^\alpha_\nu \right) - (\alpha \leftrightarrow \gamma)$$

$$\Leftrightarrow \omega_{\alpha\beta}^{\gamma} = \frac{1}{2} \left( e^\alpha_\nu \partial_\mu g^{\rho\nu'} e^\beta_{\nu'} + e^\alpha_\nu g^{\sigma\nu'} e^\beta_\sigma e^\beta_{\sigma\mu} - (\alpha \leftrightarrow \beta) \right).$$  

(3.63)

For AdS$_5$ the only non-vanishing spin connections are

$$\omega_\mu^{5\alpha} = -\omega_\mu^{\alpha5} = \frac{1}{z} \delta^\alpha_\mu,$$  

(3.64)

where $\alpha, \mu = 0, \ldots, 3$.

Disregarding the gauge field for now, we can define the covariant derivative of a spinor $\psi$ in a general, smooth manifold, as

$$D_\mu \psi = \left( \partial_\mu + \frac{i}{4} \omega_{\mu\beta}^{\alpha} \sigma_{\alpha\beta} \right) \psi,$$  

(3.65)

the $\sigma_{\alpha\beta}$ being the generators for Lorentz transformations

$$\sigma_{\alpha\beta} = \frac{1}{2i} [\gamma_{\alpha}, \gamma_{\beta}].$$  

(3.66)

Again, for AdS$_5$ the generators $\Sigma_{AB}$ are

$$\Sigma_{AB} = \frac{1}{2i} [\Gamma_A, \Gamma_B],$$  

(3.67)
and the covariant derivative reduces to

\[ D_M = \partial_M + \frac{i}{4z} (\Sigma_{5M} - \Sigma_{M5}), \quad (3.68) \]

or

\[ D_\mu = \partial_\mu - \frac{1}{2z} \Gamma_\mu \Gamma_5, \quad (3.69) \]
\[ D_5 = \partial_z. \quad (3.70) \]

**Effective Action in AdS Space**

Following e.g. reference [48], the effective action for spin-1/2 baryons in AdS_5 for both the positive and negative dilaton is taken to be

\[ S_{1/2} = \frac{i}{2} \bar{\Psi}(x, z) e^a M \Gamma^a D_M \Psi(x, z) - \frac{i}{2} (D_M \Psi(x, z))^\dagger \Gamma^0 e^a M \Gamma^a \Psi(x, z) - \bar{\Psi}(x, z) (\mu + V_F(z)) \Psi(x, z), \quad (3.71) \]

where \( \mu R = \Delta - d/2 \). \( \Delta \) is the dimension of the baryon interpolating operator. It relates to the twist \( \tau \) as \( \Delta = \tau + S = \tau + 1/2 \). [48]

In this case, we notice the dilaton field can be scaled away by rescaling the \( \Psi \) field:

\[ \Psi(x, z) \rightarrow e^{\mp \varphi(z)/2} \Psi(x, z). \quad (3.72) \]

After rescaling, both possible sign choices share the same \( \varphi \)-independent action,

\[ S_{1/2} = \frac{i}{2} \bar{\Psi}(x, z) e^a M \Gamma^a D_M \Psi(x, z) - \frac{i}{2} (D_M \Psi(x, z))^\dagger \Gamma^0 e^a M \Gamma^a \Psi(x, z) - \bar{\Psi}(x, z) (\mu + V_F(z)) \Psi(x, z), \quad (3.73) \]

Thus, to break the conformal invariance, we need to introduce the dilaton into the effective potential instead of modifying the metric. This is most easily done by taking \( V_F \) to be \( V_F = \varphi(z)/R \) as our confining potential. We will also see that this reproduces the linear Regge behaviour of mass.

The action is now

\[ S_{1/2} = \int d^4x d\gamma \bar{\Psi}(x, z) \left[ i \Gamma^M \partial_M - \frac{2}{z} \gamma^5 - \frac{1}{z} (\mu R + \varphi(z)) \right] \Psi(x, z). \quad (3.74) \]
The corresponding equations of motion (the 5 Dirac equations) for variation with respect to $\bar{\Psi}$ are thus
\[
\left[i\Gamma^M \partial_M - \frac{2}{z} \gamma^5 - \frac{1}{z}(\mu R + \varphi(z))\right] \Psi(x, z) = 0
\]
\[
\Leftrightarrow \left[i z\dot{\Psi} + \gamma^5 z\partial_z - 2\gamma^5 - \mu R - \varphi(z)\right] \Psi(x, z) = 0. \tag{3.75}
\]

One can now separate the left- and right-handed solutions as
\[
\Psi_{L/R} = \frac{1 \pm \gamma^5}{2} \Psi \tag{3.76}
\]
\[
\Rightarrow \gamma^5 \Psi_{L/R} = \mp \Psi_{L/R}, \tag{3.77}
\]
\[
\Psi = \Psi_L + \Psi_R. \tag{3.78}
\]

and make a Kaluza-Klein expansion of the solutions
\[
\Psi_{L/R} = \sum_n F^n_{L/R}(x) \Psi^n_{L/R}(z). \tag{3.79}
\]

Now the EOM (3.75) is a pair of coupled PDEs:
\[
\left[\partial_z \pm \frac{\mu R + \varphi(z)}{z} - \frac{2}{z}\right] \Psi^n_{L/R} = \pm \mathcal{M}^n_{L/R}, \tag{3.80}
\]

where we have used the Dirac equation $i\frac{\partial}{\partial F} F^n_{L/R} = \mathcal{M}_n F^n_{R/L}$ for the Minkowski solutions. The equations can be easily decoupled by differentiating both sides. We can also substitute $\Psi^n_{L/R} = z^2 \psi^n_{L/R}$ to get
\[
\left[-\partial_z^2 + \frac{(\mu R + \varphi)^2}{z^2} \pm \frac{\mu R + \varphi}{z^2} + \frac{1}{z} \frac{d}{dz} \varphi\right] \psi^n_{L/R} = \mathcal{M}^2_n \psi^n_{L/R}. \tag{3.81}
\]

If we plug in a confining harmonic potential
\[
\varphi(z) = \kappa^2 z^2, \tag{3.82}
\]
we find
\[
\left[-\partial_z^2 + \kappa^2 z^2 + 2\kappa^2 \left(\mu R \mp \frac{1}{2}\right) + \frac{\mu R (\mu R \mp 1)}{z^2}\right] \psi^n_{L/R} = \mathcal{M}^2_{L/R} \psi^n_{L/R}. \tag{3.83}
\]

with the normalisation
\[
\int_0^\infty dz \psi^n_{L/R} \psi^n_{L/R} = \delta^{mn}. \tag{3.84}
\]

On should also note, that for $d = 4$ and $\tau = 3 + L$, the effective mass $\mu R = L + 3/2$. 33
The Light-Front Baryons

In physical LF space-time, spin-1/2 particles obey the Dirac equation

$$D_{LF} |\psi\rangle = M |\psi\rangle ,$$

(3.85)

where $D_{LF}$ is a Hermitian operator. Using integrability methods [49, 50], any equation of motion of a physical state can be factorised in terms of ladder operators generating all eigenfunctions from the lowest eigenfunction. Rather than formally deriving the Dirac operator from first principles, the Dirac operator is now expressed in terms of the matrix-valued non-hermitian operator $\Pi$:

$$D_{LF} = \alpha \Pi , \quad \text{with} \quad \Pi_\nu = -i \left( \frac{d}{d\zeta} - \frac{\nu + 1/2}{\zeta} \gamma_5 + i\kappa^2 \gamma_5 \right) \tag{3.86}$$

in the soft-wall case [51]. In the hard-wall scenario, one discards the $\kappa$-dependent terms. $\alpha$ is an anti-commuting $4 \times 4$ hermitian matrix with $\alpha^2 = 1$.

Because of the hermiticity of $D_{LF}$, $D_{LF}^2 = M^2 = H_{LF}$, and thus we can write

$$H_{LF}^\nu = \Pi_\nu^\dagger \Pi_\nu + C$$

$$= -\frac{d^2}{d\zeta^2} + \frac{(\nu + 1/2)^2}{\zeta^2} - \frac{\nu + 1/2}{\zeta^2} \gamma_5$$

$$+ \kappa^4 \zeta^2 + \kappa^2 (2\nu + 1) + \kappa^2 \gamma_5 , \tag{3.88}$$

where a constant $C$ is chosen to be zero for the time being. We find the equations of motion in the light-front to be

$$\left( -\frac{d^2}{d\zeta^2} - \frac{1 - 4\nu^2}{4\zeta^2} + \kappa^4 \zeta^2 + 2(\nu + 1)\kappa^2 \right) \psi_R = M_{R}^2 \psi_R \tag{3.89}$$

$$\left( -\frac{d^2}{d\zeta^2} - \frac{1 - 4(\nu + 1)^2}{4\zeta^2} + \kappa^4 \zeta^2 + 2\kappa^2 \nu \right) \psi_L = M_{L}^2 \psi_L . \tag{3.90}$$

These equations differ from the ones presented in reference [35] a bit. We will from here on adopt the notation used there, and call $\psi_R \equiv \psi_+$ and $\psi_L \equiv \psi_-$. 34
The Equations (3.89) and (3.90) can be mapped to the Equations (3.83) by reusing $\zeta = z$ and choosing $\nu$ as

$$\nu = |\mu R| - \frac{1}{2} = L + 1. \quad (3.91)$$

The Hermicity of the Dirac operator $D_{LF}$ implies that for a hard-wall model, the surface term $\psi^*_+ \psi^- - \psi^*_- \psi^+_+$ should vanish at the boundaries. This implies that either $\psi_+$ or $\psi_-$ should vanish at the boundaries $\zeta = 0$ and $\zeta = \zeta_0$.

The extension of this formalism to spin-3/2 and higher spins is straightforward. However, the detailed discussion of this extension is not strictly relevant for the goal of this thesis.

### 3.4 Hard- and Soft-Wall Models for Hadrons

There are two different ways to truncate the AdS space that present two alternative AdS/QCD backgrounds:

1. the hard-wall IR brane cut-off
2. the soft-wall method by
   (a) a dilaton background field
   (b) warping of the AdS metric
   (c) incorporating a cut-off to $U(z)$

of which the three soft-wall methods are equivalent [48]. Also, a no-wall holographic model has been proposed, motivated by the soft-wall method, but with the dilaton prefactor moved to the effective potential by a dilaton transformation, where the dilaton field is then replaced by a dilaton condensate. [48]

In this thesis, the dilaton background has been introduced into the effective actions (3.34) and (3.71) without any consideration. The exponential metric modification can be seen as a gravitational potential $V(z) = m\sqrt{g_{00}} = mRz \exp(\pm 3\varphi/4)$ in the fifth dimension of AdS. The negative solutions make the potential decrease monotonically, and so an object will always fall to infinitely large values of $z$. Positive solutions result in the potential having
an absolute minimum at \( z \sim \kappa^{-1} \) and it increases exponentially, effectively confining the objects under consideration around the minimum. [35]

There is a lot of discussion in the literature about the sign of the dilaton profile \( \exp(\pm \varphi(z)) \). For instance, references [48, 52] argue for the negative sign producing the correct Regge-like behaviour of the meson spectrum and claim that a positive sign produces a spurious massless scalar mode of the vector channel and has extra potential terms. However, [35] argue that the difference between the two signs is merely a \( z \)-independent shift \( \Delta U = 4(J - 1)\kappa^2 \) in the effective potential for \( \varphi = \pm \kappa^2 z^2 \). Here, the positive sign is chosen.

If we want the pion \( \pi(140) \) to be massless in the chiral limit, we find that the confining potential (3.52) is unique – with the dilaton \( \varphi(z) \propto z^s \) we find that only \( s = 2 \) fulfils the condition [34, 53].

Even if the hard-wall method is the pedagogically easier approach on the subject, it has its pitfalls. It cannot account for \( a_1, a_2, a_3 \) triplet splitting, \( I \neq 1 \) mesons are too complex for the model, \( n > 0 \) excitations have too large masses, \( M_{\pi(140)} \neq 0 \), and more importantly it produces a mass spectrum \( \mathcal{M} = \beta_{L,k} \Lambda_{QCD} \sim 2n + L \), not the hoped for \( M^2 \sim n + L \) Regge behaviour [35]. Therefore we will focus solely on the soft-wall model.

### 3.4.1 Meson Masses

To achieve confinement, let us take the dilaton profile to be

\[
\varphi(\zeta) = \kappa^2 \zeta^2, \tag{3.92}
\]

and by using Equation (3.52), we have a confining potential

\[
U(\zeta) = \kappa^4 \zeta^4 + 2\kappa^2(J - 1). \tag{3.93}
\]

The normalisation is

\[
\int_0^\infty d\zeta \varphi_J^2(\zeta) = 1. \tag{3.94}
\]

Now, Equation (3.51) is

\[
\left( -\frac{d^2}{d\zeta^2} - \frac{1 - 4L^2}{4\zeta^2} + \kappa^4 \zeta^4 + 2\kappa^2(J - 1) \right) \phi_J(\zeta) = \mathcal{M}^2 \phi_J(\zeta). \tag{3.95}
\]
A change of variables to \( u = \kappa \zeta \) allows us to rewrite this as

\[
\left( -\frac{d^2}{du^2} + \frac{4L^2 - 1}{4u^2} + u^2 + 2(J - 1) \right) \kappa^2 \phi_J(u) = \mathcal{M}^2 \phi_J(u),
\]

which is solved by a substitution

\[
\phi_J(u) = u^{L+1/2} e^{-u^2/2} \psi(u).
\]

This results in the Laguerre equation

\[
u^2 \frac{d^2 \psi}{du^2} + (1 - u^2) \frac{d\psi}{du} + nu^2 \psi = -L \frac{d\psi}{du},
\]

where the eigenvalue \( \mathcal{M}^2 \) has been already plugged in for clarity,

\[
\mathcal{M}^2 = 4\kappa^2 \left( n + \frac{J + L}{2} \right).
\]

The solutions of equation (3.98) are

\[
\psi_n^L(\zeta) = C L_n^L(\kappa^2 \zeta^2),
\]

where \( C \) is a normalisation constant and \( L_n^L \) is a Laguerre polynomial. Using the result

\[
\int_0^\infty dx x^L e^{-x} L_n^L(x) = \frac{\Gamma(n + L + 1)}{n!},
\]

the normalisation (3.94) with (3.97) yields

\[
\phi_{n,L}(\zeta) = \kappa^{1+L} \sqrt{\frac{2n!}{(n+L)!}} \zeta^{L+1/2} e^{-\kappa^2 \zeta^2/2} L_n^L(\kappa^2 \zeta^2).
\]

Unlike the hard-wall model, the soft-wall model accounts well for the triplet splitting of \( a_0(980) \), \( a_1(1260) \) and \( a_2(1320) \), with respective masses of 0.98, 1.23 and 1.32 GeV; Equation (3.99) gives us the predictions of 0.76, 1.08 and 1.32 GeV for \( \kappa = 0.54 \). Also, the lowest excitation of the pion \( \pi(140) \) has the quantum numbers \( n = L = J = 0 \), thus giving the expected \( \mathcal{M}^2 = 0 \) from Equation (3.99).

The soft-wall model also is less ambiguous than the hard-wall model, as we need not choose any boundary conditions for the LFWFs. Though, one needs to fix the constant \( \Lambda_{\text{QCD}} \) or \( \kappa \) in both models, therefore choosing a fitting cut-off for the theory \textit{ad hoc}. 
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**Figure 3.5:** The best fit of (3.95) for pseudoscalar mesons in the soft-wall model with $\kappa = 0.60\text{GeV}$.

**Figure 3.6:** The best fit of (3.95) for vector mesons in the soft-wall model with $\kappa = 0.54\text{GeV}$.
3.4.2 Baryon Masses

When solving equations (3.89) and (3.90), we can make use of the similarities with the meson case (3.95), and notice the baryon equations also point to the Laguerre equation with the eigenvalues

\[ M^2 = 4\kappa^2(n + \nu + 1), \tag{3.103} \]

\[ \tag{3.104} \]

for both chiralities for \( \kappa^2 > 0 \). There exists no solutions for \( \kappa^2 < 0 \) \[39\]. The eigenfunctions are

\[ \psi_+(\zeta) \sim \zeta^{\nu+1/2}e^{-\kappa^2\zeta^2/2}L_n^\nu(\kappa^2\zeta^2), \tag{3.105} \]

\[ \psi_-(\zeta) \sim \zeta^{\nu+3/2}e^{-\kappa^2\zeta^2/2}L_n^{\nu+1}(\kappa^2\zeta^2). \tag{3.106} \]

As we want to ensure the universality of the Regge slope for both mesons and baryons, we should use a similar \( \kappa \) for both mesons and baryons. This is necessary, as the redefinition of the fields scales the dilaton away and leaves us without a specified energy scale. To ensure the mass scales of the light-front models for both mesons and baryons are equal, we need to subtract \( 4\kappa^2 \) from Equation (3.103), effectively choosing \( \nu = L \) \[35, 54\]. This has one problem, as now the lowest energy state \( n = L = 0 \) actually corresponds to a twist-2 trajectory instead of the wanted twist-3, the twist corresponding to the number of partons inside the hadron \[42\]. This is noteworthy, as the scaling behaviour with \( \tau = 3 \) corresponds to one of an \( N_C = 3 \) baryon, not the usual \( N_C \to \infty \) solitons or Skyrmion-like objects found in top-down approaches \[35, 55, 56\].

One needs to do some other phenomenological tweaks to the mass term in order to ensure the agreement with the experiments. The mass is expected to increase similarly as with the mesons when the radial quantum number \( n \). Internal orbital angular momentum \( L \) and the internal spin \( S \) are increased with 1 unit, thus giving us the gaps \( \Delta n = 4\kappa^2, \Delta L = 4\kappa^2 \) and \( \Delta S = 2\kappa^2 \), leaving us with

\[ M^2_{n,L,S} = 4\kappa^2 \left( n + L + \frac{S}{2} + \frac{3}{4} \right). \tag{3.107} \]

Also, in Nature, baryons with the same \( n, L \) and \( S \), but different parities, do have different masses, unlike what one would expect from the eigenvalues...
We can achieve this difference by choosing the branch $\nu = \mu R - 1/2$ for negative-parity baryons with $S = 3/2$. [35] Doing the same procedure for the new-found negative-parity mass as we did for the positive-parity mass, we end up with the masses

$$\mathcal{M}_{n,L,S}^{2(+)} = 4\kappa^2 \left( n + L + \frac{S}{2} + \frac{3}{4} \right), \quad (3.108)$$

$$\mathcal{M}_{n,L,S}^{2(-)} = 4\kappa^2 \left( n + L + \frac{S}{2} + \frac{5}{4} \right). \quad (3.109)$$

These are fitted to the confirmed 3- and 4-star nucleons and $\Delta$ baryons in Figures 3.7, 3.8 and 3.9 respectively. The masses and the quantum numbers of the baryons are catalogued in Tables A.3 and A.4 in Appendix A.

**Figure 3.7:** The positive parity nucleon resonances fitted with Equation (3.108) for $\kappa = 0.49\text{GeV}$. 
Figure 3.8: The negative parity nucleon resonances fitted with Equation (3.109) for $\kappa = 0.49\text{GeV}$.

Figure 3.9: Positive (blue dots) and negative (orange dots) parity Delta resonances fitted with Equations (3.109) (green line) (3.108) (red lines) for $\kappa = 0.51\text{GeV}$. All the positive parity Deltas have spin 3/2 and, of the negative parity resonances, only the $n = 1$ excitation $\Delta(1930)$ has spin 3/2. Therefore the $n = 0$ slope is the same for both the negative and positive parity Deltas.
As with the mesons, the soft-wall model is successful in reproducing the correct Regge slopes, even if more phenomenological tinkering is needed to improve the fit. Still, the radial excitations $n > 0$ are all well accounted for and parity degeneracy of the light baryon spectrum is included, like the pair $N(1680)$ and $N(1720)$ at $L = 2$.

The cluster decomposition of the ζ for arbitrary $n$,

$$\zeta = \sqrt{\frac{x}{1-x}} \sum_{j=1}^{n-1} x_j b_{\perp j},$$

(3.110)

can be seen as a quark-diquark model for baryons with $n = 3$ quarks, where one has one active quark with momentum fraction $x$ and two observers with momentum fraction $1 - x$.

One important thing to note is that the LFWFs (3.105) and (3.106) are not independent – they must also obey the linear Dirac equation and therefore the relative normalisation is fixed. Thus the different parities have equal probability

$$\int d\zeta \psi_+^2(\zeta) = \int d\zeta \psi_-^2(\zeta) = 1.$$  
(3.111)

This implies that spin of the partons in the baryon have equal probability to be aligned or anti-aligned with proton spin $J^z$. Thus the states $L_q^z = 0$ and $L_q^z = \pm 1$ have equal probabilities. Therefore proton spin is completely carried by the angular momentum of quarks $J^z = \langle L_q^z \rangle = \pm 1/2$ at the chiral limit.

### 3.5 Form Factors for Hadrons

As the late Richard Feynman once said: “One very powerful way of experimentally investigating the strongly interacting particles (hadrons) is to look at them” [57]. Form factors do exactly this: they describe in a compact manner how a hadron interacts with a photon.

The form factors in QCD are transition matrix elements of a local quark current $J^\mu = \sum_q e_q \bar{q} \gamma^\mu q$ between two different hadronic states $|P'\rangle = |P + q\rangle$ and $|P\rangle$ [35, 39]. They describe the distributions of electric charge and current inside a hadron, and are thus important when studying the inner workings of hadrons. [58]
In instant-form the form factors are heavily frame-dependent and just knowing the wave function of a particle is not sufficient to determine the hadronic properties, as one also needs to include the vacuum processes. Calculating the matrix elements \( \langle P + q | J^\mu(0) | P \rangle \) requires a boost from \( |P\rangle \) to \( |P + q\rangle \), which is a considerable complication, as even the particle number changes in the boosted frame [59].

On the other hand, the light-front wave functions are boost-invariant and contain all the physical information needed, and the boost operators do not have interaction terms. The space-like form factors can be represented as overlap integrals of the Fock state wave functions using the Drell-Yan-West (DYW) formula [44, 45]. [32]

### 3.5.1 Meson Form Factors

The electromagnetic current has elementary couplings to the constituent quarks, and in the interaction picture the full Heisenberg current can be expressed by the free quark current \( J^\mu(0) \) at fixed light-cone time \( x^+ = 0 \) in the \( q^+ = 0 \) frame.

So, in physical space-time one can define the form factor as the transition matrix element of the quark current between two hadronic states

\[
\langle P' | J^\mu(0) | P \rangle = (P + P')^\mu F_M(q^2),
\]

where \( J^\mu = \sum_q e_q \bar{q} \gamma^\mu q \).

To avoid coupling to Fock states with different numbers of constituents, the form factor in the light-front is computed from the plus-component \( J^+ = \sum_q e_q \bar{q} \gamma^+ q \) of the current, because the \( \gamma^+ \) conserves the spin component of the struck quark [35, 39].

Now, expanding the states \( |P\rangle = |\psi_M(P^+, P_\perp) \rangle \) in their Fock components \( \psi_n(x_j, b_{1j}, \lambda_j) |n\rangle \) and integration in the \( q^+ = 0 \) frame, one finds the DYW formula [51, 60]

\[
F_M(q^2) = \sum_n \int \text{d}[x_j] [\text{d}^2 k_{1j}] \sum_j e_j \psi^*_n(x_j, k'_{1j}) \psi_n(x_j, k_{1j}),
\]

where the integrals \( [\text{d}x_i] \) and \( [\text{d}^2 k_{1j}] \) are given by Equations (3.24), and \( k'_{1j} = k_{1j} + (1 - x_j)q \) for every struck constituent and \( k'_{1j} = k_{1j} - x_jq \) for every spectator constituent with the photon having had momentum \( q \).
This can be further simplified by using the conjugate variable of $k_\perp; b_\perp$, as the previous equation is then expressible only in terms of the spectator constituents \[ F_M(q^2) = \sum_n \prod_{j=1}^{n-1} \int dx_j d^2b_\perp j \exp \left[ i q_\perp \cdot \sum_{k=1}^{n-1} x_k b_\perp k \right] |\psi_n(x_j, b_\perp j)|^2, \quad (3.114) \]
as the integration over $k_\perp$ space gives $n-1$ delta functions.

As long as one sums over all the Fock components – the infinite lot – the formula (3.114) is an exact expression of the form factor.

In the gravity theory in AdS space the form factors are overlap integrals of the normalisable modes propagating in AdS space with boundary currents propagating in bulk [35]. Given a (spinless, in this case) wave function $\Phi_P(x, z)$ describing a meson with momentum $P$ in the AdS space coupling non-locally to an external electromagnetic field $A^M(x, z)$ with polarisation along the physical indices, one can write the Polchinski-Strassler formula [43] for the form factor $F(q^2)$ [51]

\[
\int d^4x \, dz \, e_5 \sqrt{g} A^M \Phi_P^* \overleftrightarrow{\partial_M} \Phi_P \sim (2\pi)^4 \delta^{(4)}(P' - P - q)\epsilon_\mu (P + P')^\mu e F(q^2),
\]
where $q = P' - P$ is the four-momentum of the photon, $\epsilon_\mu$ is its polarisation vector, $e_5$ is the 5 dimensional coupling to the electromagnetic field and $e$ is the physical coupling to the electromagnetic field in the light-front and $\alpha \overleftrightarrow{\partial_M} \beta = (\partial_M \alpha) \beta - \alpha \partial_M \beta$. The left-hand side of the equation is simply the interaction term of the AdS$_5$ action. The form of the derivative is due to the covariant derivative $D_M = \partial_M - ieA_M$, the interactions coming from the cross terms of the product $(D_M \Phi^*)(D^M \Phi)$.

**Free Current**

To explore the possibilities of the duality, let us start from the simplest case of a free current propagating in AdS$_5$ and then move to confine the current to fit the previously discussed hard- and soft-wall models.

The equations of motion for the external photon field $A^M$ in AdS are extracted from the action

\[
S_{EM} = \int d^4x \, dz \sqrt{g} g^{MM'} \epsilon_{NN'} F_{MN} F_{M'N'},
\]

(3.116)
where the covariant field tensor is $F_{MN} = \partial_M A_N - \partial_N A_M$. If we substitute
\begin{align}
A_\mu &= e^{iq \cdot x} V(q^2, z) \epsilon_\mu(q), \\
A_z &= 0,
\end{align}
(3.117)
(3.118)
where $V(q^2, z)$ is the bulk-to-boundary propagator, we can write the EOM as
\[
\left[ \frac{d^2}{dz^2} - \frac{1}{z} \frac{d}{dz} - Q^2 \right] V(Q^2, z) = 0,
\]
(3.119)
where $Q^2 = -q^2 > 0$. The boundary conditions for the bulk-to-boundary propagator are
\[
V(q^2 = 0, z) = V(q^2, z = 0) = 1.
\]
(3.120)
This is because the propagator should have a value of 1 at zero momentum transfer as the bulk solution should be normalised to the total charge operator, and at $z = 0$ the external current is $A^M(x^\mu, 0) = e^{iq \cdot x} \epsilon_\mu(q)$ [53, 54].

With the boundary conditions (3.120), and substitutions $\alpha = zQ$ and $\tilde{V} = \alpha V$, the solutions to Equation (3.119) are
\[
V(Q^2) = zQ K_1(zQ),
\]
(3.121)
where $K_1$ is the modified Bessel function of the first kind.

After integration over the Minkowski coordinates, the Equation (3.115) can be written as
\[
F(q^2) = R^3 \int_0^{\Lambda_{\text{QCD}}^{-1}} \frac{dz}{z^3} V(q^2, z) \Phi^2(z).
\]
(3.122)
The expansion of the previous expression to the spin-J mesons can be done by rescaling [39]
\[
\Phi_J(z) = \left( \frac{z}{R} \right)^J \Phi(z).
\]
(3.123)
The modified Bessel function times its argument $zQ K_1(zQ) = V(zQ)$ has an integral representation [35]
\[
V(zQ) = \int_0^1 dx J_0 \left( zQ \sqrt{\frac{1-x}{x}} \right),
\]
(3.124)
and so the electromagnetic form factor (3.122) can be written as

\[ F(q^2) = R^3 \int_0^1 dx \int \frac{dz}{z^3} J_0 \left( zQ\sqrt{\frac{1-x}{x}} \right) \Phi^2(z). \] (3.125)

The identification of the duality between the AdS gravity theory and light-front QCD can now be made in a simple case of \( \pi^+ \) valence Fock state \( |ud\rangle \). The light-front form factor for the aforementioned state is acquired from Equation (3.114) by integrating over angles, exchanging \( x \leftrightarrow 1-x \) and using the integral representation of \( J_0 \),

\[ J_0(x) = \frac{1}{2\pi} \int_0^{2\pi} e^{ix\cos(t)} dt. \] (3.126)

One finds

\[ F_{\pi^+} = 2\pi \int_0^1 \frac{dx}{x(1-x)} \int \zeta d\zeta J_0 \left( zQ\sqrt{\frac{1-x}{x}} \right) |\psi_{ud}(x, \zeta)|^2, \] (3.127)

where \( \zeta^2 = x(1-x)b_+^2 \), \( e_u = 2/3 \) and \( e_d = 1/3 \).

The expressions (3.127) and (3.125) can be mapped to each other after we use the expression

\[ \psi(x, \zeta, \theta) = e^{iL\theta} X(x) \frac{\phi(\zeta)}{\sqrt{2\pi\zeta}}, \] (3.128)

for the LFWF. Assuming that both form factors agree for arbitrary \( Q \), the mapping is found to be

\[ \phi(\zeta) = \left( \frac{R}{\zeta} \right)^{-3/2} \Phi(\zeta), \] \( X(x) = \sqrt{x(1-x)}. \) (3.129)<br>

One can map the DYW formula (3.114) to the gravity theory on AdS state-by-state, but this proves to have some problems. For example, the multipole structure of the time-like form factor does not appear before one has included an infinite number of LF Fock components, and on the \( Q^2 \to 0 \) limit the charge radius goes to infinity, as the momenta diverge.
Hard-Wall Model with Confined Current

Setting a hard-wall boundary condition for the current in the $z_0 = \Lambda_{\text{QCD}}^{-1}$ limit confines it to the IR modified AdS space. The boundary condition $A(z) = 0$ leads to

$$V(Q^2, z) = zQ \left[ K_1(zQ) + \frac{K_0(Q/\Lambda_{\text{QCD}})}{I_0(Q/\Lambda_{\text{QCD}})} I_1(zQ) \right].$$

(3.131)

The expression has an infinite series of time-like poles at the zeroes of the modified Bessel function $I_0(Q/\Lambda_{\text{QCD}})$, which is what one should expect, because $I_\alpha(x) = e^{-i\alpha\pi/2}J_\alpha(ix)$, thus corresponding to the zeroes of the $L = 0$, $\tau = 2$ solutions for the mesonic LFWE. So, the poles in the current are determined by the mass spectrum of radial excitations of mesons in the hard-wall model. [39]

The hard-wall model is thus self-consistent, but the mass spectrum is still asymptotically $M \sim 2n$ instead of the Regge trajectory $M^2 \sim n$ for $L = 0$, which places the time-like poles of the form factor to an incorrect position.

Soft-Wall Model

For the soft-wall model, the effective potentials (3.115) and (3.116) need to be multiplied by the usual exponential dilaton background and the 5-dimensional effective coupling $e_5(z)$ should be taken to be $z$-dependent. We end up with the AdS form factor

$$eF(Q^2) = R^3 \int \frac{dz}{z^3} e^{\varphi(z)} e_5(z) V(Q^2, z) \Phi^2(z).$$

(3.132)

The equation of motion for the bulk-to-boundary propagator is now

$$\left[ \frac{d^2}{dz^2} - (z^{-1} - \varphi'(z)) \frac{d}{dz} - Q^2 \right] V(Q^2, z) = 0,$$

(3.133)

with the boundary conditions

$$\lim_{Q \to 0} \frac{e_5(z)}{e} V(Q^2, z) = \lim_{z \to 0} \frac{e_5(z)}{e} V(Q^2, z) = 1.$$  

(3.134)

The solution to Equation (3.133) for the dilaton profile $\varphi = \kappa^2 z^2$, with $\kappa^2 > 0$ is

$$V(Q^2, z) = e^{-\kappa^2 z^2} \Gamma \left(1 + \frac{Q^2}{4\kappa^2}\right) U \left(\frac{Q^2}{4\kappa^2}, 0, \kappa^2 z^2\right),$$

(3.135)
where

\[
U(a, b, c) = \frac{1}{\Gamma(a)} \int_0^\infty \! dt \, e^{-ct} t^{a-1} (1 + t)^{b-a-1} \quad (3.136)
\]

is the Tricomi confluent hypergeometric function.

From the boundary conditions (3.134) we get

\[
e_5(z) = e^{k^2 z^2}, \quad (3.137)
\]

assuming \( \kappa^2 > 0 \). The fact that the 5 dimensional coupling is \( z \)-dependent does not affect the gauge symmetries in the lower-dimensional physical space-time, as the functional dependence is determined by the boundary conditions ensuring charge conservation in Minkowski space at \( Q^2 = 0 \). \cite{39}

Using the integral representation of the Tricomi hypergeometric function we find for a modified propagator

\[
\tilde{V}(Q^2, z) = e_5(z) V(Q^2, z) \quad [39],
\]

\[
\tilde{V}(Q^2, z) = \kappa^2 z^2 \int \frac{dx}{(1-x)^2} x^{Q^2/4\kappa^2} e^{-\kappa^2 z^2 x/(1-x)}. \quad (3.138)
\]

To see the pole-structure of (3.138), let us alter it a bit. Using the relation \cite{62}

\[
\sum_{n=0}^{\infty} L_n^k(z)x^n = \frac{e^{-z x/(1-x)}}{(1-x)^{k+1}} \quad (3.139)
\]

for associated Laguerre polynomials \( L_n^k(z) \), we obtain

\[
\tilde{V}(Q^2, z) = \sum_{n=0}^{\infty} \kappa^2 z^2 L_n^1(\kappa^2 z^2) \int dx \, x^{Q^2/4\kappa^2} x^n
\]

\[
= \sum_n \frac{4\kappa^4 z^2 L_n^1(\kappa^2 z^2)}{Q^2 + 4\kappa^2(n+1)}. \quad (3.140)
\]

For a meson with \( n = 0 \), \( L = 0 \) and arbitrary twist \( \tau \) described by hadronic state

\[
\Phi_\tau(z) = \sqrt{\frac{2}{\Gamma(\tau-1)}} \kappa^{\tau-1} z^{\tau} e^{-\kappa^2 z^2/2}, \quad (3.141)
\]

where the dilaton is absorbed in the wave function for convenience, the form factor is (using the (3.138) form of the propagator)

\[
F_\tau(Q^2) = \int_0^1 \! dx \, (\tau - 1)(1 - x)^{\tau-2} x^{Q^2/4\kappa^2}
\]

\[
= \frac{\Gamma \left( 1 + \frac{Q^2}{4\kappa^2} \right)}{\Gamma \left( \tau + \frac{Q^2}{4\kappa^2} \right)}. \quad (3.142)
\]
Using a recurrence relation $\Gamma(n+z) = (n-1+z)(n-2+z) \cdots (1+z)\Gamma(1+z)$ and assuming integer $\tau$, the form factor can be expressed as

$$F_\tau = \frac{1}{\left(1 + \frac{Q^2}{4\kappa^2(\tau-1)}\right)\left(1 + \frac{Q^2}{4\kappa^2(\tau-2)}\right) \cdots \left(1 + \frac{Q^2}{4\kappa^2}\right)},$$

(3.143)

which has $\tau - 1$ time-like poles along the Regge trajectory.

The time-like poles of (3.143) occur at $-Q^2 = M_{\rho}^2 = 4\kappa^2(n+1)$, which should be the masses of $J = 1, L = 0$ vector mesons. In actuality, in the soft-wall model, their mass eigenvalues are given by Equation (3.99) to be $M^2 = 4\kappa^2(n+1/2)$, so we shift the masses in Equation (3.143) to match their $\tau = 2$ mass poles of the model and to give better agreement with the measurements.

Further phenomenological modifications arise when one considers the resonance widths of the hadrons. The hadrons are stable and have zero width in the strongly coupled semiclassical gauge/gravity duality, but in reality the resonances have a width [53]. So, it is a reasonable phenomenological modification of the light-front holographic pion form factor to include the widths in the expressions as [39, 63]

$$F_\tau(q^2) = \frac{M_{\rho}^2M_{\rho'}^2 \cdots M_{\rho^{\tau-2}}^2}{(M_{\rho}^2 - q^2 - iq\Gamma_\rho)(M_{\rho'}^2 - q^2 - iq\Gamma_{\rho'}) \cdots ((M_{\rho^{\tau-2}}^2 - q^2 - iq\Gamma_{\rho^{\tau-2}})^2)},$$

(3.144)

where $M_{\rho^\tau}$ is the mass of the $\tau$th resonance of $\rho$, and $\Gamma_\tau$ is its corresponding width.

In general, hadrons should be considered as a superposition of an infinite number of Fock states, and thus the individual form factors are not the whole truth. The full pion form factor can be acquired by summing an infinite number of twist-$\tau$ states

$$F_\pi(q^2) = \sum_\tau P_\tau F_\tau,$$

(3.145)

where $P_\tau$ is the probability of finding the particle in a twist-$\tau$ state (so $\sum_\tau P_\tau = 1$).

In Figure 3.10 the elastic form factor (3.144) has been computed in the low momentum transfer regime in a truncated form: only twist-2 and twist-4
terms are included in the calculation with probabilities $P_{\tau=4} = 12.5\%$ and $P_{\tau=2} = 87.6\%$, i.e.

$$F_\pi(q^2) \approx (1 - P_{\tau=4})F_{\tau=2}(q^2) + P_{\tau=4}F_{\tau=4}(q^2).$$  \hspace{1cm} (3.146)$$

The chosen widths do agree with [28], even as they are on the lower side. The probabilities of the states are an input for the model.
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**Figure 3.10:** The space-like ($q^2 < 0$) and time-like ($q^2 > M_{\rho}^2$), $\tau = 4$ truncated pion elastic form factor $\log |F_\pi(q^2)|$ at low momentum transfer for $\kappa = 0.5482$ GeV, $P_{\tau=4} = 12.5\%$ and widths of $\rho$ resonances chosen to be $\Gamma_\rho = 149$ MeV, $\Gamma_{\rho'} = 460$ MeV and $\Gamma_{\rho''} = 160$ MeV. The time-like results are by Belle (blue dots) [64] and by KLOE collaboration (green dots) [65–67], and the space-like results are by JLAB FPi collaboration (orange dots) [68–70].

It is clear that the effective semiclassical light-front holographic model for the pion form factor is in quite a good agreement with the experimental results, even if the model is a crude one. In the higher-energy regime the model however falls short [71], and interference with higher twist modes, the $q^2$-dependence of the resonance widths and mixing with the continuum should be incorporated to the model to improve the accuracy at higher energies. If the transferred time-like momenta is large enough, the resonance structure should be less important, as then the $\tau = 2$ term dominates in (3.144). [39]
Effective Light-Front Wave Function from the Mapping of the Current

As a side note, one can also find the LFWFs via the holographic mapping of the EM current propagating in the gravity realm to the LFQCD DYW expression. Then one would find an effective wave function, which corresponds to a superposition of an infinite number of Fock states, as the current was not truncated at any point, unlike the straight-on computation of the LFWFs.

The effective wave function can be most easily deduced by the fact, that the form factor can be written as

$$ F(Q^2) = \int_0^1 dx \rho(x,Q), $$

in terms of the single-particle density. For a two-parton state the density can be written

$$ \rho(x,Q) = 2\pi \int_0^{\infty} b \, db \, J_0(bQ(1-x)) |\psi(x,b)|^2, $$

and thus one can deduce the effective two-parton wave function to be

$$ \psi_{\text{eff}}(x,b_\perp) = \kappa \frac{1-x}{\sqrt{\pi \log (x^{-1})}} \exp \left[ -\frac{\kappa^2 b_\perp^2 (1-x)^2}{2 \log (x^{-1})} \right]. $$

This wave function encodes aspects of the LFQCD that cannot be determined from a finite number of terms of term-by-term holographic mapping. It is not symmetrical in the longitudinal variables $x$ and $1-x$ for the active and spectator quarks, but it still has the correct analytical properties.

3.5.2 Nucleon Form Factors

In principle one needs two form factors to describe the behaviour of a nucleon – $F_1$ (the Dirac form factor) describes the deviation of the hadron from a point charge and $F_2$ (the Pauli form factor) describes the deviation of the hadron from a point anomalous magnetic moment. These are related to the current matrix elements as

$$ \langle P'| J^\mu(0)|P \rangle = \bar{u}(P') \left( \gamma^\mu F_1(q^2) + \frac{i\sigma^{\mu\nu} q_\nu}{2M} F_2(q^2) \right) u(P). $$
In the Born approximation of a single exchanged virtual photon between a lepton and a hadron, the scattering amplitude $M_S$ is related to the leptonic current $\ell_\mu$ and hadronic current $J_\mu = ie \langle P' | J_\mu | P \rangle$ as
\[
i M_S = -i q^2 \ell_\mu J^\mu. \tag{3.151}
\]
Because one needs to assure the relativistic invariance of $M_S$, the expression for $J_\mu$ can only contain the momenta, Dirac matrices, masses and constants, and thus one ends up with the expression (3.150) as the most general expression for $J_\mu$ satisfying relativistic invariance and current conservation. [73]

In light-front, the form factors can be identified as the spin-conserving and the spin-flip current matrix elements, respectively [39]
\[
\langle P', \uparrow | \frac{J^+ (0)}{2P^+} | P, \uparrow \rangle = F_1(q^2), \tag{3.152}
\]
\[
\langle P', \uparrow | \frac{J^+ (0)}{2P^+} | P, \downarrow \rangle = \frac{iq^2 - q^1}{2M} F_2(q^2). \tag{3.153}
\]
These can be also expressed as Sachs form factors $G_E$ and $G_M$ as linear combinations [74, 75]
\[
G_E(Q^2) = F_1(Q^2) - \frac{Q^2}{4M^2} F_2(Q^2), \tag{3.154}
\]
\[
G_M(Q^2) = F_1(Q^2) + F_2(Q^2). \tag{3.155}
\]
Sachs form factors clarify the meaning of the form factors: in the non-relativistic limit in the Breit frame (i.e. $P' = -P$), the Fourier transformations of the Sachs form factors are the electric charge density within the nucleus for $G_E$ and the magnetisation density for $G_M$ [75, 76]. In the $Q^2 \to 0$ limit $G_E^p(Q^2 \to 0) = 1$ for proton and $G_E^n(Q^2 \to 0) = 0$ for neutron and $G_M(Q^2 \to 0) = (G_E(0) + F_2(0)) = \mu$, where $\mu$ is the magnetic moment. Thus $F_2$ represents the anomalous magnetic moment. [77]

In the $AdS_5$ gravity theory, the form factor $F_1$ of the electromagnetic transition corresponds to a coupling of an external electromagnetic field $A^M(x, z)$ propagating in the bulk with a fermionic mode $\Psi_P(x, z)$, given by the Polchinski-Strassler formula,
\[
\int d^4x \, dz \sqrt{g} \bar{\Psi}_P \epsilon_M^A \Gamma_A A^M \Psi_P \sim (2\pi)^4 \delta^{(4)}(P' - P - q) \epsilon_\mu \bar{u}_{P'} \gamma^\mu F_1 u_P. \tag{3.156}
\]
When computing nucleon form factors, one should impose boundary conditions so that the leading fall-out of the form factors will match the twist-dimension of the interpolating operator in the asymptotic IR boundary. Here there is a complication: at low energies the strongly correlated, non-perturbative region the bound state of \( n \) quarks behaves as a system of one active quark and \( n - 1 \) spectator quarks, thus having twist dimension \( \tau = n - 1 \) (for \( L = 0 \) state), whereas in the high-energy regime and large momentum transfers, or small distances, the bound state is resolved into its constituents, and thus it has \( \tau = n \). At transitional regions, the Dirac form factor for nucleons should therefore evolve from a a quark-diquark \( \tau = 2 \) to a \( \tau = 3 \) function. [39]

The resolution between these different twist states is an approximation: the behaviour of form factors is strongly constrained at low energies, and thus we choose to approximate \( F_1 \) to have \( \tau = 3 \) behaviour at all energy ranges, and \( F_2 \) to have \( \tau = 3 + L = 4 \). [39]

To compute the form factors, we incorporate the spin-flavour structure to the light-front holography. It is not necessary – one could build a phenomenological model for a quark-diquark baryon without the flavour structure, as demonstrated in [78].

The incorporation of the spin-flavour structure to the model can be done by using the SU(6) spin-flavour symmetry to weigh the different Fock states by the charges and spin-projections of the quark constituents. In practice, this means weighing the Fock states by probabilities of the constituents to be up or down, \( N_{q\uparrow} \) and \( N_{q\downarrow} \) respectively. [35, 39]

For proton and neutron these probabilities are [35]

\[
p : \quad N_{u\uparrow} = \frac{5}{3}, \quad N_{u\downarrow} = \frac{1}{3}, \quad N_{d\uparrow} = \frac{1}{3}, \quad N_{d\downarrow} = \frac{2}{3} \tag{3.157}
\]
\[
n : \quad N_{u\uparrow} = \frac{1}{3}, \quad N_{u\downarrow} = \frac{2}{3}, \quad N_{d\uparrow} = \frac{5}{3}, \quad N_{d\downarrow} = \frac{1}{3} \tag{3.158}
\]

where the factors 2 are included in the probabilities.
Following the mesonic example (3.132), the nucleon Dirac form factor can be expressed as

\[ F_1^\pm(Q^2) = g_\pm R^4 \int \frac{dz}{z^4} V(Q^2, z) \Psi_\pm^2, \quad (3.159) \]

where \( g_\pm \) are effective charges determined by a sum of charges of struck quarks convoluted by the corresponding probability. Thus \( g_\rho^+ = 1, \ g_\rho^- = 0, \ g_n^+ = -1/3 \) and \( g_n^- = 1/3 \) for \( e_u = 2/3 \) and \( e_d = -1/3 \).

For proton and neutron the Dirac form factors are thus

\[ F_p^\pm(Q^2) = F_1^\pm(Q^2), \quad (3.160) \]
\[ F_n^\pm(Q^2) = \frac{1}{3} \left( F_1^-(Q^2) - F_1^+(Q^2) \right). \quad (3.161) \]

The bulk-to-boundary operator is given by (3.138), and the valence LFWFs are given by (3.105) and (3.106) using \( \Psi_\pm = z^2 \psi_\pm \):

\[ \Psi_+ = \frac{\sqrt{2} \kappa^2}{R^2} z^{7/2} e^{-\kappa^2 z^2/2}, \quad \Psi_- = \frac{\kappa^3}{R^2} z^{9/2} e^{-\kappa^2 z^2/2}. \quad (3.162) \]

Plugging these in, we find that the expressions for the form factors \( F_1^+ \) and \( F_1^- \) are exactly the same as for the form factors for \( \tau = 3 \) and \( \tau = 4 \) mesons in Equation (3.143), i.e.

\[ F_1^+(q^2) = \frac{1}{\left( 1 + \frac{Q^2}{\mathcal{M}_\rho} \right) \left( 1 + \frac{Q^2}{\mathcal{M}_\rho} \right)}, \quad (3.163) \]
\[ F_1^-(q^2) = \frac{1}{\left( 1 + \frac{Q^2}{\mathcal{M}_\rho} \right) \left( 1 + \frac{Q^2}{\mathcal{M}_\rho} \right) \left( 1 + \frac{Q^2}{\mathcal{M}_\rho} \right)}. \quad (3.164) \]
Figure 3.11: The proton elastic Dirac form factor $F_1^p$ times $Q^4$ as a function of $Q^2$. Data compilation by [79].

Figure 3.12: The neutron elastic Dirac form factor $F_1^n$ times $Q^4$ as a function of $Q^2$. Data compilation by [79].

To study the spin-flip form factor $F_2$ in the light-front holographic scheme,
Abidin and Carlsson [47] have proposed including a non-minimal coupling

$$
\int d^4x \, dz \sqrt{g} \bar{\Psi} e_M^A e_N^B [\Gamma_A, \Gamma_B] F^{MN} \Psi,
$$

(3.165)

to the 5 dimensional action. The term is rather practical, but it has to be fixed in strength by the static quantities [39].

Using the non-minimal coupling (3.165) and (3.150) one finds

$$
F_{2}^{p,n} \sim \int \frac{dz}{z^3} \Psi_{+} V(Q^2, z) \Psi_{-}
$$

(3.166)

$$
= \kappa_{p,n} F_{1}^{-}(Q^2),
$$

(3.167)

where $\kappa_p = \mu_p - 1$ and $\kappa_n = \mu_n$ are the anomalous magnetic moments. In SU(6), the prediction for the ratio of the magnetic moments is $\mu_p/\mu_n = -3/2$ [80], agreeing with experiments to a high degree of accuracy – the experimental value for the ratio is $\mu_p/\mu_n = -1.45989806(34)$ [81].

Here the experimental values for anomalous magnetic moments

$$
\kappa_p = 1.792847356(23),
$$

(3.168)

$$
\kappa_n = -1.91304272(45),
$$

(3.169)

are used [28].

There is some dispute about the scaling behaviour of the $G_E^p/G_M^p$ ratio. The JLab results from double polarization experiments suggest that $R \equiv \mu_p G_E^p/G_M^p$ decreases approximately linearly – approximately $R \approx 1 - 0.135(Q^2 - 0.24)$ [82]– whereas the previous results using the Rosenbluth separation method suggest that for $Q^2 \lesssim 6$ GeV$^2$, the relation should be $R \approx 1$. The differences between the methods are discussed in detail in Ref. [73]. The discrepancy between the double polarization data and the Rosenbluth method data might be resolved to a degree by two-photon exchange corrections to the Rosenbluth data [83].
**Figure 3.13:** The proton elastic Pauli form factor $F^p_2$ as a function of $Q^2$. Data compilation by [79].

**Figure 3.14:** The neutron elastic Pauli form factor $F^n_2$ as a function of $Q^2$. Data compilation by [73].
There is also a dispute about the radii of the proton. The new measurements of the charge radius by the Lamb shift of muonic hydrogen by [84, 85], differ from the electron-proton elastic scattering value by CODATA [81] by 7σ. The most recent values are $\sqrt{\langle r_E^2 \rangle_p} = 0.84087(39) \text{ fm}$ from the muonic hydrogen measurement [85] and $\sqrt{\langle r_E^2 \rangle_p} = 0.8775(51) \text{ fm}$ from $e$-$p$ scattering [81].

One can compute the electric (or magnetic) charge radius from the electric (or magnetic) Sachs form factor as [35, 78]

$$\langle r^2 \rangle = -\frac{6}{G(0)} \left. \frac{dG(Q^2)}{dQ^2} \right|_{Q^2=0}.$$ (3.170)

This is not simply a definition, as it can be seen by expanding the electric (or magnetic) distribution function at small $r$ [73]. The charge radius for neutron, however is defined as [78]

$$\langle r_E^2 \rangle_n = -6 \left. \frac{dG_{E/n}^n(Q^2)}{dQ^2} \right|_{Q^2=0},$$ (3.171)

because $G_{E/n}(Q^2 = 0) = 0$.

The predictions for the radii in the light-front holography are presented in Table 3.1. 1

<table>
<thead>
<tr>
<th></th>
<th>Prediction</th>
<th>CODATA value</th>
<th>$\mu p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\langle r_{E/p}^2 \rangle_0)^{1/2}$</td>
<td>0.7783</td>
<td>0.8775 ± 0.0051</td>
<td>0.84087 ± 0.00039</td>
</tr>
<tr>
<td>$(\langle r_{M/p}^2 \rangle_0)^{1/2}$</td>
<td>0.754</td>
<td>0.777 ± 0.016</td>
<td>0.87 ± 0.06</td>
</tr>
<tr>
<td>$(\langle r_{E/n}^2 \rangle_0)$</td>
<td>$-0.0671$</td>
<td>$-0.1161 ± 0.0022$</td>
<td></td>
</tr>
<tr>
<td>$(\langle r_{M/n}^2 \rangle_0)^{1/2}$</td>
<td>0.763</td>
<td>0.862±0.009</td>
<td>0.862±0.008</td>
</tr>
</tbody>
</table>

Table 3.1: The charge and magnetic root mean square radii for nucleons in light-front compared to the experimental values. The experimental values are from References [28] and [85] respectively. All values are in femtometres except for $(\langle r_{E/n}^2 \rangle_0)$, which is in fm$^2$. The value of $\kappa$ is chosen to be the same as all the other soft-wall holographic form factor calculations, $\kappa = 0.548$.

1We know the disagreement between the results presented here and the ones presented in e.g. references [35, 39]. It does not seem to arise purely from the choice of $\kappa$, as the values do not match even for identical $\kappa$.  
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The values for proton agree better with experimental results than the ones for neutron. This is in line with the proton Dirac form factor fitting better with the experimental results (Figure 3.11) compared to the fit of the neutron Dirac form factor (Figure 3.12).

### 3.6 Improving the Model

The full description of the light-front holographic approach is far from being understood. This is clearly visible from the approximations and *ad hoc* elements introduced to the theory along the way in this chapter. The semiclassical approximation is expected to break down when gluons become dynamical degrees of freedom and when quantum corrections become important.

To go further, one would need to improve the semi-classical approximation by e.g. including higher Fock states $|n\rangle$ (i.e. quantum fluctuations), including quark masses and introducing gluon exchange to the model.

Including the quark masses $m_q$ and $m_{\bar{q}}$ to the mass of a $n=2$ meson in the soft-wall model can be done by introducing a shift term $\Delta M^2$ such that

$$M_{n,J,L,m_q,m_{\bar{q}}}^2 = 4\kappa^2 \left(n + \frac{J + L}{2}\right) + \Delta M^2, \quad (3.172)$$

with the correction being [39]

$$\Delta M^2 = \langle \psi | \sum_a m_a^2 / x_a | \psi \rangle. \quad (3.173)$$

For baryons, incorporating quark masses to the model is not as straightforward, as for massive fields left- and right-handed fermions are not independent. [47]

Other required improvements still have no solutions. The problems with the model include finding a way to include isoscalar mesons to the model, fixing the $a$ meson triplet splitting masses, finding a non-phenomenological way to include the Pauli form factor into the theory so that one does not need to use the anomalous magnetic moments as experimental inputs but would get them from the model itself. Also, the assignment of $\nu$ for baryons is purely phenomenological, as the dilaton does not lead to a confining potential but it has to be imposed upon. And the nucleons are not accounted for as
twist-3 states in the short-distance regime as they should because of cluster decomposition resolving.
Chapter 4

A Model of Composite Dark Matter

In this Chapter, an application of the light-front holographic QCD is realised in a model of composite dark matter, where a new strongly interacting secluded sector is introduced. The first section offers a brief review on the subject of dark matter: observations backing up its existence, which models are favoured and direct detection experiments. The later Sections develop on the idea of composite dark matter, look into its properties and compare it with direct detection experiments.

4.1 A Word About Dark Matter

One of the most astounding results of the 20th century cosmology has been the realisation that visible matter only accounts for about 5% of the total energy density of the observable universe. 68% is made of elusive dark energy and about 27% of non-luminous dark matter. [86] By now, dark matter (DM) enjoys the consensus of the scientific community, even as we have no confirmed direct detection of it – only the DAMA/LIBRA [87] and CoGeNT [88] experiments claim to see an annual modulation signal, which other experiments have excluded [89].
4.1.1 Observational Evidence for Existence

The first correct observational evidence that either the gravitational theory at large distances could be wrong or that we cannot see a major mass component of the universe came from Fritz Zwicky in 1933 [90]: the velocities of galaxies in the Coma cluster were much greater than the escape velocity from the cluster based on the visible mass of the cluster. Also, the rotation curve does not obey the radial Keplerian fall $v \propto 1/r$, but turns approximately flat at large $r$. Later observations have confirmed the observation (e.g. [91]) and seen similar behaviour with different galaxy clusters like Virgo. [92]

One of the most convincing single observation for DM comes from merging galaxy clusters like 1E0657-558 [93], also known as the Bullet Cluster, and MACS J0025.4-1222 [94]. In the collision of two galaxy clusters the stellar component – which is non-dissipative – and the interstellar gas – which is fluid-like and emits X-rays – are segregated. The observations have shown the gravitational potential traces approximately the distribution of galaxies, not the gas component which is the dominant baryonic mass component [93].

Other indirect evidence for the existence of dark matter include the gravitational lensing effect around galaxy clusters, which cannot be accounted for by visible mass only.

4.1.2 The Dark Matter Problem

Some of the DM might be accounted for by baryonic matter like interstellar gas or massive astrophysical compact halo objects (MACHOs), which includes compact objects like black holes, brown dwarfs, old white dwarfs and neutron stars. The main evidence against baryonic matter making up a considerable amount of DM is found in the cosmic microwave background (CMB): anisotropies of CMB suggest that most of the matter content of the Universe does not interact substantially with ordinary matter [95]. The microlensing searches are also against MACHOs making a non-negligible amount of DM [96].

The non-baryonic candidates can be divided into three groups: cold dark matter (CDM), warm dark matter (WDM) and hot dark matter (HDM). CDM is non-relativistic at decoupling, and thus is suppressed in number
density by annihilation and needs to be heavy to compensate for the small
number density. HDM on the other hand should be fairly light, as it is
relativistic at decoupling. WDM is between these two ends. Of these, the
CDM scenario produces a model best consistent with the observed universe
for example from the standpoint of structure formation [97].

One might of course argue that the DM problem is a sign of the incom-
petence of General Relativity as all the observational evidence is gravity
based, and that the theory of gravity should be modified at cosmological
scales. This is of course a point of view worth considering, but the ΛCDM
model is predictive, whereas gravity needs to be adjusted differently in the
different systems. And thereby DM is a favourite contender to solve the
discrepancy. Moreover, the corrections needed to explain the lensing effect
around previously mentioned merging clusters requires modifying the gravity
so that most of the lensing is not where most of the mass is. However, to
truly make a case for the existence of DM over other models like modified
gravity, there should be a body of direct detection evidence for its existence
via non-gravitational interactions.

Even though the ΛCDM paradigm is predictive at cosmological scales, it
has its pitfalls, like the 'cusp vs core' problem with dwarf galaxies [98, 99].
Some of the problems might be fixed by improving the ΛCDM simulations
by, for example, including baryonic effects [100].

4.1.3 Exclusions from Direct Detection Experiments

Direct detection of DM is based on trying to observe scattering between a
non-relativistic DM particle from the halo of our galaxy and a cryogenic
nucleus or the orbital electrons of the detector. To distinguish the signal from
the background, one needs to look for an annual modulation in the detection
rate as the Earth is moving with respect to the velocity distribution of the
DM.

We will focus on the elastic scattering, i.e. the scattering between the DM
particle and the nucleus. The scattering can then be either spin-dependent or
spin-independent. In the spin-dependent scattering the interaction between
the two particles is caused by the coupling of the DM particle to the nucleon’s
spin, whereas in the spin-independent the two are not coupled.

Multiple experiments, including XENON, CDMS, ZEPLIN, EDELWEISS, COUPP, CRESST, DAMA, CoGeNT, SIMPLE, WARP, ORPHEUS, KAMIOKA, NEWAGE, PICASSO, IGEX, HDMS, NAIAD and KIMS, are (or have been) trying to detect the elastic scattering signal, and have by now put stringent constraints on WIMP-nucleon scattering. [89, 92] Most of their results are gathered in Figure 4.1, with assumptions of the isothermal distribution of DM in the halo being \( v_0 = 220 \) km/s, the galactic escape velocity being \( v_{\text{esc}} = 544^{+64}_{-46} \) km/s and the WIMP density being \( \rho_{\text{DM}} = 0.3 \) GeV/cm\(^3\) [89].

\[ v_0 = 220 \text{ km/s} \]
\[ v_{\text{esc}} = 544^{+64}_{-46} \text{ km/s} \]
\[ \rho_{\text{DM}} = 0.3 \text{ GeV/cm}^3 \]

![Figure 4.1: Exclusions on spin-independent WIMP-nucleon scattering from XENON100. Source [89]](image)

### 4.2 Proposing a New Strongly Interacting Sector

As we have no undisputed direct detection of dark matter and thus we do not know what exactly it is comprised of, Occam’s razor does not carry us
far – minimality might not be the best guide when trying to find a model for dark matter. We do know that dark matter is not from the Standard Model of particle physics, but when modelling something left in the dark, we can use our existing models as a basis to build upon.

It is more than reasonable to build the secluded sector out of the building blocks the Standard Model of particle physics (SM) also comprises of. We can make the secluded sector so that it has some of the same symmetries as the SM, but they interact with each other only weakly. To make the use of terminology clear, when in this thesis the term "weakly" is used, it does not mean 'via Weak interaction' but that the interactions – whatever they are – are weak. So, WIMPs interact weakly with the Standard Model particles through electromagnetism.

The procedure is to modify the SM by introducing a new SU(3) symmetry to the theory (a secluded sector), the fundamental particles of which are thus analogues of quarks and gluons. There are multiple ways to formulate the interactions of the secluded sector with the standard model. Here we assume the secluded sector particles couple to the SM electromagnetic field like their SM analogues and also communicate with the SM via the Higgs portal. Thus, the dark quarks are SU(2)_L singlet states with \( Q = Y \) with other values matching those of the SM quarks.

The lightest baryonic state is the dark neutron and it is our dark matter candidate, which will be noted with \( \chi \). It is stable, unlike its SM counterpart, because the dark baryon number is conserved. The lightness of the neutron is a result of the assumption of unbroken isospin symmetry: the dark neutron and the dark proton have the same mass without electromagnetic corrections. The electromagnetic corrections raise the mass of the dark proton to \( M_{dp} = (1 + \alpha_{EM}/4\pi)M_\chi \approx M_\chi \). This gives us a lower limit for the mass of the dark neutron, as one would expect to see a reasonably light charged particle, with mass \( \mathcal{O}(\text{TeV}) \) in the collider experiments. However, we will later see that the region, where the collider constraints are significant, is already secluded by direct detection searches.

Regarding the origin of the DM candidate in question, there are two possibilities: either the relic abundance is determined thermally as in the usual “WIMP miracle” or by a primordial asymmetry through the same early
universe sphaleron process describing baryogenesis [101–103]. To consider the origin of the DM, and the relation of the model to the electroweak symmetry breaking, the model would need to be set into a larger context.

Here the cosmological history will be left unspecified and the distribution and abundance of DM in our galaxy is taken as given, so the focus can be set on the direct detection signature of the composite dark matter in question. The direct detection of DM is based on observing the elastic scattering between a cryogenic target nuclei and the non-relativistic DM in our galaxy’s halo. Because the dark neutron state is electroweak-neutral as a totality, the main contribution to direct detection of such a particle would be via single photon exchange, the Feynman diagram of which is in Figure 4.2b. The spin-independent interaction is simply an exchange of a Higgs boson, which conserves the spin of both particles. The spin-dependent interaction happens via a single-photon exchange in the simplest scenario.

![Feynman diagrams](image)

**Figure 4.2:** The Feynman diagrams for the composite dark matter \( \chi \) interacting with a nucleon \( N \) via the Higgs channel (a) and the EM channel (b). The Higgs exchange does not affect the spins of the particles, whereas the photon exchange does flip the spins.

The LSD Collaboration has done similar lattice simulations [103], and we will compare our results to theirs in the end of the chapter. Other models considering strongly interacting dark matter in the form of Technicolor DM
or atomic DM can be found e.g. in references [102, 104–113].

Assuming non-relativistic DM, the differential cross-section of the elastic scattering can be written as [103]

\[
\frac{d\sigma}{dE_R} = \frac{|M_{SI}|^2 + |M_{SD}|^2}{16\pi (M_\chi + M_T)^2 E_R^{\max}},
\]

(4.1)

where \(M_{SI/SD}\) are the spin-independent and spin-dependent amplitudes, \(M_T\) is the mass of the target nucleus and \(E_R^{\max} = 2M_\chi M_T v^2 / (M_\chi + M_T)^2\) is the maximum recoil energy for a collision velocity \(v\). The amplitudes squared, averaged over the initial states and summed over the final states are given by [103]

\[
|M_{SI}|^2 = e^4 [ZF_c(Q)]^2 \left(\frac{M_T}{M_\chi}\right)^2 \left[\frac{4}{9} M_\chi \langle r^2_{E\chi}\rangle^2 + \left(1 + \frac{M_\chi}{M_T}\right) \kappa_\chi^2 \cot^2 \frac{\theta_{CM}}{2}\right],
\]

(4.2)

\[
|M_{SD}|^2 = e^4 \left(\frac{2}{3} \left(\frac{J+1}{J}\right)\right) [A_\mu T F_s(Q)]^2 \kappa_\chi^2,
\]

(4.3)

where \(\kappa_\chi\) is the magnetic moment of \(\chi\), \(A\) and \(Z\) are the atomic and mass numbers of a specific xenon isotope, \(\theta_{CM}\) is the scattering angle in the center-of-mass frame, \(J\) is the nuclear spin of the target, and \(F_{s,c}\) are the nuclear spin form factor and form factor accounting for the loss of coherence, respectively. The magnetic moment \(\mu_T\) of the target is expressed in units of Bohr magnetons.

For non-relativistic velocities \(\cot^2 \frac{\theta_{CM}}{2} = E_R^{\max}/E_R - 1\). The momentum exchange can be estimated to be \(Q \approx \sqrt{2M_T E_R}\).

We know the mean squared charge radius \(\langle r^2_{E\chi}\rangle\) for \(\chi\) from (3.171) and the mass \(M_\chi\) from (3.108) for a given \(\kappa\).

For the nuclear response form factors \(F_{c,s}\), we use the phenomenological expressions [114]

\[
|F_c(Q)|^2 = 9 \left[\frac{\sin(QR_c) - Q R_c \cos(QR_c)}{(QR_c)^3}\right]^2 e^{-Q^2 \kappa^2},
\]

(4.4)

\[
|F_s(Q)|^2 = \begin{cases} 
0.047 & \text{for } 2.55 \leq QR_s \leq 4.5,

(QR_s)^{-2} \sin^2(QR_s) & \text{otherwise},
\end{cases}
\]

(4.5)

with \(R_c = 1.14 A^{1/3}\) fm, \(R_s = A^{1/3}\) fm and \(s = 0.9\) fm.
We take the velocity-averaged differential cross section of the DM interaction weighted by the DM velocity, \( v' = |v - v_E| \) with respect to Earth to be

\[
\left\langle \frac{d\sigma}{dE_R} v' \right\rangle = \int_0^{v_{\text{max}}} dv' f(v) v' \frac{d\sigma}{dE_R},
\]

where the velocity distribution is assumed to be the Maxwell-Boltzmann distribution in the galactic rest frame [115]

\[
f_{\text{galaxy}}(v) = \frac{\exp(-v^2/v_0^2)}{\pi^{3/2} v_0^3/2},
\]

with the most probable velocity being \( v_0 = 220 \text{ km/s} \) and the escape velocity \( v_{\text{esc}} = 544 \text{ km/s} \). The velocity distribution in Earth’s frame is obtained via a Galilean transformation, [114, 116]

\[
f(v) = \begin{cases} \frac{v}{\sqrt{\pi} v_0 v_E} \left[ e^{-v^2/v_0^2} - e^{-(v+v_E)^2/v_0^2} \right] & \text{for } 0 \leq v \leq v_{\text{esc}} - v_E, \\ \frac{v}{\sqrt{\pi} v_0 v_E} \left[ e^{-v^2/v_0^2} - e^{-v_{\text{esc}}^2/v_0^2} \right] & \text{for } v_{\text{esc}} - v_E < v \leq v_{\text{esc}} + v_E. \end{cases}
\]

The speed of Earth approximated by \( v_E = 220 \text{ km/s} \). If one would like to see the annular modulation in the event rate instead of acquiring limits to a model, the velocity should have a periodic term in it (see e.g. references [114, 115]).

The quantity measured in experiments is the event rate, and this can be acquired from the averaged differential cross section times velocity as [103]

\[
R = \frac{M_{\text{detector}} p_{DM}}{M_T M_x} \int_{E_{\text{min}}}^{E_{\text{max}}} dE_R A(E_R) \left\langle v' \frac{d\sigma}{dE_R} \right\rangle,
\]

where \( A \) and is the acceptance function of the detector.

### 4.3 Results

Let us now try to fit the model using the XENON100 experiment. For xenon \( Z = 54 \) and \( A = 124 - 136 \). Only two of the isotopes of xenon have non-zero spins: \( ^{129}\text{Xe} \ (J = 1/2) \) and \( ^{131}\text{Xe} \ (J = 3/2) \), thus being the only isotopes contributing to the spin-dependent scattering [117]. The event rate
is computed in the recoil energy interval $E_R \in [6.6\text{keV}, 43.3\text{keV}]$ following references [89, 103, 114]. The masses of different isotopes are approximated to be $M_T \approx A$ atomic mass units and all rates are averaged over the different isotopes by weighing them with their respective abundances taken from [118].

Figure 4.3: The predicted event rate for a kilogram of liquid xenon per day as a function of the mass of the composite dark matter particle. The dashed red line marks the 95% exclusion from the XENON100 experiment [89]. The possible masses of the composite DM particle are thus above the $M_\chi \sim 5 \text{ TeV}$ limit.

The results were computed numerically from $M_\chi = 10^{-2} \text{ TeV}$ to $M_\chi = 10^2 \text{ TeV}$ in increments of 50 GeV (Figure 4.3). The model produces a linear regression in the log-log plot and agrees well with the lattice simulations of the LSD collaboration [103] for the large mass region, but does not exhibit similar behaviour at masses around $10^{-2} \text{ TeV}$. The XENON100 experiment excludes masses below $M_\chi \sim 5 \text{ TeV}$ for this model.
Chapter 5

Conclusions And Discussion

In this thesis, the light-front holographic QCD was studied and its properties discussed in the light of contemporary literature. It encodes to a good accuracy some of the most important aspects of non-perturbative QCD, like confinement and the hadron mass spectrum. Some discrepancies with previous works were found, as the charge and magnetic radii computed for this work are in conflict with existing literature. However, the light-front holographic QCD does provide a first approximation that agrees with the experimental data where the model is applicable. More importantly, it can be improved upon by, for example, including light quark masses, more Fock-states and gluon exchange.

The successful application of holographic methods to QCD also speaks for using the AdS/CFT correspondence to study strongly coupled systems. Of course, the approach used in this work was more or less ad hoc in building the gravity dual, but one can always hope that a more rigorous way of applying the duality can be found in the future.

An application of the light-front holographic model was found in composite dark matter. The studied model comprises of a secluded SU(3) gauge theory with SU(2)$_L$-singlet fermions analogous to QCD, that make up a stable, electroweak neutral baryon that is the WIMP candidate. It exhibits the desired properties, as it will interact weakly via the electroweak channel and will need to have a mass of over 5 TeV to satisfy the XENON100 exclusions. The results from the model agree with previous work by [103] for appropriate
mass scales.

One of the more serious problems regarding the applicability of light-front holographic QCD to the model of composite dark matter discussed in this thesis is the fact that one needs to take the neutron anomalous magnetic moment as an input. The value of the magnetic moment has a substantial effect on the results, and therefore acquiring it from the theory would be of critical importance, especially if one wants to assign microcharges to the secluded sector quarks instead of using the SM charges.

In this work the dark matter genesis was not speculated on, and it was assumed that the cosmological history stays roughly as it is in the vanilla $\Lambda$CDM model, although via the secluded SU(3) sector there is a possibility to link the dark matter genesis to baryogenesis [102]. The model has three pseudo-Nambu-Goldstone bosons (dark pions), and one needs to assume that they are highly unstable and decay into SM particles without a notable impact on the cosmological history. Calculating the effects of dark pions is a subject for possible future work.
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Appendix A

Tables of Particles

All data are from Particle Data Group (reference [28]). Here, only 3- and 4-star mesons and baryons are included. In reference [28], the masses of baryons are given as limits and an estimate. Here they are transferred to the ± form for clarity and compactness. Because of the limited precision of the light-front methods used here, all masses are rounded to the nearest MeV, thus practically diminishing the errors in the masses of $\pi(140)$ and $\rho(770)$ to zero.

The radial quantum number $n$, internal spin $S$ and internal orbital angular momentum $L$ of the baryons are deduced from the total angular momentum and parity of the PDG by using the SU(6)$\supset$SU(3)$_{\text{flavour}}$⊗SU(2)$_{\text{spin}}$ multiplet structure presented in e.g. reference [39].

<table>
<thead>
<tr>
<th>Name</th>
<th>Mass (MeV)</th>
<th>$J^P$</th>
<th>$n$</th>
<th>$L$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(140)$</td>
<td>140</td>
<td>0$^-$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$b_1(1235)$</td>
<td>1230 ± 4</td>
<td>1$^+$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\pi_2(1670)$</td>
<td>1672 ± 3</td>
<td>2$^-$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$\pi(1300)$</td>
<td>1300 ± 100</td>
<td>0$^-$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\pi(1800)$</td>
<td>1812 ± 12</td>
<td>0$^-$</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\pi_2(1880)$</td>
<td>1895 ± 16</td>
<td>2$^-$</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table A.1: Confirmed pseudoscalar mesons with a hypercharge $I = 1$. The quantum numbers $n$, $L$ and $S$ are the radial quantum number, the orbital angular momentum and spin respectively.
<table>
<thead>
<tr>
<th>Name</th>
<th>Mass (MeV)</th>
<th>$J^P$</th>
<th>$n$</th>
<th>$L$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho(770)$</td>
<td>775</td>
<td>$1^-$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$a_0(980)$</td>
<td>$980 \pm 20$</td>
<td>$0^+$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$a_1(1260)$</td>
<td>$1230 \pm 40$</td>
<td>$1^+$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$a_2(1320)$</td>
<td>$1318 \pm 1$</td>
<td>$2^+$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\rho(1450)$</td>
<td>$1465 \pm 25$</td>
<td>$1^-$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\rho(1700)$</td>
<td>$1720 \pm 20$</td>
<td>$1^-$</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_3(1690)$</td>
<td>$1689 \pm 2$</td>
<td>$3^-$</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$a_4(2040)$</td>
<td>$1996_{-9}^{+10}$</td>
<td>$4^+$</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A.2: Confirmed vector mesons with a hypercharge $I = 1$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Mass (MeV)</th>
<th>$J^P$</th>
<th>$n$</th>
<th>$L$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N(940)$</td>
<td>939</td>
<td>$1/2^+$</td>
<td>0</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1440)$</td>
<td>$1430 \pm 20$</td>
<td>$1/2^+$</td>
<td>1</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1520)$</td>
<td>$1515 \pm 5$</td>
<td>$3/2^-$</td>
<td>0</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1535)$</td>
<td>$1535 \pm 10$</td>
<td>$1/2^-$</td>
<td>0</td>
<td>1</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1650)$</td>
<td>$1655_{-10}^{+15}$</td>
<td>$1/2^-$</td>
<td>0</td>
<td>1</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(1675)$</td>
<td>$1675 \pm 5$</td>
<td>$5/2^-$</td>
<td>0</td>
<td>1</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(1680)$</td>
<td>$1685 \pm 5$</td>
<td>$5/2^+$</td>
<td>0</td>
<td>2</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1700)$</td>
<td>$1700 \pm 50$</td>
<td>$3/2^-$</td>
<td>0</td>
<td>1</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(1710)$</td>
<td>$1710 \pm 30$</td>
<td>$1/2^+$</td>
<td>2</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1720)$</td>
<td>$1720_{-20}^{+30}$</td>
<td>$3/2^+$</td>
<td>0</td>
<td>2</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(1875)$</td>
<td>$1875_{-55}^{+45}$</td>
<td>$3/2^-$</td>
<td>1</td>
<td>1</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(1900)$</td>
<td>$1900$</td>
<td>$3/2^+$</td>
<td>1</td>
<td>2</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(2190)$</td>
<td>$2190_{-90}^{+10}$</td>
<td>$7/2^-$</td>
<td>0</td>
<td>3</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(2220)$</td>
<td>$2250 \pm 50$</td>
<td>$9/2^+$</td>
<td>0</td>
<td>4</td>
<td>1/2</td>
</tr>
<tr>
<td>$N(2250)$</td>
<td>$2275 \pm 75$</td>
<td>$9/2^-$</td>
<td>0</td>
<td>3</td>
<td>3/2</td>
</tr>
<tr>
<td>$N(2600)$</td>
<td>$2600 \pm 50$</td>
<td>$11/2^-$</td>
<td>0</td>
<td>5</td>
<td>3/2</td>
</tr>
</tbody>
</table>

Table A.3: Confirmed nucleon resonances, i.e. $s = 0$ and $I = 1/2$ baryon resonances.
<table>
<thead>
<tr>
<th>Name</th>
<th>Mass (MeV)</th>
<th>$J^P$</th>
<th>n</th>
<th>L</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta(1232)$</td>
<td>1232 ± 2</td>
<td>$3/2^+$</td>
<td>0</td>
<td>0</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1600)$</td>
<td>1600 ± 100</td>
<td>$3/2^+$</td>
<td>1</td>
<td>0</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1620)$</td>
<td>1630 ± 30</td>
<td>$1/2^-$</td>
<td>0</td>
<td>1</td>
<td>$1/2$</td>
</tr>
<tr>
<td>$\Delta(1700)$</td>
<td>1700$^{+50}_{-30}$</td>
<td>$3/2^-$</td>
<td>0</td>
<td>1</td>
<td>$1/2$</td>
</tr>
<tr>
<td>$\Delta(1905)$</td>
<td>1880$^{+30}_{-25}$</td>
<td>$5/2^+$</td>
<td>0</td>
<td>2</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1910)$</td>
<td>1890$^{+20}_{-30}$</td>
<td>$1/2^+$</td>
<td>0</td>
<td>2</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1920)$</td>
<td>1920$^{+50}_{-20}$</td>
<td>$3/2^+$</td>
<td>0</td>
<td>2</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1930)$</td>
<td>1950 ± 50</td>
<td>$5/2^-$</td>
<td>1</td>
<td>1</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(1950)$</td>
<td>1930$^{+20}_{-15}$</td>
<td>$7/2^+$</td>
<td>0</td>
<td>2</td>
<td>$3/2$</td>
</tr>
<tr>
<td>$\Delta(2420)$</td>
<td>2420$^{+80}_{-120}$</td>
<td>$11/2^+$</td>
<td>0</td>
<td>4</td>
<td>$3/2$</td>
</tr>
</tbody>
</table>

**Table A.4:** Confirmed $\Delta$ resonances, i.e. $s = 0$ and $I = 3/2$ baryon resonances.