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Abstract: The demand for cost-efficient forest aboveground biomass (AGB) prediction methods is growing worldwide. The National Land Survey of Finland (NLS) began collecting airborne laser scanning (ALS) data throughout Finland in 2008 to provide a new high-detailed terrain elevation model. Similar data sets are being collected in an increasing number of countries worldwide. These data sets offer great potential in forest mapping related applications. The objectives of our study were (i) to evaluate the AGB component prediction accuracy at a resolution of 300 m² using sparse density, leaf-off ALS data (collected by NLS) derived metrics as predictor variables; (ii) to compare prediction accuracies with existing large-scale forest mapping techniques (Multi-source National
Forests Inventory, MS-NFI) based on Landsat TM satellite imagery; and (iii) to evaluate the accuracy and effect of canopy height model (CHM) derived metrics on AGB component prediction when ALS data were acquired with multiple sensors and varying scanning parameters. Results showed that ALS point metrics can be used to predict component AGBs with an accuracy of 29.7%–48.3%. AGB prediction accuracy was slightly improved using CHM-derived metrics but CHM metrics had a more clear effect on the estimated bias. Compared to the MS-NFI, the prediction accuracy was considerably higher, which was caused by differences in the remote sensing data utilized.
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### 1. Introduction

Accurate forest biomass mapping methods are required globally and could be utilized e.g., for predicting forest aboveground biomass (AGB), bioenergy potential and carbon stock. The use of forest-based bioenergy is also increasing and will play a major role in the bioenergy sector in the near future. At the moment, a typical approach to mapping AGB over large areas is based on generalizing field sample plot measurements using coarse- or medium-resolution remote sensing (RS) data and other numeric map data. For sample plots, the amount of AGB is estimated using local allometric models (e.g., [1,2]). This approach, referred to as Multi-Source National Forest Inventory (MS-NFI), was first introduced and tested in Finland in the early 1990s (e.g., [3]) and is nowadays routinely used in the Nordic countries to generate biomass maps for various purposes [3].

Forest management practices, e.g., in Finland, are based on intensive, small-scale forestry, which results in mosaic-like forest structures and stand sizes of approximately 2 ha on average. Mapping AGB over larger areas under such land use or vegetation patterns is challenging based on medium- or coarse-resolution RS data with pixel sizes varying from 30 m × 30 m (e.g., Landsat 7) to 250 m × 250 m (e.g., MODIS). Previous studies have shown that the mismatch between field measurement data, an individual pixel of satellite data [4] and the scarcity of available field data are the main challenges in forest attribute prediction. Coarse pixel size in the RS data results in mixed pixels on stand boundaries and thus an inaccurate description of the vegetation structure variability especially when looking at relatively small areas (e.g., forest stands of 1–3 hectares or field-measured sample plots). For example, Tuominen et al. [5] used Landsat 5 TM imagery with a resampled pixel size of 25 m × 25 m to predict total volume and AGB. Estimated root-mean-squared error (RMSE) of the total volume and AGB varied between 65.1% and 73.1% of the mean plot-level reference values. Such accuracy levels are not acceptable for detailed AGB mapping, which is required e.g., in bioenergy harvesting. More detailed methods are therefore needed for AGB mapping, especially at the local (plot or pixel) level.

Airborne laser scanning (ALS) is a three-dimensional (3D) measurement technique, which is becoming increasingly popular in forest resource mapping. ALS data can be used to predict a variety of forest inventory attributes with a high level of accuracy [6,7] due to its capability of describing 3D vegetation structure. ALS has two main approaches for estimating forest information: an area-based approach (ABA, [6]) and individual tree detection (ITD, [8]). Forest AGB prediction with laser
scanning techniques has previously been studied at varying levels, from single trees (e.g., [9–14]) to larger areas. Recent overviews are provided by Zolkos et al. [15] and Popescu and Hauglin [16].

The coefficient of determination values ($R^2$) between predicted AGB and laser-derived metrics have previously varied between 0.32 and 0.92 depending on, e.g., tree species and development classes. Combined small-footprint ALS and multispectral airborne data were used in Popescu et al. [17] to predict AGB in deciduous and pine (Pinus L.) forests at a resolution of 168 m$^2$. The maximum $R^2$ values were 0.32 for deciduous and 0.82 for pine dominated sample plots. Aardt et al. [18] improved the $R^2$ values for deciduous trees to 0.58 using ALS point height metrics as predictors in a per-segment prediction of AGB. The highest $R^2$ values were reported by Næsset [19], who used regression methods to predict AGB for 143 sample plots (size of 300–400 m$^2$) in young and mature coniferous forests. The regression models explained 92% of the AGB variability for all forest types.

Latifi et al. [20] compared different nearest neighbor (NN) and random forest (RF) techniques for the prediction of volume and AGB in southwestern Germany, with the target areas for which the AGB values were predicted varying from 13 m$^2$ to 452 m$^2$. They concluded that the RF method was superior to other NN methods. ABA accuracy depends highly on the coverage of different forest structures within the training data and the prediction technique used [7]. According to Fassnacht et al. [21] the data type (RS) had the highest impact on the AGB prediction accuracy. Prediction technique was seen as the second most important factor. Fassnacht et al. [21] also concluded that increasing the sample size of the modeling data did not effectively improve the AGB prediction accuracy. Stepper et al. [22] confirmed this conclusion and reported that decreasing the sample size from 1875 plots to 226 plots had a minimal effect on the model performance. Traditionally the required training data for the ABA is measured in the field, which is costly, especially in remote areas. Vastaranta et al. [23] used ITD to replace field measurements required for the ABA. This method was further tested for AGB prediction in Kankare et al. [24]. The AGB prediction RMSEs varied between 23.0 and 32.3 tons per ha. Tuominen and Haapanen [25] reported similar or slightly higher prediction accuracies using a combination of ALS and digital aerial photograph-derived metrics.

The National Land Survey of Finland (NLS) began collecting ALS data over the entire area of Finland in 2008 to provide a new national-level elevation model. The data are available free of charge from their data services. As corresponding data are also increasingly available in several other countries, e.g., Sweden, Italy, Spain, USA, Netherlands and England, (e.g., [26–28]), these data are expected to have a great potential and a wide variety of possible applications in forestry and especially in forest biomass mapping and monitoring. Although the data are essentially acquired for ground elevation modeling, Nord-Larsen and Schumacher [29] and Villikka et al. [30] verified the suitability of these data also for forest attribute prediction. However, they did not compare the obtained accuracies with any existing inventories such as the MS-NFI. To better justify bringing a new method to operational forestry, it should be shown to yield at least at a similar level of accuracy as the presently used inventory methods. Overall, no studies reporting component biomass prediction accuracies based on sparse density, leaf-off ALS data currently exist in the literature.

The main objective of our study was thus to evaluate the accuracy of predicting AGB and its components (stem, living branch and canopy biomass) using sparse density, leaf-off ALS data collected essentially for elevation modeling. The ALS metrics were derived at plot-level (300 m$^2$) and tested as predictor variables to predict AGB components. Results were compared to the Multi-Source
National Forest Inventory (MS-NFI, Finnish Forest Research Institute 2012) AGB estimates. Similar datasets are being collected in several countries worldwide, and the comparison is therefore seen as important towards detailed large-scale forest resource mapping applications. Since the ALS data were acquired with multiple sensors and varying scanning parameters, we also derived the corresponding metrics from a canopy height model (CHM) and tested this type of feature extraction as an alternative strategy to eliminate the sensor effects. Our detailed objectives were: (1) to evaluate the accuracy of the AGB component prediction at a resolution of 300 m²; (2) to compare AGB prediction accuracy to an existing approach of predicting AGB over large areas; and (3) to evaluate the accuracy and effects of the CHM derived metrics on the AGB component prediction accuracy.

2. Materials and Methods

2.1. Study Area and Field Measurements

Our study area is located at Evo, Finland (61.19° N, 25.11° E). The area belongs to the southern boreal forest zone and a broad mixture of forest stands, varying from natural to intensively managed, is available. Scots pine (Pinus sylvestris L.) and Norway spruce (Picea abies (L.) H. Karst.) are the dominant tree species in the study area, contributing 78.2% of the total volume according to the field inventory data. The original field data comprised 368 circular plots of radius 9.77 m (300 m²). All trees with a diameter-at-breast-height (dbh) larger than 5 cm were measured within this radius. The following tree variables were measured in the field: species, canopy layer (dominant or sub), dbh and height. Field plot sampling was based on the prestratification (see [24]) of existing stand inventory data to distribute plots over various site types, tree species and stand development classes. In total, 40 strata were used to distribute the initial sample plots to different species-specific volume stratum and site types (mineral/peatland and site fertility class). The field plots were located with a GEOXM 2005 global positioning system (GPS) device (Trimble Navigation Ltd., Sunnyvale, CA, USA), and the locations were postprocessed with local base station data resulting in an accuracy of approximately 0.6 m.

AGB was estimated for single trees using allometric models and field-measured species, dbh and height as predictors [1,2]. Separate models were used for Scots pine, Norway spruce and birch (Betula pendula Roth and Betula pubescens Ehrh.). The following AGB components were estimated: total (TotalB), stem (StemB), living branch (LivB) and canopy (CanopyB). The basic statistics can be found in Table 1. Plot-level (300 m²) AGB components were then summed from individual tree estimates within each sample plots.

The original field sample plot data were covered by two different sensors (see Section 2.2.), from which 255 sample plots were covered by Leica (“Leica-plots”) and 113 by Optech (“Optech-plots”). To minimize the effect of sample plot data variability to the accuracy evaluations of the AGB predictions, the amount of sample plots covered by the sensors was equalized. The reduction of the Leica-plots was done according to the following procedure: (1) the reference biomass frequencies were calculated in classes of 20 tons per ha; and (2) an amount of Leica-plots corresponding to the amount of Optech-plots was selected in random in each class and retained for the analyses. The final data set for the AGB predictions and accuracy evaluations consisted of 226 sample plots (113 per sensor).
Table 1. Descriptive statistics of measured forest attributes.

<table>
<thead>
<tr>
<th></th>
<th>MIN</th>
<th>MEAN</th>
<th>MAX</th>
<th>STDEV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dgm, mm</td>
<td>77.7</td>
<td>227.9</td>
<td>558.5</td>
<td>79.2</td>
</tr>
<tr>
<td>Hgm, m</td>
<td>5.1</td>
<td>19.0</td>
<td>31.0</td>
<td>5.2</td>
</tr>
<tr>
<td>V, m³/ha</td>
<td>4.7</td>
<td>205.9</td>
<td>653.6</td>
<td>113.5</td>
</tr>
<tr>
<td>N, 1/ha</td>
<td>133.0</td>
<td>1007.8</td>
<td>3001.0</td>
<td>599.3</td>
</tr>
<tr>
<td>TotalB, t/ha</td>
<td>2.8</td>
<td>104.8</td>
<td>302.8</td>
<td>53.1</td>
</tr>
<tr>
<td>StemB, t/ha</td>
<td>1.3</td>
<td>74.3</td>
<td>208.9</td>
<td>38.2</td>
</tr>
<tr>
<td>CanopyB, t/ha</td>
<td>0.8</td>
<td>24.1</td>
<td>88.2</td>
<td>13.9</td>
</tr>
<tr>
<td>LivB, t/ha</td>
<td>0.6</td>
<td>14.0</td>
<td>40.6</td>
<td>7.2</td>
</tr>
</tbody>
</table>

2.2. Airborne Laser Scanning Data

NLS conducted the ALS campaign in 2012 in the study area as part of their mission to create a new elevation model for Finland. The study area was covered using two different scanner systems: the northern part with Leica ALS50 scanner and the southern part with Optech ALTM GEMINI. The flying altitudes were 2200 m and 1830 m and the pulse densities approximately 0.8 and 0.7 pulses per m² with Leica and Optech scanners, respectively.

ALS data sets were classified into ground and non-ground points by the data provider. A digital terrain model (DTM) was formed, using the classified ground points and searching for the lowest point inside each pixel. DTM pixel size was set at 1 m x 1 m. A digital surface model (DSM) was then created from the remaining vegetation points, by searching for the highest point within each pixel. DSM pixel size was also 1 m. The empty pixels (without any laser points) were filled using Terrascan’s Fill Gaps parameter during surface model creation. The parameter was set to 5. The aboveground laser heights (normalized height or CHM) were calculated by subtracting DTM from DSM.

Metric Extraction

Descriptive laser metrics for the sample plots were derived (1) from classified ALS point clouds and (2) from the CHM pixels. Individual pixel values (x, y, z and height from ground) within the sample plot were utilized in similar manner than the ALS point cloud in metric extraction. The most common ALS-based predictor variables (cf. [31]), i.e., the maximum, the mean and standard deviation of the height values; coefficient of variation of height values; the proportion of echoes or CHM pixels above 2 m height value in the 5th, 10th, 20th, ..., 90th, and 95th percentiles; and the corresponding proportional densities of the ALS-based canopy height distribution; were calculated according to Korhonen et al. [32].

2.3. Biomass Prediction and Accuracy Assessment

TotalB and biomass components were predicted by means of ALS point or CHM-derived metrics using the NN approach. The sample plot data were divided into testing and training sets using the following procedure. The sample plot data were first divided into three subsets using the following dbh limits: (1) Young, dbh was lower than or equal to 15 cm; (2) Mature, dbh was larger than 15 but
smaller than or equal to 25 cm; and (3) Old, dbh was larger than 25 cm. The test and training data sets were then composed by selecting sample plots from each subset (young, mature and old) randomly and in equal portions compared to the reference subsets. One hundred twenty-six sample plots were used in training and 100 in validation of the prediction accuracies. The estimated AGBs for the field measurements were used as the response variable ($y$ value), and ALS point or CHM-derived metrics were used as predictors ($x$ values). Random Forest (RF) was applied in the search for nearest neighbors due to robustness and flexibility in forest-variable prediction compared to other nearest neighbor distance measures [33]. The nearest neighbors are defined based on the observational probability of ending up in the same terminal node in classification [34]. The distance measure for the nearest neighbor search is defined as one minus the portion of the trees, where the portion of the trees is calculated based on the number of target observations compared to reference observations in the same terminal node, this being further explained by Crookston and Finley [34]. A total of 1000 regression trees were fitted in each RF run. The R statistical computing environment [35] and yalmpute library [34] were applied in the RF predictions. To further evaluate and compare the AGB component prediction accuracies with the ALS point or CHM-derived metrics as predictor variables, the NN predictions were repeated 500 times to assess the model performance and the effect of training and validation data composition. The number of iterations (500) was selected based on analyzing the estimated bias% and RMSE% of totalB with varying number of iterations from 50 to 500 with an interval of 50 (see Appendix B). The number of neighbors ($k$) in NN predictions was set to six based on analyzing the acquired prediction results using various $k$-values (see Appendix A).

The effect of two sensors used in data collection was also tested by dividing the sample plot data into training and test sets using scanning equipment. Optech ALTM Gemini and Leica ALS50 covered 113 and 113 sample plots, respectively (see for more details in Section 2.1). Accuracies were assessed by estimating biases and RMSEs of the predictions:

$$\overline{Bias} = \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)}{n}$$

$$MSE = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}}$$

where $n$ is the number of observations, $y_i$ the value estimated from the field data for observation $i$ and $\hat{y}_i$ the predicted value for observation $i$. A paired t-test was used to test the significance of the mean difference between $y_i$ and $\hat{y}_i$. 

$$
2.4. Biomass Estimates Based on the Multi-Source National Forest Inventory

MS-NFI estimates were used to provide benchmark accuracies for the ALS data analyses (Section 2.3). The estimates were based on an operational, nationwide method, in which the NFI sample plots (measured in 2007–2011) and satellite images (2009–2011) were used with a method called “improved k-Nearest Neighbor” [3,36].

The MS-NFI raster maps (Finnish Forest Research Institute 2012©) represent the 2011 forest biomasses estimated to a grid of 20 m × 20 m resolution. The following AGB-related raster maps were accessed (11 March 2014) by tree species (Norway spruce, Scots pine and deciduous trees): (1) stem and bark, (2) living branches, (3) dead branches, and (4) foliage (needles or leaves). TotalB raster was created by calculating the sum of these components. The total B was then derived for the sample plots by resampling the pixel size of the raster maps to 1 m × 1 m and calculating the arithmetic mean of the pixels inside each sample plot boundaries.

3. Results

3.1. The Effect on Scanning Equipment on the Biomass Prediction Accuracy

The ALS data of the study area were acquired using two different sensors (see Section 2.2) and slightly differing data acquisition parameters (see Section 2.3). When evaluating the relationships between various predictors and the reference biomasses graphically, a difference illustrated by regression lines could be pointed out (Figure 1 showing the maximum height and canopy cover metrics as an example). This difference was expected to have an effect on the AGB component prediction, especially on the estimated bias. Therefore, the corresponding metrics were derived from the CHM and evaluated as an alternative set of predictor variables to reduce this difference and improve the prediction accuracy.

![Figure 1](image)

**Figure 1.** Graphical illustration of the difference in the relationship between Total and the point metrics (left) or the CHM metrics (right) derived from the two different scanners.

This effect was further tested by evaluating the AGB component prediction accuracies within training and test sets divided by the sensor coverage. Table 2 shows prediction accuracies when the Optech-plots were used as training and Leica-plots as test data (Trial 1). Results shown in Table 3...
were calculated by dividing the data sets *vice versa* (Trial 2) compared to the Trial 1. The ALS point metrics and CHM-derived metrics were used separately in both the trials. The CHM-derived metrics reduced the estimated biases in both the trials, although none of the bias values could be shown to be statistically significant based on the *t*-tests. The RMSE values were also improved. Figure 2 depicts the effect of the derived metrics on the prediction accuracy of totalB.

**Table 2.** Results calculated in trial 1: Training set = Optech-plots; Test set = Leica-plots.

<table>
<thead>
<tr>
<th></th>
<th>Point metrics</th>
<th>CHM metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Bias%</td>
</tr>
<tr>
<td>TotalB</td>
<td>-12.7</td>
<td>-13.4</td>
</tr>
<tr>
<td>CanopyB</td>
<td>-2.6</td>
<td>-11.9</td>
</tr>
<tr>
<td>StemB</td>
<td>-10.1</td>
<td>-15.1</td>
</tr>
<tr>
<td>LivB</td>
<td>-1.8</td>
<td>-13.6</td>
</tr>
</tbody>
</table>

**Table 3.** Results calculated in trial 2: Training set = Leica-plots; Test set = Optech-plots.

<table>
<thead>
<tr>
<th></th>
<th>Point metrics</th>
<th>CHM metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias</td>
<td>Bias%</td>
</tr>
<tr>
<td>TotalB</td>
<td>10.9</td>
<td>11.4</td>
</tr>
<tr>
<td>CanopyB</td>
<td>2.1</td>
<td>9.4</td>
</tr>
<tr>
<td>StemB</td>
<td>8.6</td>
<td>12.6</td>
</tr>
<tr>
<td>LivB</td>
<td>1.5</td>
<td>11.5</td>
</tr>
</tbody>
</table>

![Figure 2. Cont.](image-url)
3.2. Aboveground Biomass Component Prediction Accuracy

The prediction accuracies of AGB and its components were evaluated using either metrics derived from raw ALS point data or the interpolated CHM as predictor variables. The field-measured sample plots were used as training and test sets as presented in Section 2.4.

The accuracies of the AGB and its component predictions resulting from a single prediction run were evaluated. The RMSEs were improved for all the AGB components if the CHM metrics were used as the predictor variables. The only exception was canopyB where RMSE% increased 5.1% but the estimated bias% decreased. RMSEs of 25.7% (25.3 tons/ha), 45.3% (9.9 tons/ha), 26.7% (18.7 tons/ha) and 28.8% (3.7 tons/ha) were achieved for totalB, canopyB, stemB and livB predictions, respectively. The effect of the metrics used (either ALS point or CHM derived) on the absolute values of the estimated biases was visible; a similar decrease in estimated bias was found here that was present in the results in Section 3.1. However, none of the biases were statistically significant based on the t-tests. The estimated biases were reduced for all the AGB components; e.g. the estimated bias of totalB was reduced from −2.3% to −0.5% and for canopyB, the estimated bias changed from −9.5% to −8.4%.

The accuracy of the MS-NFI method in the prediction of totalB was also evaluated as a benchmark for the ALS-based predictions. The accuracy was calculated using the same test data that was used to assess the accuracy of the ALS methods. The RMSE of totalB was 47.7% (51.6 tonnes/ha). A positive and statistically significant (α = 0.05) estimated bias (11.9%) was detected from the predictions. The $R^2$-value was low, 0.14. The stratification of the data to training and validation sets was expected to have an effect on the prediction accuracies and therefore, to further evaluate the model performance and the effect of the training and validation data composition, the NN prediction was repeated 500 times to assess the variability of the prediction accuracies (more details in Appendix B). Table 4 and Figure 3 present the prediction accuracies of this evaluation. Results showed a slight decrease in the
standard deviation (Std) of the relative estimated bias if the CHM-derived metrics were used as predictor variables in the predictions. The estimated bias% of totalB varied between −12.4% and 9.8% with Std of 4.0% and RMSE% between 23.5% and 38.6% with Std of 2.1% using ALS point metrics. With CHM-derived metrics, the estimated bias% for totalB varied between −10.6% and 9.6% with Std of 3.5% and RMSE% between 21.0% and 36.0% with Std of 1.9%.

Table 4. Estimated bias% and RMSE% of the AGB component predictions when repeating the NN predictions 500 times using ALS point metric or CHM-derived metrics as predictor variables.

<table>
<thead>
<tr>
<th>Component</th>
<th>Point metrics</th>
<th>CHM metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias%</td>
<td>RMSE%</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>Mean</td>
</tr>
<tr>
<td>TotalB</td>
<td>−12.4</td>
<td>−0.6</td>
</tr>
<tr>
<td>CanopyB</td>
<td>−19.2</td>
<td>−0.8</td>
</tr>
<tr>
<td>StemB</td>
<td>−11.1</td>
<td>−0.4</td>
</tr>
<tr>
<td>LivB</td>
<td>−14.6</td>
<td>−1.0</td>
</tr>
<tr>
<td>TotalB</td>
<td>−10.6</td>
<td>−0.1</td>
</tr>
<tr>
<td>CanopyB</td>
<td>−22.5</td>
<td>−0.7</td>
</tr>
<tr>
<td>StemB</td>
<td>−10.6</td>
<td>−0.1</td>
</tr>
<tr>
<td>LivB</td>
<td>−13.5</td>
<td>−0.4</td>
</tr>
</tbody>
</table>

Figure 3. Boxplots of the variability of the RMSE% in the AGB predictions when repeating the NN predictions 500 times using ALS point metric or CHM-derived metrics as predictor variables.
4. Discussion

The low density, leaf-off ALS data collected by NLS have a great potential in more detailed forest mapping and monitoring applications compared to the mapping applications that are currently widely utilized. The main two benefits in the use of these types of data are the free availability and full coverage of Finland in the near future. Similar data sets are increasingly available from several other countries worldwide. Challenges, on the other hand, include: (1) the low pulse densities and leaf-off acquisitions of the data; (2) potentially multiple sensors and varying data acquisition parameters in operational setups; and (3) requirements for local, acquisition-specific field reference data for training. Few previous studies have demonstrated the suitability of these data types for forest attribute predictions, but introducing a new operational forest mapping method requires the accuracy to be at least at a similar level and costs should be reduced compared to existing inventories (e.g., MS-NFI), in which the forest attribute predictions are readily available without a separate modeling step. The main objective of our study was therefore to evaluate the prediction accuracy of AGB and its components (stem, living branch and canopy biomass), using metrics derived from sparse density leaf-off ALS data, essentially acquired for elevation modeling, as predictor variables and to compare the prediction accuracies to MS-NFI AGB estimates in Finland. Our study also evaluated the accuracy and effect of the conventional ALS metrics computed from the CHM to equalize the differences in the point clouds recorded caused by multiple sensors and varying scanning parameters.

ALS is one of the most promising remote sensing techniques for forest resource mapping applications and its implementation to operational forestry began a few years ago. ALS data acquisition will be challenging in practice because the rapid development of the scanning technologies means that the datasets will be collected with varying sensors and scanning parameters (e.g., NLS ALS data). ALS data collected with multiple sensors and varying data acquisition parameters is shown to have an effect on forest attribute prediction (see e.g., [37]). Differences between ALS sensors will cause dissimilarity in point cloud properties, which will affect the metrics derived from the point clouds [37]. This effect needs to be minimized if the data are to be used for large-scale mapping applications. The ALS data sets used in our study were collected with two different scanning sensors, as described in Section 2.2. The preliminary tests in our present study also showed that data acquisition parameters and sensors affected the metrics derived for predictions and thus the forest attribute predictions. The estimated bias caused by this effect was successfully reduced using the CHM-derived metrics as predictor variables in the NN predictions. The interpolation of the CHM simplifies the metrics used because it utilizes only the highest echo inside each pixel, but it still provides a detailed representation of the forest structure in terms of the variation of the top surface height. The effect was further evaluated by repeating the NN predictions 500 times to assess the model performance in detail. The CHM-derived metrics were slightly more stable and resulted in a smaller estimated bias but the difference was not as clear as in the first results. Therefore, this approach warrants further testing where all the external factors (such as data composition, area coverage and forest structure) are minimized.

The AGB components were predicted with similar accuracies to that reported previously (e.g., [17,24,25,38]) using the NN approach with both metric data sets (point or CHM). The RMSE of totalB was 29.7% using ALS point metrics as predictor variables. The accuracy was further improved
using CHM-derived metrics. The RMSE decreased to 26.4% and the minor negative estimated bias visible with the point metrics was reduced to near zero. Kankare et al. [24] used higher-density ALS data in the same study area (Evo), and achieved an RMSE of 24.9% for totalB. Latifi et al. [20] achieved plot-level accuracies of 22.2%–45.5% for totalB, using high-density ALS data. The best results were achieved with the RF approach in comparison to other NN methodologies [20]. Vastaranta et al. [39] compared ALS and high spatial resolution digital stereo imagery (DSI) in forest attribute prediction and achieved RMSE% of 17.5% and 23.7%, respectively. The results presented in our present study were achieved at a much lower pulse density (0.8 points per m²) than Kankare et al. [24], Latifi et al. [20] or Vastaranta et al. [39], which shows the potential of this data set in forest mapping applications. The use of the DSI-derived metrics provides another cost-efficient option for forest AGB mapping and monitoring [39]. However, to adequately compare the results and methods used, all external factors (e.g., site-specific or a selection of model features) should be removed.

The AGB component prediction accuracies were also improved using the CHM metrics. Only the RMSE of canopyB was increased (by 1.3%), but the decrease in the estimated bias was notable. The increase in the RMSE was most probably caused by the amount of dead branch biomass, which is shown to be a challenging attribute to predict [24]. He et al. [40] reported even higher accuracies for component biomass prediction using ALS data with similar densities. The ABA methods are also highly dependent on the training data available and in our study we were able to use 126 circular field-measured sample plots (~300 m²) in training. The increment of accuracy in He et al. [40] compared to our present study is most likely caused by the difference in sample plot size and the difference in forest structure and conditions. He et al. [40] used either 20 m × 20 m or 25 m × 25 m sample plots, an increase which tends to improve the prediction accuracies (e.g., [41,42]). Optimization of the amount and plot size of required training data for forest mapping with low density ALS data would be an important topic for future research.

The data acquisition period was not optimized for forest attribute prediction, and it is one important development steps for the method used here. The leaf-off period can especially affect the prediction accuracy of deciduous tree-dominated forests, but in our study area the deciduous trees are a minority and coniferous trees (Scots pine and Norway spruce) are the dominant tree species, comprising 78.2% of the total volume.

The sparse density, leaf-off ALS-data are an interesting possible alternative for cost-efficient forest mapping over larger areas. Nord-Larsen and Schumacher [29] and Villikka et al. [30] previously verified that this type of data collected for elevation modeling could also be suitable for forest attribute prediction, but did not compare the accuracy levels obtained with any existing technique such as MS-NFI. To be plausibly considered by the actors of operational forestry, a new forest-mapping method should have an accuracy comparable to that produced by existing inventory methods. The accuracies achieved in our study are higher, compared to those of the MS-NFI with the RMSE of totalB 47.7%, which was notably lower than the results based on the ALS data in our study. The difference in the prediction accuracy was caused by the prediction methods and the RS data used. MS-NFI utilizes satellite images and NFI-measured sample plots, resulting in 20 m × 20 m pixel-sized thematic maps on the forest attributes. The resolution of the RS data and the resampling procedure will have an effect on the prediction accuracies, which could potentially be minimized with higher
resolution RS data. The data resolution used in our study was $1 \, \text{m} \times 1 \, \text{m}$ for the DTM and CHM. The location accuracy $(x, y)$ of the sample plots will have an effect on the prediction accuracies, but it is minimized during the field measurement campaigns by positioning the sample plot completely inside the forest stand. The location accuracy will have the most effect if the sample plot is located at the border of forest stand or in the middle of two stands.

5. Conclusions

Our study demonstrated that low-density, leaf-off ALS data originally collected for ground elevation modeling can be used for accurate component-level forest AGB prediction. Using metrics derived from the ALS point cloud, component-level prediction accuracies of 29.7%–48.3% can be achieved. The ALS data collected using varying scanning sensors and parameters was expected to have a notable effect on forest attribute prediction accuracies. Our study demonstrated a practical method for minimizing this effect using CHM-derived metrics in the predictions. This approach seemed to affect particularly the estimated bias, although the repeatability of these results warrants further evaluations. The prediction accuracies were also higher compared to the existing MS-NFI technique, which is widely used in practice. The prediction accuracy was higher mostly due to the RS data and prediction techniques used. To fully utilize the potential of ALS data in applications corresponding to this study, the following questions should be addressed: (1) the optimal amount of training data required for NN predictions and sample plots size; and (2) calibration of the ALS data caused by leaf-off situations.
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Appendix

A. Tuning the Value of $k$ in NN Predictions

We investigated the effect of $k$-value on NN predictions by varying the $k$-value from 2 to 8. Results of these separate runs are shown in Tables A1–A2 and Figures A1–A2. RMSE% reduced 2.6% if the $k$-value of 6 was used compared to the $k$-value of 2 with CHM metrics. The difference between
minimum and maximum values of RMSE% was also found to be smallest with the \( k \)-value of 6. Therefore the optimal \( k \)-value was set as 6 for the final calculations.

**Table A1.** The effect of \( k \)-value to the estimated bias\% and RMSE\% of totalB using point metrics as predictor variables.

<table>
<thead>
<tr>
<th>( k )-value</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>-16.7</td>
<td>-11.3</td>
<td>-14.1</td>
<td>-12.4</td>
<td>-12.2</td>
<td>-12.6</td>
<td>-11.8</td>
</tr>
<tr>
<td>mean</td>
<td>-0.6</td>
<td>-0.3</td>
<td>-0.5</td>
<td>-0.6</td>
<td>-0.4</td>
<td>-0.3</td>
<td>-0.5</td>
</tr>
<tr>
<td>max</td>
<td>10.2</td>
<td>11.4</td>
<td>10.9</td>
<td>9.8</td>
<td>10.6</td>
<td>11.4</td>
<td>11.8</td>
</tr>
<tr>
<td>RMSE%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>25.0</td>
<td>23.8</td>
<td>24.0</td>
<td>23.5</td>
<td>24.2</td>
<td>24.1</td>
<td>22.8</td>
</tr>
<tr>
<td>mean</td>
<td>32.1</td>
<td>30.5</td>
<td>30.0</td>
<td>29.7</td>
<td>29.4</td>
<td>29.2</td>
<td>28.9</td>
</tr>
<tr>
<td>max</td>
<td>41.6</td>
<td>42.1</td>
<td>40.1</td>
<td>38.6</td>
<td>35.7</td>
<td>39.3</td>
<td>35.4</td>
</tr>
</tbody>
</table>

**Figure A1.** The effect of \( k \)-value to the estimated bias\% (right) and RMSE\% (left) of totalB using point metrics as predictor variables.

**Table A2.** The effect of \( k \)-value to the estimated bias\% and RMSE\% of totalB using CHM metrics as predictor variables.

<table>
<thead>
<tr>
<th>Value of ( k )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>-10.8</td>
<td>-10.7</td>
<td>-10.7</td>
<td>-10.6</td>
<td>-9.7</td>
<td>-13.5</td>
<td>-11.3</td>
</tr>
<tr>
<td>mean</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>-0.1</td>
</tr>
<tr>
<td>max</td>
<td>10.2</td>
<td>10.6</td>
<td>9.9</td>
<td>9.6</td>
<td>10.3</td>
<td>9.8</td>
<td>13.3</td>
</tr>
<tr>
<td>RMSE%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>23.1</td>
<td>20.8</td>
<td>21.7</td>
<td>21.0</td>
<td>19.9</td>
<td>20.6</td>
<td>20.2</td>
</tr>
<tr>
<td>mean</td>
<td>28.8</td>
<td>27.5</td>
<td>26.8</td>
<td>26.4</td>
<td>26.2</td>
<td>25.9</td>
<td>25.7</td>
</tr>
<tr>
<td>max</td>
<td>34.4</td>
<td>32.7</td>
<td>35.4</td>
<td>36.0</td>
<td>32.1</td>
<td>32.6</td>
<td>31.2</td>
</tr>
</tbody>
</table>
B. Tuning the Number of Iterations in NN Predictions

The number of iterations was set to 500 based on analyzing the estimated bias% and RMSE% of totalB with varying number of iterations from 50 to 500 with an interval of 50. Both minimum and maximum values stabilized with lower number of repetitions (e.g., 300 iterations if the estimated bias% of totalB was considered when CHM metrics were used as predictor variables) but the mean estimated bias% and RMSE% slightly decreased if more iterations were used. Therefore, the amount of iterations was set to 500. Results of the analyses are presented in Figures A3–A4.

---

**Figure A2.** The effect of $k$-value to the estimated bias% (right) and RMSE% (left) of totalB using CHM metrics as predictor variables.

**Figure A3.** The effect of the number of iterations to the estimated bias% and RMSE% of totalB when point metrics were used as predictor variables. The effect was analyzed by varying number of iterations from 50 to 500 with an interval of 50.
**Figure A4.** The effect of the number of iterations to estimated bias% and RMSE% of totalB when CHM metrics were used as predictor variables. The effect was analyzed by varying number of iterations from 50 to 500 with an interval of 50.
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