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Abstract. In this paper it is discussed how dual-polarization radar observations can be used to verify model representations of secondary ice production. An event where enhanced specific differential phase, $K_{dp}$, signatures in snow occur at the altitudes where temperatures lie in the range between -8 and -3 °C is investigated. By combining radar and surface-based precipitation observations it is shown that these dual-polarization radar signatures are most-likely caused by ice with concentrations exceeding those expected from primary ice parameterizations. It is also shown that the newly formed ice particles readily aggregate, which may explain why $K_{dp}$ values seem to be capped at 0.2-0.3 °km$^{-1}$ for a C-band radar. For the event of interest, multiple high resolution (1 km) Weather Research and Forecasting (WRF) model simulations are conducted. When the default versions of the Morrison microphysics schemes was used, the simulated number concentration of frozen hydrometeors is much lower than observed and the simulated ice particles concentrations are comparable with values expected from primary ice parameterizations. Higher ice concentrations, which exceed values expected from primary ice parameterizations, were simulated when ad-hoc thresholds for rain and cloud water mixing ratio in the Hallett-Mossop part of the Morrison scheme were removed. These results suggest that the parameterization of secondary ice production in operational weather prediction models needs to be re-visited and that dual-polarization radar observations, in conjunction with ancillary observations, can be used to verify them.
1. Introduction

Currently one of the major uncertainties in climate projections is due to feedbacks between clouds and radiation [Webb et al., 2013; Pachauri et al., 2014]. One reason for this is that detailed microphysical observations of cloud properties are still somewhat limited and thus microphysical parameterizations which are implemented in both weather prediction and climate models are difficult to verify [Klein et al., 2013].

One of the longer standing challenges in microphysics is to account for the high number of ice particles observed relative to the number of ice nuclei. Several processes of ice multiplication have been suggested to explain this discrepancy. Shattering or partial fragmentation during the freezing of large supercooled drops is one such method [e.g. Koenig, 1963, 1965; Rangno and Hobbs, 2001]. A second potential method is spicule formation during the freezing of large drops. The spicules emit liquid bubbles that subsequently burst to produce multiple ice particles [e.g. Rangno and Hobbs, 2005; Lawson et al., 2015]. A third potential mechanism of ice multiplication is the fragmentation of pre-existing ice particles due to ice particle-ice particle collisions [e.g. Vardiman, 1978; Yano and Phillips, 2011]. A fourth potential mechanism is the production of secondary ice during the evaporation of single particles including aggregates [Beard, 1992]. The final, most studied process, and the only secondary ice production process which is commonly included in operational weather prediction models, is rime splintering which is more commonly known as the Hallett-Mossop (H-M) process [Hallett and Mossop, 1974].

Hallett and Mossop [1974] conducted laboratory studies which showed that during the riming process ice splinters can be ejected during the freezing of supercooled liquid parti-
cles under certain conditions, namely at temperatures between -8°C and -3°C, and when liquid droplets with diameters greater than 25µm are present. However, few studies have shown any direct evidence of the H-M process occurring in the atmosphere. Recently, studies have shown circumstantial evidence which suggests the H-M process is occurring. For example, Crawford et al. [2012] combined aircraft observations, ground-based remote sensing and model simulations to identify ice formation processes. They concluded that secondary ice production via the H-M process was most likely active as in-situ observations showed small columnar crystals were present in the same sample volume as supercooled droplets and graupel, and that total ice number concentrations were far greater than what would be expected from primary ice production. In a similar study, Crosier et al. [2014] observed the “effects of ice multiplication” in a narrow cold front rainband and concluded that the H-M process was likely occurring as large ice particle number concentrations (> 100 L\(^{-1}\)) were observed, the observed ice particles were columns, and the temperature was between -3 to -8°C. Both of these studies considered shallow convective clouds whereas in this study the focus is on stratiform frontal cloud bands that occurred in the cold season. Furthermore, while Crawford et al. [2012] and Crosier et al. [2014] relied heavily on in-situ aircraft data, in this study ground-based remote sensing and surface observations are considered which provide much longer time series of observations and more spatially expansive observations than aircraft based measurements.

The recent upgrade of many national weather radar networks to dual-polarization radar technology [Doviak et al., 2000; Bringi and Chandrasekar, 2001] brings a new opportunity of using these state-of-the-art observations for documenting cloud and precipitation processes and for validating model parametrizations. Hogan et al. [2002] have presented
measurements of embedded convection in a deep frontal ice cloud, where a region of enhanced differential reflectivity ($Z_{dr}$) coinciding with a turret of rising liquid water droplets was observed. They have advocated that the observed $Z_{dr}$ is caused by needles formed by the H-M process. As the dual-polarization radar signature of newly formed needles is masked by that of graupel particles, which have much larger radar cross sections, the enhanced differential reflectivity values were observed in updrafts and not in the regions where the rime splintering process was taking place. Similar observations are reported by [Giangrande et al., 2016]. Oue et al. [2015] used linear depolarization measurements at vertical incidence and Doppler spectra to detect columnar crystals and signatures of riming. They argued that, since the columnar crystals in their cases were formed at altitudes where temperatures lie in the range favorable for the H-M process to occur and that spectra show signatures of riming, the formed crystals are secondary ice produced by rime splintering. In both Hogan et al. [2002] and Oue et al. [2015], as is the case in most radar-based studies, the evidence presented for secondary ice production is circumstantial and mainly relies on the detection of newly formed ice particles at certain temperatures.

Grazioli et al. [2015] have reported that the enhanced $K_{dp}$ signatures appear in regions where riming takes place and the production of ice needles is observed. They have argued that this may be an indication of the H-M process. Kumjian et al. [2016] have used this radar signature as an indicator for riming, given that it has to take place in the region where the H-M process is active. Thus, the aim of this study is to show that $K_{dp}$ observations can identify regions where newly formed ice particles in the -3 to -8°C temperature region exceed those expected from primary ice parameterizations, and therefore, in conjunction with additional observations, can identify areas of secondary ice
production. The second aim is to use these observations to ascertain if secondary ice production can be captured by a numerical weather prediction model and identify any limitations in the current parameterization of this process. In the case study presented here, dual-polarization radar observations are supplemented by microwave radiometer measurements, surface-based precipitation microphysics measurements and radiosonde soundings.

2. Data and Methods

In this study we analyze observations made at Hyytiälä, Finland (61°51’N, 24°17’E, 181 m above sea level, Fig. 1) during the Biogenic Aerosols — Effects on Clouds and Climate (BAECC) campaign [Petäjä et al., 2016] and combine these observations with results from a numerical weather prediction (NWP) model. The BAECC campaign took place between 1 February 2014 and 14 September 2014 during which time the United States Department of Energy’s Atmospheric Radiation Measurement (ARM) Program ARM Mobile Facility (AMF2) was deployed to Hyytiälä. During the BAECC campaign an intensive observation period (IOP), termed the BAECC Snowfall Experiment (SNEX) focusing on snowfall, was undertaken from 1 February through 30 April 2014. During the BAECC-SNEX IOP, more than 20 snowfall events, where surface temperature was below 0°C were recorded. Using dual-polarization radar observations, eleven snowfall cases were identified as having elevated values of specific differential phase.

From these cases, three exhibited clear signatures at the height where air temperature ranged between -8 and -3°C. Model simulations of these three cases were conducted; however, for brevity, only the 15–16 February 2014 case is discussed here. This case is the simplest and is also the only case where the dual-polarization radar signatures took
place just above ground – between the surface and a height of approximately 1.5 km – and hence surface-based precipitation microphysics measurements can be used to support the analysis.

2.1. Radar and microwave radiometer observations

Observations from two radars are used in this study: the Finnish Meteorological Institute Ikaalinen radar, which is a dual-polarized C-band weather radar [Saltikoff et al., 2010], and the ARM Ka-band scanning cloud radar (Ka-SACR) [Kollias et al., 2014a, b]. The Ikaalinen radar operates in simultaneous transmission and simultaneous reception mode [Doviak et al., 2000]. Observations of equivalent reflectivity factor ($Z_e$), differential reflectivity ($Z_{dr}$) and specific differential phase ($K_{dp}$) are analyzed here. The radar is located 64 km east of the Hyytiälä site and performs range height indicator (RHI) scans over the site every 15 minutes and low-level (elevation angle 0.3°) plan position indicator (PPI) scans every 5 minutes. $K_{dp}$ is calculated using the Chanthavong et al. [2010] implementation of the method proposed by Wang and Chandrasekar [2009].

The Ka-SACR performed a variety of scans during the BAECC experiment [Kollias et al., 2014a]. On 15 Feb 2014 the radar was pointing vertically during the whole precipitation event and results from this event are presented in this paper. In addition to equivalent radar reflectivity, Ka-SACR measures linear depolarization ratio ($LDR$).

During BAECC the AMF2 instrumentation included two-channel (23.8 and 31.4 GHz) and three-channel (23.8, 30, and 89 GHz) microwave radiometers. From the measured brightness temperature, integrated water vapor and liquid water paths ($LWP$) are derived [Cadeddu et al., 2013]. In this study, $LWP$ data calculated from the two-channel microwave radiometer are used, though a comparison between the 2-channel and 3-channel
radiometer LWP data showed little difference. The expected uncertainty in LWP estimates is about 0.02 kg m\(^{-2}\) [Cadeddu et al., 2013].

### 2.2. Surface precipitation observations

The utilized surface precipitation instrumentation is part of the Global Precipitation Measurement (GPM) ground validation program of NASA. Analysis of the \(K_{dp}\) signatures is supported by ground-level observations of the microphysical properties of snow particles measured with NASA Particle Imaging Package (PIP), an improved version of the Snowflake Video Imager (SVI) [Newman et al., 2009]. PIP records gray-scale images of the falling particles with a high frame-rate video camera as the particles fall in between the camera and an external light source. As PIP has a higher frame-rate than SVI, fall velocity measurements are possible even though the measurement volume of PIP is larger (field of view is 64 x 48 mm) than of SVI. All other particle image properties are obtained according to the SVI particle detection algorithm [Newman et al., 2009]. PIP is located on the measurement field in Hyytiälä, approximately 50 m from the ARM AMF2 radars.

PIP particle data is recorded into 105 diameter bins with centers ranging from 0.125 to 26.125 mm. The measurements in the first bin are deemed unreliable and not used in the analysis. The disk equivalent diameter, \(D_{deq}\), is defined as the diameter of a disk which has the same area as the measured area of the pixels included in the particle image, i.e. the total particle area. The particle size distribution (PSD) is recorded by PIP every minute and in this study the derived parameters — total particle concentration \(N_t\), median volume diameter \(D_0\) and maximum diameter \(D_{max}\) — are shown for five minute...
time periods. $N_t$ and $D_0$ are calculated as follows:

$$
N_t = \int_{D_{\min}}^{D_{\max}} N(D) dD,
$$

where $N(D)$ is the PSD and $D_{\min}$ and $D_{\max}$ are minimum and maximum particle diameters used for the analysis. The single counts of questionable large particles are filtered before integrating over the mean distribution of five minutes for obtaining $N_t$. $D_0$ is also derived for the averaged distribution of five minutes, whereas $D_{\max}$ is the largest diameter observed during the five minute time period. The expected uncertainty of the retrieved PSD parameters is less than 10% but depends on the number of recorded particles during the observation period. Given that during the period of interest $N_t$ did not change significantly, it is also expected that the uncertainty does not vary considerably in time either.

In addition to particle number concentrations, size, and velocity, information about particle shape is recorded. This includes parameters such as the dimensions of a bounding box, particle orientation angle, etc. From the bounding box dimensions and particle orientation, minor and major axes of the equivalent ellipse are calculated. The particle aspect ratio is defined as the ratio of the ellipse’s minor and major axes. The area ratio is calculated from the measured total particle area and the area of a disk with the radius equal to major axis of the equivalent ellipse. It should be noted that because particle shape parameters, such as size, axis, and area ratios, are estimated from the two-dimensional projections they may differ from the true particle shape parameters as discussed, for example, by Wood et al. [2013]; Tiira et al. [2016].
Two weighing gauges are used to measure the liquid equivalent accumulation of the snow events. OTT Pluvio\textsuperscript{2} 200, with a collecting area of 200 cm\textsuperscript{2} and a Tretyakov-type wind shield, is located at a height of 3 m inside a wind protection fence similar to the WMO standard Double-Fence Intercomparison Reference (DFIR) whereas OTT Pluvio\textsuperscript{2} 400, with collecting area of 400 cm\textsuperscript{2} and both standard Alter- and Tretyakov-type wind protection shield [Rasmussen \textit{et al.}, 2012], is placed on the field outside the wind fence. Both gauges agree well as, in addition to the wind fences, the Hyytiälä measurement field is sheltered by trees reducing under-catchment of the gauges because of the wind conditions. Accumulation data of the gauges is recorded every minute, but for comparison with model output, 10-minute accumulations are considered here.

The meteorological observations of temperature and surface pressure are measured by ARM meteorological tower instrumentation [Kyrouac and Holdridge, 2014] at a height of 10 m next to the ARM AMF2 radars. The archived data is averaged over 60 seconds but to enable fair comparison with model output, 10-minute averages are analyzed.

\section*{2.3. Weather Research and Forecasting (WRF) Model Simulations}

Model simulations were conducted using version 3.6.1 of the Weather Research and Forecasting (WRF) model [Skamarock \textit{et al.}, 2008]. WRF is a state-of-the-art, non-hydrostatic mesoscale Numerical Weather Prediction (NWP) model that is used extensively for both operational forecasting and research. WRF includes multiple parametrizations for each physical process (microphysics, boundary-layer turbulence etc.) which range in the level of complexity. In this study 36-hour simulations initialized using ERA-Interim reanalysis data [Dee \textit{et al.}, 2011] are conducted starting approximately 12 hours before the time of interest to enable the model to spin-up. The simulations consist of an outer domain
and three nested domains (Fig. 1); the outer domain has a horizontal grid spacing of 27 km which covers most of Europe, a second domain with a grid spacing of 9 km covering Northern Europe, a third domain with a grid spacing of 3 km covering Sweden, Norway, Finland and the Baltic countries and an inner nested domain with a grid spacing of 1 km which covers south and central Finland and the surrounding sea areas. The inner-most domain has $501 \times 621$ grid points and it is output from this inner domain which is analyzed and presented here. All domains have 60 model levels which results in a vertical grid spacing of less than 100 m in the boundary layer and approximately 300 m in the mid-troposphere. The simulations are conducted using the YSU boundary layer parameterization, the Kain-Fritsch cumulus convection scheme (only applied in the two outer domains), the RRTM longwave radiation scheme and the Dudhia short-wave radiation scheme.

The WRF simulations are conducted with the double-moment Morrison microphysics scheme [Morrison et al., 2005] which predicts the mixing ratio of water vapor and five hydrometeor species (ice, snow, graupel, rain and cloud liquid) as well as the number concentration of ice, snow, graupel and rain particles. Secondary ice production due to rime-splinters is parameterized following Hallett and Mossop [1974]. For the H-M part of the parameterization to become active the temperature must be between -3°C and -8°C, graupel must be being produced, and the collection of cloud water by snow or the collection of snow by rain must also be occurring. An additional requirement is that the snow mixing ratio must exceed $0.1 \times 10^{-3}$ kg kg$^{-1}$ and that either the cloud water mixing ratio exceeds $0.5 \times 10^{-3}$ kg kg$^{-1}$ or that the rain mixing ratio exceeds $0.1 \times 10^{-3}$ kg kg$^{-1}$.

These ad-hoc values originate from Lin et al. [1983] and were also applied by Rutledge.
and Hobbs [1984]. In both of these earlier studies, these values were applied as thresholds for the production of graupel, not as thresholds for the activation of the H-M process as is the case in the Morrison microphysics scheme.

In addition to the control simulation with the default Morrison microphysics parameterization scheme, sensitivity experiments (see Table 1) were conducted to investigate the impact of the cloud water and rain mixing ratio thresholds in the H-M parameterization simply by removing these thresholds from the parameterization. Sensitivity experiments were also conducted to determine the impact of the parameterization of primary ice production. In the default Morrison scheme, the number of primary ice particles \( N_{pice} \) is parameterized using the Cooper curve [Cooper, 1986]

\[
N_{pice} = 0.005 \exp(0.304(273.15 - T_k))
\]

where \( T_k \) is temperature in degrees Kelvin. In the sensitivity experiment, referred to as DeMott, the Cooper curve was replaced by

\[
N_{pice} = 0.117 \exp(0.125(273.15 - T_k))
\]

which corresponds to the gray dashed line in Figure 2 of DeMott et al. [2010]. Note that this is not the parameterization proposed by DeMott et al. [2010] for ice nucleus concentration which is a function of number concentration of particles larger than 0.5µm diameter and temperature. Equation 4, subsequently referred to here as the "DeMott" curve, produces more ice particles than the Cooper curve at temperatures warmer than -17.5°C but fewer at colder temperatures. Finally, an experiment was conducted in which the production rate of ice due to the H-M process was multiplied by a factor of 10. A summary of the WRF experiments is given in Table 1.
3. Results

3.1. Synoptic Situation

At 12 UTC 15 February a mature occluded low pressure system with a central pressure of 964 hPa was centered over the North Sea. Associated with this system was a mature occluded front over the North Sea, southern Norway, and Denmark as well as a trailing cold front and a weak warm front to the south over Germany. Between 12 UTC 15 February and 00 UTC 16 February, this low pressure system and its fronts moved slowly north-east. By 00 UTC 16 February, the low was centered over western Norway and the occluded front, which was responsible for the precipitation analyzed in this study, was oriented North-South over western Finland (Fig. 1).

3.2. Signatures of secondary ice in radar and surface observations

At about 2345 UTC on February 15 a layer with enhanced $K_{dp}$ values was observed above the Hyytiälä research station. These enhanced $K_{dp}$ signatures appear as a localized area with a size of about 20 by 30 km in PPI measurements (Fig. 2) and as a layer in RHI observations (Fig. 3). The layer persisted for about an hour and extended from the ground to a height of 1.5 km as presented in Fig. 3. The $K_{dp}$ values observed in the RHI scans directly above Hyytiälä were in the range 0.16 - 0.2 $^\circ$ km$^{-1}$ with the highest values recorded at 0013 and 0028 UTC on February 16. It should be noted that values higher than 0.2 $^\circ$ km$^{-1}$ were recorded in the PPI observations as shown in Fig. 2. At the same time and same heights, the Ka-SACR observations show enhanced values of $LDR$, which ranged between -25 and -21 dB. Oue et al. [2015] have reported that such $LDR$ signatures observed at temperatures favoring rime splinter production can be potentially related to columnar crystals formed by the H-M process.
Unlike $Z_{dr}$ and LDR, $K_{dp}$ is not sensitive to spherical particles, such as lump graupel, or to low density particles, such as aggregates. Furthermore, $K_{dp}$ is proportional to the number concentration of non-spherical dense particles, for example, needles. This makes $K_{dp}$ a suitable tool for detecting areas of secondary ice production when used in conjunction with ancillary information, for example, temperature obtained from radiosonde soundings or model profiles. It should be noted that for accurate $K_{dp}$ estimation, adequate radar signal is required.

Both $K_{dp}$ and LDR observations indicate the presence of relatively dense non-spherical particles. The LDR observations from before 2330 UTC do show non-spherical particles that are falling out of a cirrus cloud layer (Fig. 3) to near the surface. At the time the $K_{dp}$ signature is observed, the particles which are falling from above result in a lower LDR signal. However at the surface high LDR values are still observed. Because of the layer like appearance of the feature it is most probable that these particles were formed in the layer and did not originate from higher parts of the cloud. The radiosonde sounding (Fig. 4) shows that temperatures range between -3.5 and -5.5 °C in the layer and that air was saturated with respect to water. This indicates that ice crystals formed in this layer should be of the needle type. In addition, the relatively high temperatures observed in the layer of elevated $K_{dp}$ values are unfavorable for primary ice production [e.g. Cotton and Anthes, 1989].

One of the main discriminators between primary and secondary ice is the number concentration. Based on parameterizations of primary ice applied in NWP models, the expected number concentration of primary ice particles formed in the observed layer range from $\sim 20 \text{ m}^{-3}$ to $200 \text{ m}^{-3}$, with the lower bound originating from the Cooper curve.
(Eq. 3) and the upper values from the DeMott curve (Eq. 4). To verify whether this number concentration is sufficient to explain the observed $K_{dp}$ bands scattering calculations were performed. The calculations were performed using Python based T-matrix code [Leinonen, 2014] that is based on earlier studies by Mishchenko and Travis [1994]; Mishchenko et al. [1996] and Wieland et al. [1997]. The ice needles were modeled as prolate spheroids with refractive index defined by particle density using the Maxwell Garnett mixing rule [Sihvola, 1999]. There is an uncertainty related to the density of needles. Heymsfield [1972] have reported the density of needles ($\rho$) as a function of their length ($L$) in the form $\rho = 0.4583L^{-0.117}$, here centimeter-gram-second (cgs) units are used. In many other studies the density of needles was assumed to be one of pure ice, 0.9 g cm$^{-3}$. Since needles are modeled as prolate spheroids, axis ratios need to be assumed to perform the computations. To cover the range of possible axis ratio values [Heymsfield, 1972], computations were performed using values of 3, 5, 10 and 20. Since scattering properties of an ice particle are sensitive to the particle volume and the assumed axis ratio modifies the volume, the results will be affected by the axis ratio choice.

In Fig. 5 the calculated LDR and $K_{dp}$ values, assuming that all ice crystals in the observation volume are the same size and that the total concentration is 1 m$^{-3}$, are shown. It can be seen that the assumed needle density has a significant effect on the computed values. In Fig. 5, minimum and maximum dimensions of the observed needles are depicted by circles, as was determined from the PIP observations. Since PIP diameter is the equivalent disk diameter, the transformation of this diameter to the needle length depends on an assumed axis ratio. For the observed range of needle sizes the minimum calculated $K_{dp}$ value, assuming a crystal concentration of 1 m$^{-3}$, is just under $0.2 \times 10^{-3}$ °km$^{-1}$
and the maximum is $0.3 \times 10^{-3} \, \text{g km}^{-1}$, if density given by the Heymsfield [1972] relation is used. For the fixed density particles these values will be $0.5 \times 10^{-3}$ and $0.87 \times 10^{-3}$ $\text{g km}^{-1}$, respectively. To convert these values to the ones expected from a population of primary ice, we should multiply these values by $200 \, \text{m}^{-3}$, which is the total concentration of ice nuclei as given by the DeMott curve (Eq. 4) for a temperature of $-5^\circ \text{C}$. This yields the range of expected $K_{dp}$ values for the primary ice particles. If the Heymsfield [1972] density relation is assumed, the expected range is $[0.04 \text{ - } 0.06] \, \text{g km}^{-1}$, and for the fixed density needles it is $[0.1 \text{ and } -0.18] \, \text{g km}^{-1}$. The range of $K_{dp}$ values from the constant density assumption are close to the observed values. Therefore, the conclusion whether the $K_{dp}$ signatures are indicative of primary or secondary ice depends on what assumption we make for particle density and, to a lesser extent, on which empirical relationship (e.g. the Cooper curve) we use to estimate the number of primary ice particles. The observed $K_{dp}$ and $LDR$ signatures can only be attributed to secondary ice if the Heymsfield [1972], or similar, density relation is valid. Growth instabilities observed at high supersaturations [Nelson and Knight, 1998] could be one reason why the needles observed here have lower densities than pure ice.

To support our radar based inferences, analysis of PIP observations was carried out. Firstly, observations show total concentrations of ice particles in the order of $10^4 \, \text{m}^{-3}$ at the surface (Fig. 6a). Further in-depth analysis is based on two approaches, visual inspection of recorded particle images as presented in [Kneifel et al., 2015] and cluster analysis of velocity and particle shape observations. By examining the PIP video images recorded during the event on 15–16 February 2014, see Fig. 10 in Kneifel et al. [2015], it was noted that between 00 - 01 UTC multiple particle types were present. Especially
between 0015 and 0045 UTC three particle types are clearly detectable. Indications of more than one particle type are also visible in velocity and area ratio measurements (Fig. 7c,d), which coincide with the times where increased $K_{dp}$ values are observed (Fig. 7a,b).

Both approaches show that prior to the high $K_{dp}$ band being recorded (before 2330 - 2345 UTC 15 February), the surface observations showed only one population of particles which had typical fall velocities and area ratios of aggregates of moderately rimed dendrites.

To disentangle the contributions of the different particle habits to the total concentration a clustering analysis, assuming a three component Gaussian mixture model [Mclachlan and Peel, 2000], was performed. It is assumed that the PIP observations can be explained by the presence of three particle types, as was determined from the visual image analysis, and that each particle type corresponds to one of the multivariate Gaussian model densities. Observed diameters and fall velocities, computed areas and aspect ratios are used as inputs to the analysis. Parameters of multivariate Gaussian densities are optimized to maximize posterior probability, i.e. probability of data belonging to a certain cluster given observations of particle diameters, fall velocities, computed area and aspect ratios.

Assignments of different clusters to particle types are done after the analysis was carried out using a qualitative assessment of the clusters characteristics. For example, slow falling non-spherical particles are treated as needles. The cluster analysis of the data yields total concentrations of respective particle types. It shows that there are about 2300 needles, 1500 needle aggregates and 2300 densely rimed assemblages of dendrites per cubic meter (Fig. 8). From this total concentration of needles, and the T-matrix calculations, we can conclude that the density relation proposed by Heymsfield [1972] is in better agreement with $K_{dp}$ observations than the constant density assumption. Furthermore, the
IN concentration expected from empirical relationships ($\approx 200 \text{ m}^{-3}$) is not large enough to explain the concentrations of needles observed at the surface. It should also be noted that a large portion of ice particles observed at the surface are needle aggregates. Therefore, the actual number of needles formed in the layer with elevated $K_{dp}$ values would be higher, since a proportion of them are subsequently consumed in the aggregation process. By depleting needles, aggregation also caps the observed $K_{dp}$ values. Another interesting aspect is the appearance of a large number of aggregates in this layer. Moisseev et al. [2015] have advocated that detectable $K_{dp}$ values are associated with conditions favorable for the onset of aggregation. Even though their conclusion is based on analysis of $K_{dp}$ bands that appear at temperatures close to -15 $^\circ$C, it seems to hold here as well.

The analysis of dual-polarization radar and surface precipitation measurements support the initial hypothesis that the most probable mechanism responsible for formation of needles in this layer is the Hallett-Mossop rime splintering process. The $K_{dp}$ layer appears at the right temperature range. The air is saturated with respect to water (Fig. 4) and furthermore, microwave radiometer observations show presence of supercooled liquid water (Fig. 9). The surface measurements of particles show the presence of heavily rimed particles needed for the onset of rime splintering process. The resulting total concentration of newly formed needles exceeds what is expected from primary ice parameterizations. A side product of this process is the formation of needle aggregates, which were observed on the ground and can also be seen in the observations of maximum particle diameter shown in Fig. 6b, which increases during the period when the secondary ice production is active.
3.3. Representation of secondary ice in WRF simulations

Figures 4 and 10 demonstrate that WRF simulates the large-scale structure of the frontal system reasonably well. The observed sounding at 00 UTC 16 February shows a saturated layer between 950 - 875 hPa, a slightly drier layer with a dewpoint depression of 2°C between 875-725 hPa and another shallow saturated layer between 725-700 hPa (Fig. 4). This structure is somewhat reproduced in the control WRF simulation. Two saturated layers (950-900 hPa and 825-775 hPa) separated by a drier layer are simulated which largely agrees with the observations. Above 700 hPa, the modeled dew point depression in the control WRF simulations is slightly smaller than observed suggesting that WRF has too much moisture in the mid-troposphere.

The modeled surface pressure, 2-m temperature and accumulated precipitation at the nearest grid box were compared to observations (Fig. 10). To ensure the validity of using the nearest grid box, values from the 100 surrounding grid boxes (in a 10 by 10 grid) were also analyzed (not shown). For precipitation and 2-m temperature variations were very small, whereas for surface pressure values varied by ∼5 hPa due to variations in the surface orography. The simulated surface pressure at the grid point closest to Hyytiälä, in both simulations, is lower than observed. However the simulated surface pressure at some of the nearby grid points agrees well with observations (not shown), as does the simulated rate of decrease of pressure (Fig. 10a). The simulated accumulated precipitation in the control WRF simulation is much lower than observed (Fig. 10b) but the timing of the onset and end of the precipitation are well captured indicating that WRF correctly captures the timing of the frontal passage. The simulated 2-m temperature differs somewhat from the observations, likely due to limitations in the boundary-layer parameterization scheme in
stable conditions. However, the gradual warming associated with the passage of the front is captured relatively well (Fig. 10c).

The critical temperature levels for this study are -3°C and -8°C (indicated by the red isotherms in Fig. 4) which in the observed profile is the part of the atmosphere between 150 m (940 hPa) and 1.9 km (770 hPa). In the control simulation, the -3°C isotherm is about 150-200 m higher than observed and the -8°C isotherms is about 500 m higher. Therefore, the layer in which secondary ice production by the H-M process is possible is deeper, and extends higher, in the WRF simulation than in observations. A comparison between the observed and model simulated liquid water path (Fig. 9) demonstrates that WRF correctly simulated the amount of supercooled water in the vertical profile at the time the elevated $K_{dp}$ signatures were observed. Therefore, WRF simulates the correct environmental conditions for the H-M process to occur and therefore it is viable to investigate the details of the simulated hydrometeors.

Height-time cross-sections of WRF simulated hydrometeors and temperature (Fig. 11) are analyzed to ascertain whether the control WRF simulation produces high ice number concentrations ($N_{ice}$) indicative of the H-M process. High number concentrations of ice particles are simulated at temperatures below -15°C (above ~4 km, Fig. 11b). However, of more interest is the appearance of new ice particles below the -8°C level but above the -3°C level. In the control simulation, slightly higher ice number concentrations (maximum value of $N_{ice}$ 23 m$^{-3}$) occur between 00 UTC and 01:30 UTC (Fig. 11b) than in the same temperature range at other times in the simulation. These ice particles are not formed by the H-M parametrization, as was confirmed by outputting the ice production tendencies from the H-M parameterization which were zero in this location (not shown).
It was hypothesized that the H-M parameterization did not become active as the Morrison scheme requires that either the cloud water or rain mixing ratio exceed certain thresholds (see section 2.3). This hypothesis was tested by performing additional experiments (No Thres, No Thres + DeMott and HM 10 – see Table 1 for explanations of experiment names) in which these ad-hoc thresholds were removed.

In No Thres (Fig. 12, left column) much higher ice number concentrations (maximum value, $5.3 \times 10^3 \text{ m}^{-3}$) are simulated between 23:30 UTC and 00:00 UTC at $\sim$2 km and also between 0015 UTC and 02 UTC at lower levels than in the control simulation. The model calculated ice number production tendencies due to the H-M process (not shown) confirm that ice was produced due to the H-M parameterization between 2310 and 2345 UTC. In contrast, the high ice number concentrations simulated at lower levels after 00 UTC were not co-located with high ice number production tendencies due to the H-M process. However, the enhanced ice concentrations simulated at low level after 00 UTC in No Thres must be associated with the production of secondary ice by the H-M process.

In HM10, (Fig. 12, right column) even higher ice concentrations (maximum value, $4.9 \times 10^4 \text{ m}^{-3}$) are simulated both between 2330 UTC and 00 UTC and between 0015 UTC and 02 UTC.

When the primary ice parameterization was changed to the DeMott curve (see supplementary material), removing the ad-hoc cloud water and rain mixing ratio thresholds from the H-M parameterization had the same affect as when the Cooper curve was used: higher ice concentrations were observed at low levels. In the DeMott + No Thres experiment, ice concentrations of approximately $10^3 \text{ m}^{-3}$ are simulated at 0030 UTC at 1 km.
A fair comparison between model-simulated ice particle concentrations and those inferred from $K_{dp}$ observations or measured at the surface is challenging. Firstly, $K_{dp}$ based estimates only account for non-spherical particles. Secondly, the surface PIP observations only measure particles with diameters larger than 0.375 mm and therefore may underestimate the actual total particle number concentration. Finally, while WRF simulates multiple hydrometeor species, observations measure all frozen hydrometeors together. A comparison between the observed particle number concentrations at the surface and the sum of the model simulated frozen hydrometeor — ice, snow and graupel — concentrations, $N_{\text{ice}}$, $N_{\text{snow}}$ and $N_{\text{graupel}}$ respectively, at the lowest model level ($\approx 40$ m a.g.l., Fig. 13a) shows that all model simulations underestimate the number concentrations between 23 and 01 UTC. During this time, the No Thres and HM10 simulations agree best with observations, however, these simulations may still be under-estimating the total concentration of frozen hydrometeors as the PIP observations are potentially negatively biased as small particles are not measured. However, Fig. 13a also shows that when the ad-hoc rain and cloud water mixing ratio thresholds are removed, the simulations over-estimate the number concentrations after 02 UTC.

$K_{dp}$ observations imply that about $10^3$ m$^{-3}$ non-spherical particles were present at 0030 between the surface and 1 km. High $K_{dp}$ values were also observed earlier at 2343 at 2 – 2.5 km (Fig. 3). In both the control and DeMott simulations, the model simulated frozen hydrometeors number concentrations at 2330 UTC and at model level 6 ($\approx 0.63$ km, Fig. 13b) are approximately 400 m$^{-3}$. Higher concentrations are found in No Thres and HM10 at 2330 UTC. At 0030 UTC, the control and DeMott simulations have almost an order of magnitude fewer frozen hydrometeors than estimated from $K_{dp}$ observations.
whereas better agreement is found between both No Thres and DeMott + No Thres and observations. Thus, regardless of which primary ice parameterization is used, removing the thresholds of rain and cloud mixing ratio leads to a significant increase in number concentration, and consequently, much better agreement with observations.

The impact of changing the number concentration of ice particles on the accumulated surface precipitation was investigated to determine if the representation of secondary ice production in NWP models could be one source of errors in precipitation forecasts. Removing the rain and cloud water mixing ratio thresholds in both No Thres and DeMott + No Thres had very little impact on surface precipitation (Fig. 13c), yet when the H-M production rates were multiplied by 10, accumulated precipitation increased by 10%. However, the primary ice parameterization also had an impact on the accumulated precipitation with approximately 14% more precipitation occurring when the Cooper curve was used compared to the DeMott curve (Fig. 13c).

4. Conclusions

In this study we have investigated how dual-polarization radar observations, in combination with detailed surface-based observation of precipitation microphysical properties, can be used to evaluate the representation of secondary ice in WRF, a numerical weather prediction model. Observations obtained during the BAECC-SNEX campaign are analyzed and high-resolution WRF simulations were conducted. The focus of this paper was one snowfall event which occurred on 15–16 February 2014 that had an layer of elevated $K_{dp}$ values between the surface and 1.5 km.

This study has shown that $K_{dp}$ observations enable the detection and characterization of zones where secondary ice production may be active when combined with ancillary
observations and scattering calculations. Scattering calculations in which $LDR$ and $K_{dp}$ for ice crystals with dimensions suggested by the PIP observations and a concentration of $1\ m^{-3}$ were performed thus allowing estimates of number concentrations to be obtained from the observed $K_{dp}$ values. It was shown that if the density of needles is assumed to be given by the Heymsfield [1972] equation, then the number of primary ice particles estimated using empirical relationships that are applied in primary ice parameterizations, is too low to explain the observed $K_{dp}$ values. However, if a constant needle density is assumed, the observed $K_{dp}$ values potentially could be explained by the presence of primary ice. Thus, the assumption for density is critical.

The PIP observations show that three types of particles were observed: small needles, aggregates and rimed particles. Rimed particles are required for the H-M process to occur, the small needles are an expected product of the H-M process and the aggregates are thought to form from the newly produced needles. The onset of aggregation of the newly formed ice particles may explain why $K_{dp}$ values seem to be capped at 0.2-0.3 $^0\text{km}^{-1}$. In addition, the PIP observations show that an order of magnitude more needles are observed at the surface than primary ice parametrizations would account for.

The surface-based and dual-polarization radar observational results presented in this paper do suggest that a secondary ice production process is occurring. However, it is exceedingly difficult to prove without any doubt that that process is the Hallett-Mossop process even though considerable circumstantial evidence exists. Thus, a caveat in using these observations to validate microphysical schemes is that since the H-M process is the only secondary ice production method included in the Morrison microphysics scheme, if the observed secondary ice particles are produced by an alternative process, then the
WRF simulations should not be expected to simulate ice concentrations similar to those observed. However, given the large amount of evidence, i.e. the presence of supercooled water and of graupel-like particles, the correct temperature range, we propose that the secondary ice was produced by the H-M process and thus validate the WRF simulations based on this.

Comparisons between the observed and modeled bulk meteorological variables and the concentration and mixing ratios of hydrometeors were conducted. Firstly, the control WRF simulation was able to realistically reproduce the timing of the frontal system, the thermodynamic vertical structure of the atmosphere and the vertically integrated liquid water path. However, the control simulation underestimated the precipitation rate and the number of ice particles present in the -3°C and -8°C layer despite accurately simulating the amount of supercooled water and graupel. Additional sensitivity experiments suggested that the underestimation of ice particles in the -3 to -8°C layer is at least partly due to the ad-hoc thresholds of rain and cloud mixing ratios: either the cloud water mixing ratio must exceed 0.5×10^{-3} kg kg^{-1} or the rain mixing ratio must exceeds 0.1×10^{-3} kg kg^{-1} for the H-M part of the Morrison microphysics parameterization to become active. These results suggest that these ad-hoc thresholds should be reconsidered, and their applicability to high-latitude mixed phase clouds be scrutinized.

The cause of the underestimation of the precipitation rate is unclear and may be due to inaccuracies in the large-scale thermodynamic structure of the atmosphere or due to the misrepresentation of microphysical processes. Increasing the number of ice particles produced by the H-M process by multiplying the production rate by a factor of 10 increased the precipitation amount by ∼ 10% whereas removing the rain and cloud water mixing
ratio thresholds did not have any impact on accumulated precipitation. This suggests that only when very high ice concentrations are produced by the H-M process, aggregation of the newly formed particles can enhance surface precipitation.

In conclusion, this study has indicated that dual-polarization radar observations, which are now available from operational radars, can be used to detect zones where secondary ice production may take place. Further, we have shown an example of how the representation of secondary ice in microphysical parameterization schemes can be verified using a combination of dual polarization radar observations, detailed surface precipitation observations and scattering calculations. The results of this study suggest that current NWP models which include double moment microphysics schemes and a parameterization of the H-M processes cannot realistically represent secondary ice. This conclusion is based on results from one model and one microphysics scheme and only one case study has been presented here. Therefore, the validity of these results should be further investigated. However, doing so is challenging due to the limited observations of the required level of detail that are currently available. Therefore, we suggest that long-term detailed microphysical measurements of surface precipitation are conducted in conjunction with dual-polarization radar observation. Such measurements would enable advancement of secondary ice parameterizations.
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Table 1. Summary of experiments conducted with WRF. In HM10, the production rate of ice particles due to the H-M processes is multiplied by a factor of 10.

<table>
<thead>
<tr>
<th>Exp. Name</th>
<th>Microphysics scheme</th>
<th>Primary Ice parameterization</th>
<th>$Q_{\text{rain}} / Q_{\text{cloud}}$ thresholds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Morrison</td>
<td>Cooper curve</td>
<td>on</td>
</tr>
<tr>
<td>DeMott</td>
<td>Morrison</td>
<td>DeMott curve</td>
<td>on</td>
</tr>
<tr>
<td>No Thres</td>
<td>Morrison</td>
<td>Cooper curve</td>
<td>off</td>
</tr>
<tr>
<td>DeMott + No Thres</td>
<td>Morrison</td>
<td>DeMott curve</td>
<td>off</td>
</tr>
<tr>
<td>HM10</td>
<td>Morrison</td>
<td>Cooper curve</td>
<td>off</td>
</tr>
</tbody>
</table>
Figure 1. Map showing the outer model domain (whole map) and the three nested domains (red boxes), the location of Hyytiälä field station (red dot) and the model simulated outgoing long wave radiation (shading, W m\(^{-2}\)) from the outermost domain (d01) at 00 UTC 16 February 2014.
**Figure 2.** Ikaalinen radar plan position indicator (PPI) observations of equivalent reflectivity factor, differential reflectivity and specific differential phase recorded on Feb. 16, 2014 at 0030 UTC. The radar elevation angle is 0.3°. The 20 km range rings are shown in the figure. The temperature labels correspond to range arcs (white dashed curves), depicting boundaries of the $K_{dp}$ band.
Figure 3. Ikaalinen radar RHI observations of specific differential phase and Ka-SACR vertical pointing observations of equivalent reflectivity factor and linear depolarization ratio. The $K_{dp}$ band was observed between 2330 UTC and 0100 UTC, highlighted by a dashed black line box in the time-height figures of $K_{dp}$ and $LDR$. The RHI observations are carried out over the Hyytiälä field station, azimuth 81.9°. The dashed line in the RHI images indicate profiles above the measurement station.
Figure 4. Skew-T diagram showing observations (black) and model output (blue) at 00 UTC 16 February 2014 from the control simulation. Solid lines show temperature profiles and dashed lines dewpoint temperatures. Wind barbs are plotted every at 2nd model level and every 50th observation.
**Figure 5.** $K_{dp}$ and $LDR$ calculations for needles as a function of length ($L$) and axis ratio ($ar$). $K_{dp}$ calculations are done for C-band assuming that crystal concentration is $1 \text{ m}^{-3}$. The $LDR$ computations are for vertically pointing Ka-band radar. Standard deviation of $10^\circ$ is assumed for particle canting angles and uniform distribution for the azimuth angles. Solid lines represent calculations using the *Heymsfield* [1972] density relation for 4 different axis ratios (3, 5, 10 and 20) as indicated by the solid black arrow. Dashed lines depict calculations using constant density of $0.9 \text{ g cm}^{-3}$ for these 4 axis ratios. The circles show minimum and maximum lengths of needles as calculated from PIP observations.
Figure 6. Time series of (a) the total number concentration $N_t$, (b) the median volume diameter $D_0$ and the maximum particle diameter $D_{\text{max}}$ observed by PIP between 2100 UTC on February 15 and 0200 UTC on February 16.
Figure 7. Ikaalinen radar recorded profiles of $Z_e$ and $K_{dp}$ above the measurement site a)-b) and corresponding observations shown as density plots of c) ice particle area ratios and d) fall velocities as a function of diameter. The color of the density plot represent the normalized density, which is ranging from 0 to 1 as shown in the colorbar.
Figure 8. Density plots of retrieved area ratios and observed fall velocities of the three particle types as functions of diameter with the estimated number concentrations separated by a clustering algorithm valid at the same time as Fig 7c, d. Small needle-like particles are shown in a) and d) with V-D relation defined with nonlinear regression. Aggregates are depicted in b) and e), and the V-D relation is taken from Barthazy and Schefold [2006] with a pressure correction based on the measurement heights with respect to mean sea level. c) and f) are the area ratios and fall velocities, respectively, as function of diameter for rimed particles and the V-D relations for densely rimed assemblages of dendrites and graupel-like snow of lump type are taken from Locatelli and Hobbs [1974].
Figure 9. Observed liquid water path (gray), observed liquid water path smoothed using a 10-minute running mean (black) and the model simulated liquid water path (blue) from the control simulation.
Figure 10. Time series of (a) surface pressure, (b) accumulated precipitation and (c) 2-m temperature. Black lines show observations, blue lines the output from the control WRF simulation. All model variables are from the grid box closest to Hyytiälä. In (b) the solid black line is for measurements inside of the snow fence and the dashed line for measurements outside of the snow fence.
Figure 11. Model simulated hydrometeors (shading) and temperature (contours) from the control simulation at the grid point closest to Hytiälä between 18 UTC 15 February 2014 and 06 UTC 16 February 2014. (a) number concentration of snow particles ($N_{snow}$), (b) number concentration of cloud ice particles ($N_{ice}$), (c) sum of the cloud liquid and rain mixing ratio ($Q_{cloud} + Q_{rain}$) and (d) graupel mixing ratio ($Q_{graupel}$). Units in panels a–b are m$^{-3}$ and kg m$^{-3}$ in panel c–d. The black solid line show -15°C, the blue solid line -8°C, and the blue dashed line -3°C. Note that color bars differ between panels.
Figure 12. Model simulated hydrometeors (shading) and temperature (contours) in experiment No Thres (left) and HM10 (right). (a,b) number concentration of snow particles ($N_{\text{snow}}$), (c,d) number concentration of ice particles ($N_{\text{ice}}$), (e,f) sum of the cloud liquid and rain mixing ratio ($Q_{\text{cloud}}+Q_{\text{rain}}$) and (g,h) graupel mixing ratio ($Q_{\text{graupel}}$). Units in panels a–d are m$^{-3}$ and kg m$^{-3}$ in panel e–h. The black solid line show -15$^\circ$C, the blue solid line -8$^\circ$C, and the blue dashed line -3$^\circ$C. Note that color bars differ between panels.
Figure 13. (a,b) Number concentration of the sum of all frozen particles ($N_{\text{ice}}$, $N_{\text{snow}}$ and $N_{\text{graupel}}$) at (a) the lowest model level (approximately 40 m) and (b) at model level 6 (approximately 0.63 km). (c) model simulated accumulated precipitation. Red: control simulation, Red dashed: No Thres, Blue: DeMott, Blue dashed: DeMott + No Thres, Grey: HM10. Solid black line in (a) shows total number concentration observed by PIP.