Creating nanoporous graphene with swift heavy ions
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We examine swift heavy ion-induced defect production in suspended single layer graphene using Raman spectroscopy and a two temperature molecular dynamics model that couples the ionic and electronic subsystems. We show that an increase in the electronic stopping power of the ion results in an increase in the size of the pore-type defects, with a defect formation threshold at 1.22–1.48 keV/layer. We also report calculations of the specific electronic heat capacity of graphene with different chemical potentials and discuss the electronic thermal conductivity of graphene at high electronic temperatures, suggesting a value in the range of 1 W m⁻¹ K⁻¹. These results indicate that swift heavy ions can create nanopores in graphene, and that its size can be tuned between 1–4 nm diameter by choosing a suitable stopping power.

I. INTRODUCTION

Graphene has many attractive properties which have lead scientists to seek ways to apply this material. For example, it has been used in DNA sequencing1, chemical sensing2, gas separation3–5 and water desalination6. Many of these applications require post-synthesis atomic scale modification of the material, which can not be accomplished by directly using the conventional methods without adapting them first for nanomaterials. For example, ion implantation of graphene requires energies several orders of magnitude lower than the conventional three-dimensional materials used in the semiconductor industry7–11. Also other types of modifications are possible with ion beams12–16, but the effects depend sensitively on ion energy.

A rough division can be made between low energy ion irradiation (a few keV/nucleus) and high energy irradiation (a few hundreds of keV/nucleus). The ions in the latter energy range are referred to as swift heavy ions or SHI. The lower energy ions slow down in materials via atomic collisions, whereas the high energy ions lose energy via interactions with the electronic subsystem, causing ionization and electronic excitations along the ion path. These channels of energy loss are characterized by nuclear ($S_n$) and electronic ($S_e$) stopping powers, respectively, and are expressed in units of energy loss/length.

Although many studies18–23 have addressed the underlying mechanism of defect formation by SHI, these mechanisms still remain unclear. Several hypotheses have been proposed, such as Coulomb explosion18,19, inelastic thermal spike20,21, exciton self-trapping22 and combinations of these23,24. Regardless of the underlying mechanism, it is well established that SHI tend to create structural modifications with cylindrical symmetry (‘tracks’) along the ion path within the target material25.

Only a few experimental studies have addressed the effect of SHI irradiation in graphene26–33. Most of these experiments were performed on supported graphene and under oblique incidence. Measurement of SHI induced defects in single layers of suspended graphene under perpendicular incidence is still a challenge due to small size of defects and high reactivity of defective graphene. Atomistic simulations can assist understanding of the processes that take place during such experiments. However, the model describing the interaction of ions with electrons in the simulations is of crucial importance, since it defines the dynamics of energy exchange between the electronic and atomic sublattices of graphene and hence is responsible for formation of final defects. In recent molecular dynamics simulations by Zhao and Jianming16, the interaction of SHI with graphene was described by the inelastic thermal spike model34–36 and the energy deposited on atoms by excited electrons was added instantaneously within a certain radius around the ion path. Although this model has proven sufficient for some cases in three-dimensional materials37–42, in two-dimensional materials as graphene it is oversimplified, since it does not take into account the electronic subsystem and its energy exchange with the lattice during the simulation. Moreover, due to these simplifications, the model may fail to capture the key processes developing in a single layer material, leading to a strong uncertainty in the damage formation threshold, reported as 5.3–8 keV/nm (1.8–2.7 keV/layer) without validation from experiments.

In this study, we report a combined experimental and theoretical study of defect formation in suspended graphene by SHI ions. The induced defects are analyzed by Raman spectroscopy in combination with the
two temperature molecular dynamics (TTMD) model\textsuperscript{43}, which couples the ionic and electronic subsystems in a concurrent multiscale simulation. This model was able to resolve inconsistency of experimental observations by SAXS and RBS measurements reported in\textsuperscript{44} in contrast to the instantaneous thermal spike model\textsuperscript{45}. In this study, we show that, assuming a constant electronic thermal conductivity of 1 Wm\textsuperscript{−1}K\textsuperscript{−1}, TTMD succeeds in reproducing the threshold for damage formation and the defect behaviour observed for graphene in two independent experiments. The good agreement between both experiments and the simulations establishes 1.22-1.48 keV/layer as the defect formation threshold in graphene.

II. METHODS

A. Sample preparation and irradiation

We report the results of two independent experiments carried out on suspended single layer graphene samples. For clarity, we will refer to the results of our two different experiments as set A and set B. The graphene samples of set A were prepared using the mechanical exfoliation technique of a graphite crystal onto a patterned SiO\textsubscript{2}/Si substrate. The pattern consisted of periodically etched holes in the sample with a depth of about 8 \( \mu \)m. Graphene covering these holes is suspended (see Fig. 1 (a)). The layer thickness was checked by Raman spectroscopy using the FWHM of the 2\( D \) band\textsuperscript{46}. In all samples, the disorder-induced \( D \) band was absent prior to irradiation. The samples of set B were commercially purchased. Graphene was grown by the chemical vapor deposition method\textsuperscript{47} and transferred onto gold transmission electron microscopy grids with a porous carbon mesh by the provider. In this set, the size of the holes of the mesh (\( \sim 1 \mu \)m) was close to the size of the laser beam, so that in most cases the recorded spectra contained a contribution of the \( D \) band. This background contribution was subtracted from the data presented in this work.

The samples of set A were irradiated by SHI projectiles of varying kinetic energy at the IRRSUD beamline of GANIL (Caen, France) with 91 MeV Xe, at the Tandem van de Graaff accelerator of the RBI (Zagreb, Croatia) with 23 MeV I, 15 MeV Si, 6 MeV Si, 3 Mev O, and 1 MeV O, while the samples of set B were irradiated at the Tandem van de Graaff accelerator TAMIA at the University of Helsinki (Finland) with 23 MeV and 35 MeV C, 15 MeV and 35 MeV Si, and 35 Mev Au (see table I). All samples were irradiated under perpendicular incidence and with a constant fluence of either 50,000 SHI/\( \mu \)m\textsuperscript{2} (set A) or 100,000 SHI/\( \mu \)m\textsuperscript{2} (set B). These fluences were chosen to produce a sufficiently high signal-to-noise ratio, while both still having low overlapping of tracks. Therefore, in this regime we can safely assume that the ratio of the \( D \) and \( G \) bands does not yet change significantly with the fluence (see Ref.\textsuperscript{32}), enabling us to compare the \( D/G \) ratio as a function of dE/dx at a fixed fluence.

B. Raman spectroscopy

Raman spectroscopy is a common non-destructive method to study defects in graphene. The \( D \) band (at 1350 cm\textsuperscript{−1}), shown in Fig. 1 (c) for stopping powers equal or larger than 1.48 keV/layer, is a direct consequence of the presence of defects in the graphene lattice\textsuperscript{48,49}. A quantitative defect analysis, i.e. the determination of their size and their nature, respectively, is however not an easy task. Lucchese et al. proposed a model based on the peak intensity ratios of the \( D \) and \( G \) peaks (\( I_D/I_G \)), which can be used to determine the density of defects in a single layer graphene sheet, provided the defect size is known\textsuperscript{50}. Vice versa, the size can be determined, in principle, if the defect density is known, e.g. by controlling the number of ions per unit area, as was done in our experiment (50,000 ions/\( \mu \)m\textsuperscript{2} (set A) and 100,000 ions/\( \mu \)m\textsuperscript{2} (set B)). Because the specific type of the SHI induced defects is not known we cannot derive their size directly from the Raman data. We circumvent this problem by using the peak ratios only to determine the relative size of the defects induced by irradiations with different SHIs.
Then, by comparing these results with the simulation results, we obtain information about the actual defect size for every ion type used in the experiments. Note, that we used the area ratios $A_D$ and $A_G$ (the areas underneath the $D$ and $G$ peaks, respectively) rather than the intensity ratios $I_D$ and $I_G$, because it has been recently shown that the $I_D/I_G$ ratios in defective graphene are significantly influenced by the doping level of graphene, which may result in a false interpretation of the $I_D/I_G$ ratios.

The Raman measurements of the irradiated samples of set A were performed with a Renishaw InVia Raman microscope equipped with a 532 nm laser for excitation (laser power 2 mW). Raman maps were taken in two areas, where graphene was suspended and supported on the SiO$_2$ substrate. A typical measurement is shown in Fig. 1(b). To obtain the $A_D/A_G$ data for suspended graphene, a Raman map was recorded with the step width of 500 nm which allows us to average the $A_D/A_G$ data over about 30–40 point spectra. The results show that the $A_D/A_G$ is significantly higher on the suspended graphene area compared to the SiO$_2$ supported graphene. These results are in agreement with irradiation experiments with field effect transistors based on supported graphene, where it was observed that highly charged ions (HCIs) yield more damage than SHIs. The SHIs, unlike HCIs, deposit energy deep into the bulk. As a consequence, SHIs heat the substrate efficiently, which may facilitate the healing effect in graphene. The lower damage observed in our experiment for the supported graphene (compared to the suspended) could be explained by such a substrate-assisted mechanism.

The Raman spectra of the samples of set B were measured using an NT-MDT NTEGRA Spectra AFM/Raman instrument with 488 nm excitation wavelength. The output laser power was ca. 4 mW over a focused spot with a diameter of ca. 0.5 μm. Several spectra were recorded for each sample at both irradiated and non-irradiated areas (covered by a mask during irradiation) in order to subtract the background signal from the irradiation-induced increase in the $A_D/A_G$ ratio.

C. Two temperature molecular dynamics model

We study the SHI-induced damage formation in suspended graphene using two temperature molecular dynamics (TTMD) simulations. This approach is a further development of the classical inelastic thermal spike two temperature model. The dynamic energy exchange between electronic and atomic subsystems in graphene is followed by using a concurrent multiscale model implemented within a molecular dynamics code. The model assumes that the high velocity electrons generated along the ion path spread out in the target, depositing energy by electronic collisions and exciting electrons. The electronic subsystem becomes eventually thermalized, leading to high local electronic temperatures, and both electronic and lattice subsystem exchange energy with time. In the TTMD model, the evolution of the electronic temperature ($T_e$) is given by the heat diffusion equation with an additional electron-phonon coupling term $G(T_e - T_I)$

$$C_e \frac{\partial T_e}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ rK_e(T_e) \frac{\partial T_e}{\partial r} \right] - G(T_e - T_I) + A(r,t),$$

where $C_e$ is the electronic specific heat capacity, $T_e$ and $T_I$ are the electronic and ionic temperatures, $r$ is the radial distance from the ion trajectory, $K_e$ the electronic thermal conductivity and $t$ is the time. $A(r,t)$ is the energy deposited by secondary electrons as described by the Wadsley radial energy distribution. The evolution of the ionic temperature is naturally followed within the MD algorithm coupled to the Eq.1 by modifying the equations of motion as follows

$$m_i \frac{d^2 \mathbf{r}_i}{dt^2} = \mathbf{F}_i + \sigma m_i v_i,$$

with

$$\sigma = \frac{1}{n} \sum_{k=1}^{n} \frac{GV_N(T_e^k - T_I)}{\sum_i m_i(v_i)^2},$$

where $m_i$ and $\mathbf{r}_i$ are the mass and position of atom $i$, $\mathbf{F}_i$ the force acting on it, $v_i$ its velocity, $V_N$ is the volume of a simulation cell, and the sum is carried out over all atoms in the cell. The energy is instantaneously deposited to the electronic subsystem of the target at the beginning of the simulation.

The MD simulations were performed with the PARCAS MD code modified to include the electronic energy exchange. The choice of the interatomic potential in this case is particularly important since the lattice heat capacity and thermal conductivity are intrinsic properties of the potential. In our simulations for the interactions between the carbon atoms, we used the bond-order potential by Brenner et. al. with a longer cutoff $r_c = 2.64$ Å in order to reproduce the bond breaking force more accurately. For small interatomic distances it was smoothly joined to a universal repulsive potential to account for energetic collisions. The chosen carbon potential describes well graphene properties, although, it somewhat underestimates the lattice thermal conductivity of graphene monolayers at room temperature, giving 1100 W K$^{-1}$m$^{-1}$ in contrast to the experimental values, which are in the range 2,000-5,000 W K$^{-1}$m$^{-1}$. However, we note that these equilibrium values of the lattice thermal conductivity are not directly relevant for energy dissipation during swift heavy ion impacts. This is because the conventional lattice conductivity is to a large extent due to equilibrium phonon properties. In the case of SHI impacts, the ion passage through a graphene
monolayer occurs on a sub-fs time scale, and the initial energy dissipation is in the form of a shock wave that propagates out from the impact point on a sub-ps time scale. Since the phonon relaxation time in graphene is larger than a ps, it is clear that there is not sufficient time to form an equilibrium phonon system before most of the energy has already dissipated away. Hence the initial energy dissipation in the form of a shock wave can be expected to be described rather by the speed of sound, which is well described by the Brenner potential for graphene.

The simulation cell size was selected after performing a finite size test, the biggest cell used in the test had dimensions 100 nm×86.4 nm×7.0 nm. The system used in the simulations consisted of a 25.1 nm×21.6 nm×7.0 nm graphene sheet of 20 000 atoms with periodic boundary conditions.

### D. Parameterization of the electronic subsystem model.

The electronic subsystem in our simulations is described by means of the electronic stopping power of a projectile $S_e$ and three additional parameters, electron-phonon coupling $G(T_e)$, electronic specific thermal conductivity $K_e(T_e)$ and electronic specific heat capacity $C_e(T_e)$, which are included in Eq. 1. These parameters can have a strong dependence on the electronic temperature, therefore, it is important to consider them as functions of $T_e$ in the calculation in order to obtain an accurate description of the temperature evolution.

It is challenging to obtain the electronic stopping power of graphene directly from experiments. Instead we estimate $S_e$ for graphene from the value given by SRIM for graphite. We scale this value to match the energy deposition of a single sheet of graphene in graphite dividing the stopping power given in keV/nm by three, since there are approximately 3 monolayers per nm in graphite.

The $S_e$ values for the ions used in our experiments vary from 0.27 keV/layer to 5.00 keV/layer (see table I). Five different simulations were carried out for each ion in order to account for stochastic uncertainties.

The electron-phonon coupling $G(T_e)$ is estimated considering the relation between the relaxation time $\tau$ and the electronic specific heat capacity $C_e(T_e)$, $\tau = C_e(T_e)/G(T_e)$.

The constant $\tau$ can be obtained using time- and angle-resolved photoemission spectroscopy. If homogeneous heating is applied to the electron subsystem, and after it is allowed to relax, the electronic temperature drops according to $\exp(-t/\tau)$, where $t$ is the time, and therefore the constant $\tau$ can be measured. For graphene, the characteristic relaxation time due to the interaction with optical phonons is $\tau \approx 150$ fs.

In our simulations $G(T_e)$ takes values from $1 \cdot 10^{15}$ Wm$^{-3}$K$^{-1}$ at 300 K to $2 \cdot 10^{18}$ Wm$^{-3}$K$^{-1}$ at the highest temperatures.

The heat capacity, $C_e(T_e)$, was evaluated numerically through

$$C_e(T_e) = \frac{\partial}{\partial T_e} \int_{-\infty}^{\infty} g(E) f(E, \mu(T_e), T_e) E dE,$$

where the function $f(E, \mu(T_e), T_e)$ is the Fermi-Dirac distribution, and the dependence of the electron chemical potential $\mu_e$ on $T_e$ was taken into account by solving numerically the integral equation connecting the total number of charge carriers $N$ and $\mu_e$. We stress that the position of the Fermi energy at high temperatures is considerably different from $E_{F,0} = E_{F,0} = 0$. The density of states(DOS) $g(E)$ was calculated using a standard density functional theory approach with the PBE exchange and correlation functional, as implemented in the VASP code.

Since in SHI irradiation electrons reach temperatures over 50 000 K, we need an accurate description of the high energy states of these DOS. As the contribution of the states above the vacuum level (note that graphene ionization potential is about 5 eV in our model) is rather small even at the highest temperatures studied, for the calculation of $C_e$ we used the density of states of A-A stacked graphite, thus avoiding the unphysical contribution of the vacuum states at high energies, which depends on the simulation box size.

As graphene is frequently doped, we choose three values of $E_F = 0.01$ eV, $E_F = 0.20$ eV and $E_F = 0.40$ eV, corresponding to charge carrier (electron) concentrations of $7 \times 10^{19}$, $3 \times 10^{12}$, and $13 \times 10^{12}$ cm$^{-2}$, respectively. $C_e(T_e)$ is presented in Fig 2, and it is similar to $C_e(T_e)$ calculated using a model density of states in the low-temperature range. Evidently, at low temperatures $C_e(T_e)$ strongly depends on charge carrier concentration, and $C_e$ is higher for larger $n$, as expected, while at high $T_e$ it is essentially independent of $E_F$.

The electronic thermal conductivity $K_e(T_e)$ of graphene is believed to account only for 1% of the total thermal conductivity at temperatures close and slightly

<table>
<thead>
<tr>
<th>ion</th>
<th>$E$ [MeV]</th>
<th>$S_e$ [keV/layer]</th>
<th>$S_e$ [eVnm$^2$/atom]</th>
<th>$S_e$ [eV/layer]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>B</td>
<td>35</td>
<td>0.27</td>
<td>7.10</td>
</tr>
<tr>
<td>C</td>
<td>B</td>
<td>23</td>
<td>0.35</td>
<td>9.21</td>
</tr>
<tr>
<td>Si</td>
<td>B</td>
<td>35</td>
<td>1.37</td>
<td>36.05</td>
</tr>
<tr>
<td>Au</td>
<td>B</td>
<td>35</td>
<td>2.24</td>
<td>58.95</td>
</tr>
<tr>
<td>Si</td>
<td>A,B</td>
<td>15</td>
<td>1.48</td>
<td>38.94</td>
</tr>
<tr>
<td>O</td>
<td>A</td>
<td>1</td>
<td>0.44</td>
<td>11.56</td>
</tr>
<tr>
<td>O</td>
<td>A</td>
<td>3</td>
<td>0.72</td>
<td>18.94</td>
</tr>
<tr>
<td>Si</td>
<td>A</td>
<td>6</td>
<td>1.22</td>
<td>32.10</td>
</tr>
<tr>
<td>I</td>
<td>A</td>
<td>23</td>
<td>2.20</td>
<td>57.89</td>
</tr>
<tr>
<td>Ta</td>
<td>A</td>
<td>84</td>
<td>4.90</td>
<td>128.93</td>
</tr>
<tr>
<td>Xe</td>
<td>A</td>
<td>91</td>
<td>5.00</td>
<td>131.56</td>
</tr>
</tbody>
</table>

5.00 | 131.56 |
above room temperature. Yigen et al.\textsuperscript{72} reported electron thermal conductivity values ranging from 0.5-10 Wm\textsuperscript{-1}K\textsuperscript{-1} for the temperature interval 20-300 K. The most crucial transfer of energy in SHI irradiation happens in the first picoseconds in the region around the ion track, where the electrons reach temperatures of several tens of thousands of K. At high temperatures under the Fermi temperature $T_F \sim 20,000$ K, we expect the electron–electron scattering to dominate. In that regime, the scattering lifetime follows $\frac{1}{\tau} = T^2\ln T$\textsuperscript{73,74} and therefore the electronic thermal conductivity decreases $K_e = \frac{C_v}{T^2\ln T}$. At temperatures higher than $T_F$ the electron subsystem starts to behave like a low density plasma and $K_e$ rises again\textsuperscript{57}.

It is reasonable to assume that $K_e$ depends only weakly on the doping level at high temperatures, since the electronic heat capacity converges to the same value independently of the Fermi energy. Due to the fact that there is no experimental data of the thermal conductivity at the temperatures of interest, we leave $K_e$ as a free parameter, and we fit it to obtain a reasonable agreement with the threshold for damage formation that is observed in the experiments. Since it is a fitted parameter, we ignore currently its dependence on the electronic temperature and therefore use it as a constant value.

Figure 2. (a) Electronic temperature dependence of the specific electronic heat capacity $C_e(T_e)$ of A-A stacked graphite for three different chemical potentials $E_F = 0.01$ eV, $E_F = 0.20$ eV and $E_F = 0.4$ eV.

### III. RESULTS AND DISCUSSION

Raman spectra from the graphene samples of set A irradiated with various ions with different stopping powers $S_e$ are shown in Fig. 1 (c). The corresponding $A_D/A_G$ ratios are plotted in Fig. 1 (d) against $S_e$ (as calculated with SRIM). For ions with low $S_e$ values up to 1.22 keV/layer, the $A_D/A_G$ ratio decreases with increasing stopping power. From 1.22 keV/layer onwards, the $A_D/A_G$ ratio clearly increases with increasing electronic stopping power. The latter can easily be explained in terms of increasing a defect (pore) size.

The origin of the decrease for low electronic stopping powers seems, however, less clear. A possible explanation is the existence of two competing mechanisms. Kumar et al. deduced that as a consequence of the electronic excitation and subsequent electron-phonon-coupling, a thermal annealing process might lead to an effective purification of supported CVD graphene\textsuperscript{28}. This would indeed be more effective with the higher stopping power and could thus explain the initial decrease of $A_D/A_G$, corresponding to an improving quality of the graphene sheet. However, those experiments were performed in supported graphene, where the substrate assists the healing mechanism, therefore this explanation may not be applicable to suspended graphene. Above 1.22 keV/layer, the energy transferred to the target in a collision is more than the threshold displacement energy of the lattice atoms (ca. 23 eV\textsuperscript{75}) and pore formation becomes more and more effective and the purification effect is no longer dominant. Thus, $A_D/A_G$ starts to increase, mirroring the increasing defect size.

Note also that the nuclear stopping power $S_n$ of the projectiles used in our study (see table I) is in general very small, of the order of a few 10 eV per atomic layer. If the energy transferred in a collision is smaller than the threshold displacement energy of 23 eV, $S_n$ might cause wobbling of the graphene membrane without creating a defect. This could also give rise to purification effects, causing desorption of loosely bound contamination atoms from the graphene sheet. Although the energy deposited by nuclear stopping is somewhat higher for Si ions of 6 MeV (third value in Fig. 1 (d)) than that for O ions of 1 and 3 MeV (first and second values in Fig. 1(d)), all these values are well below the displacement threshold energy, allowing us to safely exclude nuclear stopping as the reason for decreasing of $A_D/A_G$ ratio in the lowest energy range studied here.

In Figure 3 we compare the simulation results with the Raman measurements. The Raman experiments indicate a threshold for damage production between $S_e$ values of 1.22 keV/layer and 1.48 keV/layer. We see a clear correlation within the statistical uncertainty between the experimental $A_D/A_G$ ratio and the simulation results of the defect size, obtained using electronic thermal conductivity $K_e 1$ Wm\textsuperscript{-1}K\textsuperscript{-1}. Despite the good agreement, we note that in the simulations the trend of the damage produced by Si ions with the energies 6 MeV, 15...
Defect size as a function of the energy deposited in the graphene layer. Simulation results with the average defect diameter correspond to the $y$-axis on the left side of the figure, and the Raman results with the $D$ and $G$ mode area ratio for the samples A and B correspond to the axis on the right side. Simulations are presented with three different chemical potentials corresponding to energies $E_F = 0.01$ eV, $E_F = 0.20$ eV and $E_F = 0.4$ eV. Snapshots from simulations corresponding to three different stopping power values are indicated.

MeV and 35 MeV differs from the $A_D/A_G$ curve given by the Raman experiments. In our simulations we observe smaller damaged area by the Si(15 MeV) and Si(35 MeV) ions than by the Si(6 MeV) ions, even though the former two have higher stopping powers. The reason for this behaviour lies in the Waligorski energy distribution formula, which gives the radial distribution of the secondary electrons around the ion track. According to the Waligorski formula, higher velocity ions will transfer on average more momentum to the secondary electrons and therefore these will travel further. Hence if two ions have approximately the same stopping power but one of them has higher velocity, the energy deposition profile for the latter ion will be less localized at the centre of the track and on average the electron temperatures will be lower than for the ion with lower velocity. This effect was seen in the bulk materials and is known as the velocity effect. The velocity effect also explains why we barely observe any damage by the Si(35 MeV) ions contradictory to the experimental results. However, the experiments are in good agreement with the work of Zeng et al. where it is reported that supported graphene shows no velocity effect, unlike graphite. These results indicate the necessity of further development of theoretical models to enable a better understanding of the velocity effect in two-dimensional materials.

To analyse the effect of doping on the damage production by SHI, we repeated the simulations with different chemical potentials ($E_F = 0.01$ eV, $E_F = 0.20$ eV and $E_F = 0.4$ eV). As one can see in Figure 3, the results showed only small deviation due to the changes in the Fermi energy. The largest differences were observed in the simulations with low stopping powers, which have also large statistical uncertainties. In some simulations with low stopping powers, no damage was observed, increasing considerably the standard deviation of the data.
Experimental and simulation results are both clearly lower than the value reported in Ref.\textsuperscript{16} for the damage formation threshold, underlining the importance of the temperature dependence of the parameters of the electronic subsystem as well as the electron-phonon coupling during the SHI impact.

We chose the case of 84 MeV Ta irradiation ($S_e = 4.9 \text{ keV/layer}$) to demonstrate more closely the evolution of pore formation in the simulations. The snapshots of the atomic structure at different times are shown in Fig 4. Right after the initial energy deposition, defects start to appear in the sample and a cylindrical area of amorphous material is created at the path of the ion within the first femtoseconds of the simulation. At 20 fs, the kinetic energy transferred from the electronic subsystem to the atoms is sufficient to displace the atoms from their initial lattice sites within a diameter of about 15 Å. The energy spreads fast and already at 75 fs the defected area has spread to a diameter of about 45 Å. After the initial defect has formed, graphene reknits or self-organizes\textsuperscript{77} itself at the edges, and as a result after about 500 fs the final defect diameter of about 41 Å is reached and a round pore is created. This pore corresponds to about 460 missing carbon atoms. Atoms detached from the continuous network are either sputtered, re-deposited as adatoms or captured at the sides of the created hole. In addition to the large hole-type defect, vacancies and adatoms can be created during the irradiation. The total simulation time was 70 ps, allowing relaxation of the structure after the final defect size had been reached.

As mentioned above, the best agreement with the Raman experimental results was achieved (see Figure 3) when the specific electronic thermal conductivity $K_e$ of graphene was estimated to be 1 Wm$^{-1}$K$^{-1}$. We note that this value is well within the range of values reported in the literature\textsuperscript{71,72}. For higher thermal conductivities, Si (6 MeV, $S_e = 1.22 \text{ keV/layer}$) and Si(15 MeV, $S_e = 1.48 \text{ keV/layer}$) ions do not produce damage in the graphene layer, and for lower $K_e$ we still do not observe any permanent damage with lower stopping power ions O (1 MeV, $S_e = 0.44 \text{ keV/layer}$) and O (3 MeV, $S_e = 0.72 \text{ keV/layer}$) ions.

Higher $K_e(T_e)$ rapidly decrease the defect production in graphene, as heat dissipates faster through the electronic subsystem. With the values close to 300 Wm$^{-1}$K$^{-1}$ (the highest reported values in literature\textsuperscript{75}) no structural changes in graphene are seen in the simulations for all studied ions.

IV. CONCLUSIONS

In this work we described a method to estimate quantitatively the size of the SHI-induced pore-like defects in suspended graphene by combination of Raman spectroscopy and two temperature molecular dynamics simulations. We showed that the irradiation with SHIs of increasing stopping power produces defects with increasing size in the suspended graphene. According to our simulations, regardless of the high lattice thermal conductivity of graphene, interactions during high energy ion irradiation in the MeV range are enough to produce pore-type defects of diameter size ranging between 1-4 nm in the membrane, which is the pore size required for advanced nanofiltration concepts aiming e.g. at the desalination of water. The good agreement between experiments and simulations at high stopping powers suggests that the Raman signal is due to the formation of pores in the layer. Curiously, at low electronic stopping power values Raman mapping shows a healing effect. The defect production threshold for the stopping power is found to be ca. 1.22–1.48 keV/layer. Above this, the defect
size sensitively depends on the stopping power, indicating diameter-selectivity for the created pores. The simulations with the concurrent two temperature molecular dynamics model coupling the ionic and electronic subsystems suggest that the electronic thermal conductivity of our graphene samples at high electronic temperatures is rather small. By comparing predictions of the simulations with the Raman experiments, we estimated the electronic thermal conductivity of graphene at high temperatures to be about 1 Wm$^{-1}$K$^{-1}$, which is well in the range of values reported in the literature. The chemical potential proved to have only a minor effect on the defect size. Controllable modification of graphene atomic structure opens a way for patterning suspended samples for application purposes, such as creating detectors with high sensitivity and membranes with unprecedented filtering performance.
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