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Abstract The WZ production cross section is measured by the CMS experiment at the CERN LHC in proton–proton collision data samples corresponding to integrated luminosities of 4.9 fb\(^{-1}\) collected at \( \sqrt{s} = 7 \) TeV, and 19.6 fb\(^{-1}\) at \( \sqrt{s} = 8 \) TeV. The measurements are performed using the fully-leptonic WZ decay modes with electrons and muons in the final state. The measured cross sections for 71 < \( m_Z \) < 111 GeV are \( \sigma(pp \to WZ; \sqrt{s} = 7\text{ TeV}) = 20.14 \pm 1.32 \) (stat) \( \pm 0.38 \) (theo) \( \pm 1.06 \) (exp) \( \pm 0.44 \) (lumi) pb and \( \sigma(pp \to WZ; \sqrt{s} = 8\text{ TeV}) = 24.09 \pm 0.87 \) (stat) \( \pm 0.80 \) (theo) \( \pm 1.40 \) (exp) \( \pm 0.63 \) (lumi) pb. Differential cross sections with respect to the Z boson \( p_T \), the leading jet \( p_T \), and the number of jets are obtained using the \( \sqrt{s} = 8\text{ TeV} \) data. The results are consistent with standard model predictions and constraints on anomalous triple gauge couplings are obtained.

1 Introduction

The measurement of the production of electroweak heavy vector boson pairs (diboson production) in proton–proton collisions represents an important test of the standard model (SM) description of electroweak and strong interactions at the TeV scale. Diboson production is sensitive to the self-interactions between electroweak gauge bosons as predicted by the \( SU(2)_L \times U(1)_Y \) gauge structure of electroweak interactions. Triple and quartic gauge couplings (TGCs and QGCs) can be affected by new physics phenomena involving new particles at higher energy scales. The WZ cross section measured in this paper is sensitive to WWZ couplings, which are non-zero in the SM. WZ production also represents an important background in several searches for physics beyond the SM, such as the search for the SM Higgs boson [1], searches for new resonances [2, 3], or supersymmetry [4–7].

We present a study of WZ production in proton–proton collisions based on data recorded by the CMS detector at the CERN LHC in 2011 and 2012, corresponding to integrated luminosities of 4.9 fb\(^{-1}\) collected at \( \sqrt{s} = 7 \) TeV, and 19.6 fb\(^{-1}\) collected at \( \sqrt{s} = 8 \) TeV. The measurements use purely leptonic final states in which the Z boson decays into a pair of electrons or muons, and the W boson decays into a neutrino and an electron or a muon. At leading order (LO) within the SM, WZ production in proton–proton collisions occurs through quark–antiquark interactions in the s-, t-, and u-channels, as illustrated by the Feynman diagrams shown in Fig. 1. Among them, only the s-channel includes a TGC vertex. Our measured final states also include contributions from diagrams where the Z boson is replaced with a virtual photon (\( \gamma^* \)) and thus include W\( \gamma^* \) production. We refer to the final states as WZ production because the Z contribution is dominant for the phase space of this measurement. Hadron collider WZ production has been previously observed at both the Tevatron [8, 9] and the LHC [10–15].

We first describe measurements of the inclusive WZ production cross section at both centre-of-mass energies. The measurements are restricted to the phase space in which the invariant mass of the two leptons from the Z boson decay lies within 20 GeV of the nominal Z boson mass [16]. Using the larger integrated luminosity collected at \( \sqrt{s} = 8 \) TeV, we also present measurements of the differential cross section as a function of the Z boson transverse momentum \( p_T \), the number of jets produced in association with the WZ pair, and the \( p_T \) of the leading associated jet. The measurements involving jets are especially useful for probing the contribution of higher-order QCD processes to the cross section.

Finally, we present a search for anomalous WWZ couplings based on a measurement of the \( p_T \) spectrum of the Z boson. The search is formulated both in the framework of anomalous couplings and in an effective field theory approach.
2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors. The silicon tracker measures charged particles within the pseudorapidity range $|\eta| < 2.50$. The ECAL provides coverage in $|\eta| < 1.48$ in a barrel region and $1.48 < |\eta| < 3.00$ in two endcap regions. Muons are measured in the range $|\eta| < 2.40$.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [17].

3 Simulated samples

Several Monte Carlo (MC) event generators are used to simulate signal and background processes. The $W(Z/\gamma^*)$ signal for $m_{Z/\gamma^*} > 12$ GeV is generated at LO with MadGraph 5.1 [18] with up to two additional partons at matrix element level. The $t\bar{t}$, $tW$, and $q\bar{q}$ → $ZZ$ processes are generated at next-to-leading order (NLO) with POWHEG 2.0 [19–21]. The $gg$ → $ZZ$ process is simulated at leading order (one loop) with $gg2ZZ$ [22]. Other background processes are generated at LO with MadGraph and include $Z +jets$, $W\gamma^*$ (with $m_{\gamma^*} < 12$ GeV), $Z\gamma$ as well as processes with at least three bosons in the decay chain comprised of $WZW$, $ZZZ$, $WWZ$, $WWW$, $tW$, $t\bar{t}Z$, $t\bar{t}W$, $t\gamma$ and $WW\gamma$, collectively referred to as VVV. For the modeling of anomalous triple gauge couplings (aTGCs), the NLO MCFM 6.3 [23] Monte Carlo program is used to compute weights that are applied to the $WZ$ signal sample generated with MadGraph. In all samples, the parton-level events are interfaced with Pythia 6.426 [24] to describe parton showering, hadronization, fragmentation, and the underlying event with the Z2* tune [25]. For LO generators, the default set of parton distribution functions (PDFs) used is CTEQ6L1 [26], while NLO CT10 [27] is used with NLO generators. For all processes, the detector response is simulated with a detailed description of the CMS detector, based on the Geant4 package [28]. The event reconstruction is performed with the same algorithms as are used for data. The simulated samples include additional interactions per bunch crossing (pileup). Simulated events are weighted so the pileup distribution in the simulation matches the one observed in data.

4 Event reconstruction and object identification

The measurement of the $W \rightarrow \ell\nu\ell'\nu$ decay, where $\ell, \ell' = e$ or $\mu$, relies on the effective identification of electrons and muons, and an accurate measurement of missing transverse momentum. The lepton selection requirements used in this measurement are the same as those used in the Higgs boson $H \rightarrow WW \rightarrow \ell\ell'\nu\nu$ measurement [1]. The kinematic properties of the final-state leptons in those two processes are very similar and the two measurements are affected by similar sources of lepton backgrounds.

Events are required to be accepted by one of the following double-lepton triggers: two electrons or two muons with transverse momentum thresholds of 17 GeV for the leading lepton, and 8 GeV for the trailing one. For the 8 TeV data sample, events are also accepted when an electron-muon pair satisfies the same momentum criteria.

A particle-flow (PF) algorithm [29,30] is used to reconstruct and identify each individual particle with an optimized combination of information from the various elements of the CMS detector: clusters of energy deposits measured by the calorimeters, and charged-particle tracks identified in the central tracking system and the muon detectors.

Electrons are reconstructed by combining information from the ECAL and tracker [31]. Their identification relies on a multivariate regression technique that combines observables sensitive to the amount of bremsstrahlung along the electron trajectory, the geometrical and momentum matching between the electron trajectory in the tracker and the energy deposit in the calorimeter, as well as the shower shape. Muons
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Fig. 1 Leading-order Feynman diagrams for $WZ$ production in proton–proton collisions. The three diagrams represent contributions from (left) $s$-channel through TGC, (middle) $t$-channel, and (right) $u$-channel.
are reconstructed using information from both the tracker and the muon spectrometer [32]. They must satisfy requirements on the number of hits in the layers of the tracker and in the muon spectrometer, and on the quality of the full track fit. All lepton candidates are required to be consistent with the primary vertex of the event, which is chosen as the vertex with the highest $\sum p_T^2$ of its associated tracks. This criterion provides the correct assignment for the primary vertex in more than 99% of both signal and background events for the pileup distribution observed in data. Both electrons and muons are required to have $p_T > 10$ GeV. Electrons (muons) must satisfy $|\eta| < 2.5$ (2.4).

Charged leptons from W and Z boson decays are mostly isolated from other final-state particles in the event. Consequently, the selected leptons are required to be isolated from other activity in the event to reduce the backgrounds from hadrons that are misidentified as leptons or from leptons produced in hadron decays when they occur inside or near hadronic jets. The separation between two reconstructed objects in the detector is measured with the variable $\Delta R = \sqrt{(\Delta\eta)^2 + (\Delta\phi)^2}$, where $\phi$ is the azimuthal angle. To measure the lepton isolation, we consider a $\Delta R = 0.3$ cone around the lepton candidate track direction at the event vertex. An isolation variable is then built as the scalar $p_T$ sum of all PF objects consistent with the chosen primary vertex, and contained within the cone. The contribution from the lepton candidate itself is excluded. For both electrons and muons a correction is applied to account for the energy contribution in the isolation cone due to pileup. In the case of electrons, the average energy density in the isolation cone due to pileup is determined event-by-event and is used to correct the isolation variable [33]. For muons, the pileup contribution from neutral particles to the isolation is estimated using charged particles associated with pileup interactions. This isolation variable is required to be smaller than about 10% of the candidate lepton $p_T$. The exact threshold value depends on the lepton flavour and detector region, and also on the data taking period: for 7 TeV data, it is 13% (9%) for electrons measured in the ECAL barrel (endcaps) and 12% for muons, while for 8 TeV data it is 15% for all electrons. For muons, a modified strategy has been used for 8 TeV data to account for the higher pileup conditions in order to reduce the dependence of this variable on the number of pileup interactions. It uses a multivariate algorithm based on the $p_T$ sums of particles around the lepton candidates built for $\Delta R$ cones of different sizes [1].

The lepton reconstruction and selection efficiencies and associated uncertainties are determined using a tag-and-probe method with $Z \rightarrow \ell\ell$ events [34] chosen using the same criteria in data and simulation in several ($p_T, \eta$) bins. Ratios of efficiencies from data and simulation are calculated for each bin. To account for differences between data and simulation, the simulated samples are reweighted by these ratios for each selected lepton in the event. The total uncertainty for the lepton efficiencies, including effects from trigger, reconstruction, and selection amounts to roughly 2% per lepton. The lepton selection criteria in the 7 and 8 TeV samples are chosen to maintain a stable efficiency throughout each data sample.

Jets are reconstructed from PF objects using the anti-$k_T$ clustering algorithm [35,36] with a size parameter $R$ of 0.5. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with origin from the electron track. The energy of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy. The jet momentum is determined as the vector sum of all particle momenta in the jet. A correction is applied to jet energies to take into account the contribution from pileup. Jet energy corrections are derived from the simulation, and are confirmed with in situ measurements with the energy balance of dijet and photon + jet events [37]. The jet energy resolution amounts typically to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV. Additional selection criteria are applied to each event to remove spurious jet-like features originating from isolated noise patterns in certain HCAL regions.

The missing transverse momentum vector $p_T^{miss}$ is defined as the negative vector sum of the transverse momenta of all reconstructed particles in an event. Its magnitude is referred to as $E_T^{miss}$.

5 Event selection and background estimates

We select $WZ \rightarrow \ell\ell\ell'$ decays with $W \rightarrow \ell\nu$ and $Z \rightarrow \ell\ell'$, where $\ell$ and $\ell'$ are electrons or muons. These decays are characterized by a pair of same-flavour, opposite-charge, isolated leptons with an invariant mass consistent with a Z boson, together with a third isolated lepton and a significant amount of missing transverse energy $E_T^{miss}$ associated with the escaping neutrino. We consider four different signatures corresponding to the flavour of the leptons in the final state: $e\mu\mu$, $ee\mu$, $e\mu\mu$ and $\mu\mu\mu$.

The four final states are treated independently for the cross section measurements and for the search for anomalous couplings, and are combined only at the level of the final results.
Unless explicitly stated otherwise, identical selection criteria are applied to the 7 and 8 TeV samples.

Candidate events are triggered by requiring the presence of two electrons or two muons. In the 8 TeV sample, events triggered by the presence of an electron and a muon are also accepted. The trigger efficiency for signal-like events that pass the event selection is measured to be larger than 99%. The candidate events are required to contain exactly three leptons matching all selection criteria. In the 8 TeV analysis, the invariant mass of the three leptons is required to be larger than 100 GeV. The Z boson candidates are built from two oppositely charged, same-flavour, isolated leptons. The leading lepton is required to have $p_T > 20 \text{ GeV}$. The Z boson candidate invariant mass should lie within 20 GeV of the nominal Z boson mass: $71 < m_{\ell\ell} < 111 \text{ GeV}$. If two matching pairs are found, the Z boson candidate with the mass closest to the nominal Z boson mass is selected. The remaining lepton is associated with the W boson and is required to have $p_T > 20 \text{ GeV}$ and to be separated from both leptons in the Z boson decay by $\Delta R > 0.1$. Finally, to account for the escaping neutrino, $E_T^{\text{miss}}$ is required to be larger than 30 GeV.

Background sources with three reconstructed leptons include events with prompt leptons produced at the primary vertex or leptons from displaced vertices, as well as jets.

The background contribution from nonprompt leptons, dominated by $t\bar{t}$ and Z+jets events in which one of the three reconstructed leptons is misidentified, is estimated using a procedure similar to Ref. [38]. In this procedure, the amount of background in the signal region is estimated using the yields observed in several mutually exclusive samples containing events that did not satisfy some of the lepton selection requirements. The method uses the distinction between a loose and a tight lepton selection. The tight selection is identical to the one used in the final selection, while some of the lepton identification requirements used in the final selection are relaxed in the loose selection. The procedure starts from a sample, called the loose sample, with three leptons passing loose identification criteria and otherwise satisfying all other requirements of the WZ selection. This sample receives contributions from events with three prompt (p) leptons, two prompt leptons and one nonprompt (n) lepton, one prompt lepton and two nonprompt leptons, and three nonprompt leptons. The event yield of the loose sample can be divided into subsamples depending on whether each of the three leptons passes or fails the tight selection. The number of events in each subsample is labeled $N_{ijk}$ with $i, j, k = T, F$ where T and F stand for leptons passing or failing the tight selection, respectively. The yield in each of these subsamples can be expressed as a linear combination of the unknown yields $n_{\alpha\beta\gamma}$ ($\alpha, \beta, \gamma \in \{p, n\}$),

$$N_{ijk} = \sum_{\alpha, \beta, \gamma \in \{p, n\}} C_{\alpha\beta\gamma}^{ijk} n_{\alpha\beta\gamma}, \quad i, j, k = T, F, (2)$$

where the coefficients $C_{\alpha\beta\gamma}^{ijk}$ depend on the efficiencies $\epsilon_p$ and $\epsilon_n$, which stand for the probabilities of prompt and nonprompt leptons, respectively, to pass the tight lepton selection provided they have passed the loose selection. For example, starting from Eq. (1), the number of events with all three leptons passing the tight selection $N_{TTT}$ can be written as

$$N_{TTT} = n_{ppp} + n_{ppn} + n_{pnn} + n_{nnn},$$

where $n_{\alpha\beta\gamma}$ with $\alpha, \beta, \gamma \in \{p, n\}$.

The goal is to determine the number of events with three prompt leptons in the TTT sample, corresponding exactly to the selection used to perform the measurement. This yield is obtained by solving the set of linear Eq. (2).

Independent samples are used to measure the efficiencies $\epsilon_p$ and $\epsilon_n$ [38]. The prompt lepton efficiency $\epsilon_p$ is obtained from a $Z \rightarrow \ell\ell$ sample, while the nonprompt lepton efficiency $\epsilon_n$ is measured using a quantum chromodynamics (QCD) multijet sample. Events in this sample are triggered by a single lepton. The lepton selection used in these triggers is looser than the loose lepton selection referred to earlier in this section. The leading jet in the event is required to be well separated from the triggering lepton and have a transverse momentum larger than 50 GeV for the 7 TeV data sample, and larger than 35 (20) GeV for the 8 TeV sample if the triggering lepton is an electron (muon). Events with leptons from Z decays are rejected by requiring exactly one lepton in the final state. To reject events with leptons from W decays, both the missing transverse energy and the W transverse mass are required to be less than 20 GeV. This selection provides a clean sample to estimate the nonprompt lepton efficiency. Both efficiencies $\epsilon_p$ and $\epsilon_n$ are measured in several lepton ($p_T, \eta$) bins. For 7 TeV (8 TeV) data, the measured nonprompt efficiencies for leptons are in the range 1–6% (1–10%), while they are in the range 1–5% (7–20%) for muons. The measured prompt efficiencies lie between 60 and 95% for electrons, and between 71 and 99% for muons for both the 7 and 8 TeV data samples.
The number of events with nonprompt leptons in each final state obtained with this method is given in Table 1. While these results include the contribution of events with any number of misidentified leptons, simulation studies show that the contribution from backgrounds with two or three misidentified leptons, such as W+jets or QCD multijet processes, is negligible, so the nonprompt lepton background is completely dominated by t¯t and Z+jets processes.

The remaining background is composed of events with three prompt leptons, such as the ZZ → 2ℓ2ℓ′ process in which one of the four final-state leptons has not been identified, as well as processes with three or more heavy bosons in the final states (VVV), and the Wγ* process, with γ* → ℓ+ℓ−. These backgrounds are estimated from simulation. The relevant Wγ* process is defined for low γ* masses, m_{γ*} < 12 GeV, so it does not overlap with the Wγ* process included in the signal simulation and it is simulated separately. It is considered a background since it does not fall in the fiducial phase space of the proposed measurement. Such Wγ* processes would be accepted by the event selection only if the charged lepton from the W decay is wrongly interpreted as coming from the Z/γ* decay. The contribution of Zγ events in which the photon is misidentified as a lepton is also determined from simulation. Prompt photons will not contribute to a nonprompt lepton signal since photons and electrons have a similar signature in the detector. Prompt photons in Zγ events will also typically be isolated from other final state particles.

We finally consider the contribution of WZ decays, in which either the W or Z boson decays to a τ lepton. Such decays are considered a background to the signal. Their contribution is subtracted using the fraction of selected WZ events where the τ lepton is isolated or not. This fraction is estimated from simulation for each of the four final states, and lies in between 6.5 and 7.6%. This background is almost entirely composed of WZ events with A → ℓν decays where the τ lepton subsequently decays into an electron or a muon.

After applying all selection criteria, 293 (1559) events are selected from the 7 (8) TeV data corresponding to an integrated luminosity of 4.9 (19.6) fb⁻¹. The yields for each leptonic channel, together with the expectations from MC simulation and data control samples are given in Table 1. The inclusive distributions of the dilepton invariant mass m_{ll} for both 7 and 8 TeV data samples are shown in Fig. 2.

<table>
<thead>
<tr>
<th>Sample</th>
<th>eee</th>
<th>eeμ</th>
<th>μμe</th>
<th>μμμ</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>√s = 7 TeV; L = 4.9 fb⁻¹</td>
<td>22 ± 2.1</td>
<td>1.5+4.8−1.5</td>
<td>2.4+5.1−2.4</td>
<td>1.8+7.5−1.8</td>
<td>7.9+13.0−5.0</td>
</tr>
<tr>
<td>Nonprompt leptons</td>
<td>2.0 ± 0.3</td>
<td>3.5 ± 0.5</td>
<td>2.7 ± 0.4</td>
<td>5.1 ± 0.7</td>
<td>13.3 ± 1.9</td>
</tr>
<tr>
<td>ZZγ</td>
<td>0</td>
<td>0</td>
<td>0.5 ± 0.5</td>
<td>0</td>
<td>0.5 ± 0.5</td>
</tr>
<tr>
<td>VVV</td>
<td>1.6 ± 0.8</td>
<td>2.0 ± 1.0</td>
<td>2.4 ± 1.2</td>
<td>3.0 ± 1.5</td>
<td>9.0 ± 4.5</td>
</tr>
<tr>
<td>Total background (N_{bkg})</td>
<td>3.8 ± 2.3</td>
<td>6.0 ± 4.9−1.9</td>
<td>8.0±5.1−2.4</td>
<td>9.9±7.7−2.4</td>
<td>30.7±13.9−7.0</td>
</tr>
<tr>
<td>WZ</td>
<td>44.7±0.5</td>
<td>49.8±0.5</td>
<td>56.0±0.5</td>
<td>73.8±0.6</td>
<td>224.3±1.1</td>
</tr>
<tr>
<td>Total expected</td>
<td>50.5±2.3</td>
<td>56.8±5.0−1.9</td>
<td>64.0±5.3−2.8</td>
<td>83.7±7.7−2.5</td>
<td>255±14.0−7.0</td>
</tr>
<tr>
<td>Data (N_{obs})</td>
<td>64</td>
<td>62</td>
<td>70</td>
<td>97</td>
<td>293</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>eee</th>
<th>eeμ</th>
<th>μμe</th>
<th>μμμ</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>√s = 8 TeV; L = 19.6 fb⁻¹</td>
<td>18.4±12.7</td>
<td>32.0±21.0</td>
<td>54.4±33.0</td>
<td>62.4±37.7</td>
<td>167.1±55.8</td>
</tr>
<tr>
<td>Nonprompt leptons</td>
<td>2.1±0.3</td>
<td>2.4±0.4</td>
<td>3.2±0.5</td>
<td>4.7±0.7</td>
<td>12.3±1.0</td>
</tr>
<tr>
<td>ZZγ</td>
<td>3.4±1.3</td>
<td>0.4±0.4</td>
<td>5.2±1.8</td>
<td>0</td>
<td>9.1±2.2</td>
</tr>
<tr>
<td>Wγ*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.8±1.0</td>
<td>2.8±1.0</td>
</tr>
<tr>
<td>VVV</td>
<td>6.7±2.2</td>
<td>8.7±2.8</td>
<td>11.6±3.8</td>
<td>14.8±5.1</td>
<td>41.9±7.3</td>
</tr>
<tr>
<td>Total background (N_{bkg})</td>
<td>30.6±13.0</td>
<td>43.5±21.2</td>
<td>74.4±33.3</td>
<td>84.7±38.1</td>
<td>233.2±56.3</td>
</tr>
<tr>
<td>WZ</td>
<td>211.1±1.6</td>
<td>262.1±1.8</td>
<td>346.7±2.1</td>
<td>447.8±2.4</td>
<td>1267.7±4.0</td>
</tr>
<tr>
<td>Total expected</td>
<td>241.6±13.1</td>
<td>305.7±21.3</td>
<td>421.0±33.3</td>
<td>532.4±38.2</td>
<td>1500.8±56.5</td>
</tr>
<tr>
<td>Data (N_{obs})</td>
<td>258</td>
<td>298</td>
<td>435</td>
<td>568</td>
<td>1559</td>
</tr>
</tbody>
</table>

Table 1 Expected and observed event yields at √s = 7 and 8 TeV. The contributions from t¯t, Z+jets, and other processes with nonprompt leptons have been determined from data control samples, as described in the text. Backgrounds with at least three bosons in the decay chain comprised of WZZ, ZZZ, WWZ, WW, t¯t, tZ, t®WW, t¯tγ and WWγ events, are referred to as VVV. Combined statistical and systematic uncertainties are shown, except for the WZ signal where only statistical uncertainties are shown.
The first group includes uncertainties affecting the signal efficiency, referred to as $\epsilon_{\text{sig}}$, which accounts for both detector geometrical acceptance and reconstruction and selection efficiencies. It is determined from simulation. Uncertainties on $\epsilon_{\text{sig}}$ depend on theoretical uncertainties in the PDFs. The PDF uncertainty is evaluated following the prescription in Ref. [39] using the CTEQ66 [26] PDF set. The uncertainties from normalization ($\mu_R$) and factorization ($\mu_F$) scales are estimated by varying both scales independently in the range $(0.5\mu_0, 2\mu_0)$ around their nominal value $\mu_0 = 0.5(M_Z + M_W)$ with the constraint $0.5 \leq \mu_R/\mu_F \leq 2$. The signal efficiency $\epsilon_{\text{sig}}$ is also affected by experimental uncertainties in the muon momentum scale and in the electron energy scale, lepton reconstruction and identification efficiencies, $E_\text{Tmiss}$ calibration scale, and pileup contributions. The effect of the muon momentum scale is estimated by varying the momentum of each muon in the simulated signal sample within the momentum scale uncertainty, which is 0.2% [32]. The same is done for electrons by varying the energy of reconstructed electrons within the uncertainty of the energy scale measurement, which is $p_T$ and $\eta$ dependent and is typically below 1%. The signal efficiency $\epsilon_{\text{sig}}$ also depends on the uncertainties in the ratios of observed-to-simulated efficiencies of the lepton trigger, reconstruction, and identification requirements. These ratios are used in the determination of $\epsilon_{\text{sig}}$ to account for efficiency differences between data and simulation. They are varied within their uncertainties, which depend on the lepton $p_T$ and $\eta$ and are about 1%. The uncertainty from the $E_\text{Tmiss}$ calibration is determined by scaling up and down the energy of all objects used for the $E_\text{Tmiss}$ determination within their uncertainties. Finally, $\epsilon_{\text{sig}}$ is affected by the uncertainty in the pileup contribution. Simulated events are reweighted to match the distribution of pileup interactions, which is estimated using a procedure that extracts the pileup from the instantaneous bunch luminosity and the total inelastic pp cross section. The weights applied to simulated events are changed by varying this cross section by 5% uncertainty [40].

The second group comprises uncertainties in the background yield. The uncertainty in the background from nonprompt leptons [38] is estimated by varying the leading jet $p_T$ threshold used to select the control sample of misidentified leptons, since the energy of the leading jet determines the composition of the sample. The uncertainties from other background processes, whose contributions are determined from simulation, are calculated by varying their predicted cross sections within uncertainties. The cross sections are varied by 15% (14%) for ZZ, by 15% (7%) for $Z\gamma$, by 50% (50%) for the VVV processes, and by 20% for $W\gamma^*$ for the 8 TeV (7 TeV) measurements, based on the uncertainties of the measurements of these processes [41–45].

Finally, the uncertainty in the measurement of the integrated luminosity is 2.2 (2.6)% for 7 (8) TeV data [46,47].
A summary of all uncertainties is given in Table 2.

7 Results

7.1 Inclusive cross section measurement

The inclusive WZ cross section $\sigma(pp \rightarrow WZ + X)$ in the $\ell\ell'\ell'$ final state is related to the number of observed events in that final state, $N_{\text{obs}}$, through the following expression,

$$\sigma(pp \rightarrow WZ + X) = \frac{N_{\text{obs}} - N_{\text{bkg}}}{\epsilon_{\text{sig}} E_{\text{T}}^\text{miss}} \cdot B(W \rightarrow \ell\nu) \cdot B(Z \rightarrow \ell'\ell'),$$

where $B(W \rightarrow \ell\nu)$ and $B(Z \rightarrow \ell'\ell')$ are the W and Z boson leptonic branching fractions per lepton species, and $f_\tau$ accounts for the expected fraction of selected $WZ \rightarrow \ell\ell'\ell'$ decays produced through at least one prompt $\tau$ decay in the final state after removing all other backgrounds. The number of expected background events is $N_{\text{bkg}}$, and the number of signal events is determined by subtracting $N_{\text{bkg}}$ from the observed data $N_{\text{obs}}$. The signal efficiency $\epsilon_{\text{sig}}$ accounts for both detector geometrical acceptance and reconstruction and selection efficiencies. It is obtained for each of the four final states using the simulated WZ sample by calculating the ratio of the number of events passing the full selection to the number of generated $WZ \rightarrow \ell\ell'\ell'$ events with $71 < m_{\ell\ell'} < 111\,\text{GeV}$, where $m_{\ell\ell'}$ is the dilepton mass of the two leptons from the Z boson decay prior to final state photon radiation. Only events decaying into the respective final state are considered in both the numerator and denominator of this fraction. The resulting cross section values are reported in Table 3 for the four leptonic channels. There is good agreement among the four channels for both the 7 and 8 TeV data.

These four measurements are combined using the best linear unbiased estimator (BLUE) method [48]. We have assumed full correlation for all uncertainties common to different channels. Combining the four leptonic channels, the total WZ cross section for $71 < m_Z < 111\,\text{GeV}$, at 7 and 8 TeV, is measured to be

$$\sigma(pp \rightarrow WZ; \sqrt{s} = 7\,\text{TeV}) = 20.14 \pm 1.32 \,\text{(stat)} \pm 0.38 \,\text{(theo)} \pm 1.06 \,\text{(exp)} \pm 0.44 \,\text{(lumi) pb}.$$

$$\sigma(pp \rightarrow WZ; \sqrt{s} = 8\,\text{TeV}) = 24.09 \pm 0.87 \,\text{(stat)} \pm 0.80 \,\text{(theo)} \pm 1.40 \,\text{(exp)} \pm 0.63 \,\text{(lumi) pb}.$$

These results can be compared with recent calculations at NLO and next-to-next-to-leading order (NNLO) in QCD via MATRIX [49]. The NLO (NNLO) predictions are $17.72^{+5.3\%}_{-1.8\%}$ $(19.18^{+1.7\%}_{-1.8\%})$ pb at 7 TeV, and $21.80^{+5.1\%}_{-1.9\%}$ $(23.68 \pm 1.8\%)$ pb at 8 TeV, where uncertainties include only scale variations. All these predictions are in agreement with the measured values within uncertainties. The NLO predictions are slightly lower than the measured values, and a better agreement is observed for the NNLO observations at both centre-of-mass energies. The ratios of the inclusive cross sections for the individual and combined results to the NLO and NNLO predictions are shown in Fig. 3.

The total WZ production cross sections for different centre-of-mass energies from the CMS [13] and ATLAS [10–
Table 3 Measured WZ cross section in the four leptonic channels at $\sqrt{s} = 7$ and 8 TeV

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\sigma(pp \rightarrow WZ; \sqrt{s} = 7 \text{ TeV}) \text{[pb]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>eee</td>
<td>$22.46 \pm 3.12 (\text{stat}) \pm 0.43 (\text{theo}) \pm 1.33 (\text{exp}) \pm 0.49 (\text{lumi})$</td>
</tr>
<tr>
<td>e$\mu$</td>
<td>$19.04 \pm 2.75 (\text{stat}) \pm 0.36 (\text{theo}) \pm 1.50 (\text{exp}) \pm 0.42 (\text{lumi})$</td>
</tr>
<tr>
<td>$\mu \mu$</td>
<td>$19.13 \pm 2.60 (\text{stat}) \pm 0.37 (\text{theo}) \pm 1.56 (\text{exp}) \pm 0.42 (\text{lumi})$</td>
</tr>
<tr>
<td>$\mu \mu \mu$</td>
<td>$20.36 \pm 2.31 (\text{stat}) \pm 0.39 (\text{theo}) \pm 1.48 (\text{exp}) \pm 0.45 (\text{lumi})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Channel</th>
<th>$\sigma(pp \rightarrow WZ; \sqrt{s} = 8 \text{ TeV}) \text{[pb]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>eee</td>
<td>$24.80 \pm 1.92 (\text{stat}) \pm 0.82 (\text{theo}) \pm 1.53 (\text{exp}) \pm 0.64 (\text{lumi})$</td>
</tr>
<tr>
<td>$e\mu$</td>
<td>$22.38 \pm 1.62 (\text{stat}) \pm 0.74 (\text{theo}) \pm 1.78 (\text{exp}) \pm 0.58 (\text{lumi})$</td>
</tr>
<tr>
<td>$\mu \mu$</td>
<td>$23.94 \pm 1.52 (\text{stat}) \pm 0.79 (\text{theo}) \pm 1.66 (\text{exp}) \pm 0.62 (\text{lumi})$</td>
</tr>
<tr>
<td>$\mu \mu \mu$</td>
<td>$24.93 \pm 1.29 (\text{stat}) \pm 0.83 (\text{theo}) \pm 2.14 (\text{exp}) \pm 0.65 (\text{lumi})$</td>
</tr>
</tbody>
</table>

Fig. 3 Ratio of measured inclusive cross sections to NNLO predictions. The vertical gray bands represent the theoretical uncertainties at 7 and 8 TeV.

Experiments are compared to theoretical predictions calculated with MCFM (NLO) and MATRIX (NNLO) in Fig. 4. The theoretical predictions describe, within the uncertainties, the energy dependence of the measured cross sections. The band around the theoretical predictions is described in the text. The theoretical predictions and the CMS 13 TeV cross section are calculated for the Z boson mass window 60–120 GeV. The CMS 7 and 8 TeV cross sections presented in this paper are calculated for the Z boson mass window 60–120 GeV. The CMS 7 TeV cross section is 1%.

7.2 Differential cross section measurement

Using the larger available integrated luminosity in the 8 TeV sample, we measure the differential WZ cross sections as a function of three different observables: the Z boson $p_T$, the number of jets produced in association with the $\ell \nu \ell' \ell''$ final state, and the $p_T$ of the leading accompanying jet. For the latter two measurements, the differential cross sections are defined for generated jets built from all stable particles using the anti-$k_T$ algorithm [35] with a distance parameter of 0.5, but excluding the electrons, muons, and neutrinos from the W and Z boson decays. Jets are required to have $p_T > 30$ GeV and $|\eta| < 2.5$. They also must be separated from the charged leptons from the W and Z boson decays by $\Delta R(jet, \ell) > 0.5$. 

[35]
The jets reconstructed from PF candidates, clustered by the same algorithm, have to fulfill the same requirements.

To obtain the cross section in each bin, the background contribution is first subtracted from the observed yield in each bin, in the same way as it was done for the inclusive cross section. The measured signal spectra are then corrected for the detector effects. These include efficiencies as well as bin-to-bin migrations due to finite resolution. Both effects are treated using the iterative D’Agostini unfolding technique [50], as implemented in RooUNFOLD [51], with 5 iterations. The technique uses response matrices that relate the true distribution of an observable to the observed distribution after including detector effects. The response matrices are obtained using the signal MC sample for all four lepton final states separately. The unfolded spectra are then used to obtain differential cross sections for all four lepton final states. The four channels are combined bin-by-bin.

A few additional sources of systematic uncertainties need to be considered with respect to those described in Sect. 6. The measurements involving jets are affected by the experimental uncertainties in the jet energy scale and resolution. The effects on the response matrices are studied by smearing and scaling the jet energies within their uncertainties. Furthermore, an uncertainty due to the limited size of the simulated sample used to build the response matrices is also included. The unfolding procedure introduces statistical correlations between bins, which range from a few percent up to 40% in a few cases. These correlations are taken into account together with correlated systematic uncertainties by using a generalization of the BLUE method as described in Ref. [52]. The three measured differential cross sections are given in Tables 4, 5, and 6 for each of the four final states, and the combined results are given in Table 7. The combined differential cross sections are shown in Figs. 5 and 6.
The differential cross sections are compared with the MC-FM and MADGRAPH predictions. The MADGRAPH spectra are normalized to the NLO cross section as predicted by MC-FM.

7.3 Anomalous triple gauge couplings limits

Triple gauge boson couplings are a consequence of the non-Abelian nature of the SM electroweak sector. Several extensions of the SM predict additional processes with multiple bosons in the final state so any observed deviation of diboson production cross sections from their SM predictions could be an early sign of new physics. The most general Lorentz invariant effective Lagrangian that describes WWV couplings, where $V = \gamma$ or $Z$, has 14 independent parameters \([53, 54]\), seven for $V = \gamma$ and seven for $V = Z$. Assuming charge conjugation (C) and parity (P) conservation, only six independent parameters remain. The effective Lagrangian, normalized by the electroweak coupling, is given by:

\[
\mathcal{L}_{TGC}^{WWV} = ig_1^V (W_{\mu\nu}^-W^{+\mu}V^- W^-_{\mu}V_{\nu}W^{+\nu}) + i\kappa_V W_{\mu}^-W_v^+V^{\mu\nu} + \frac{i\lambda_V}{M_W^2}W_{\mu}^-W_v^+V^{\mu\nu},
\]

(4)

where $W_{\pm\mu\nu} = \partial_{\mu}W_{\nu}^\pm - \partial_{\nu}W_{\mu}^\pm$. $V_{\mu\nu} = \partial_{\mu}V_{\nu} - \partial_{\nu}V_{\mu}$, and couplings $g_{WWV} = \phi$ and $g_{WWV} = \phi\cot\theta_W$, with $\theta_W$ being the weak mixing angle. Assuming electromagnetic gauge invariance, i.e. $g_1^V = 1$, the remaining parameters that describe the WWV coupling are $g_T^Z, \kappa_Z, \kappa_\gamma, \lambda_Z$ and $\lambda_\gamma$. In the SM $\lambda_Z = \lambda_\gamma = 0$ and $g_1^Z = \kappa_Z = \kappa_\gamma = 1$. The couplings are further reduced to three independent parameters if one requires the Lagrangian to be $SU(2)_L \times U(1)_Y$ invariant (“LEP parameterization”) \([55–57]\).
Table 7 Combined result for the differential WZ cross sections at $\sqrt{s} = 8$ TeV

<table>
<thead>
<tr>
<th>$p_T^Z$ [GeV]</th>
<th>$d\sigma/dp_T^Z$ [pb/GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–20</td>
<td>[1.48 ± 0.40 (stat) ± 0.17 (syst) ± 0.04 (lumi)] × 10^{-1}</td>
</tr>
<tr>
<td>20–40</td>
<td>[3.47 ± 0.60 (stat) ± 0.50 (syst) ± 0.09 (lumi)] × 10^{-1}</td>
</tr>
<tr>
<td>40–60</td>
<td>[2.56 ± 0.54 (stat) ± 0.49 (syst) ± 0.07 (lumi)] × 10^{-1}</td>
</tr>
<tr>
<td>60–80</td>
<td>[2.10 ± 0.47 (stat) ± 0.30 (syst) ± 0.05 (lumi)] × 10^{-1}</td>
</tr>
<tr>
<td>80–100</td>
<td>[1.20 ± 0.37 (stat) ± 0.21 (syst) ± 0.03 (lumi)] × 10^{-1}</td>
</tr>
<tr>
<td>100–120</td>
<td>[4.9 ± 2.3 (stat) ± 1.5 (syst) ± 0.1 (lumi)] × 10^{-2}</td>
</tr>
<tr>
<td>120–140</td>
<td>[5.0 ± 2.2 (stat) ± 1.0 (syst) ± 0.1 (lumi)] × 10^{-2}</td>
</tr>
<tr>
<td>140–200</td>
<td>[1.34 ± 0.73 (stat) ± 0.57 (syst) ± 0.03 (lumi)] × 10^{-2}</td>
</tr>
<tr>
<td>200–300</td>
<td>[4.9 ± 3.6 (stat) ± 1.6 (syst) ± 0.1 (lumi)] × 10^{-3}</td>
</tr>
</tbody>
</table>

Fig. 5 Differential WZ cross section at $\sqrt{s} = 8$ TeV as a function of the $Z$ boson transverse momentum. The measurement is compared with MCFM and MadGRAPH predictions. The MadGRAPH prediction is rescaled to the total NLO cross section as predicted by MCFM. The error bands in the ratio plots indicate the relative errors on the data in each bin and contain both statistical and systematic uncertainties.

$\Delta k_Z = \Delta g_1^Z - \Delta \kappa_Z \tan^2 \theta_W, \quad \lambda = \lambda_Z = \lambda_W,$

where $\Delta k_Z = k_Z - 1, \Delta g_1^Z = g_1^Z - 1$ and $\Delta \kappa_Z = \kappa_Z - 1$.

In this analysis we measure $\Delta k_Z, \lambda$, and $\Delta g_1^Z$ from WZ production at 8 TeV. No form factor scaling is used for aTGCs, as this allows us to provide results without the bias that can be caused by the choice of the form factor energy dependence.

Another approach to the parametrization of anomalous couplings is through effective field theory (EFT), with the higher-order operators added to the SM Lagrangian as follows:

$$\mathcal{L}_{\text{EFT}} = \mathcal{L}_{\text{SM}} + \sum_{n=1}^{\infty} \frac{c_i}{\Lambda^n} O_i^{(n+4)}.$$  \hspace{1cm} (6)

Here $O_i$ are the higher-order operators, the coefficients $c_i$ are dimensionless, and $\Lambda$ is the mass scale of new physics. Operators are suppressed if the accessible energy is low compared to the mass scale. There are three CP-even operators that contribute to WWZ TGC, $O_{\text{WWW}}, O_W$, and $O_B$. For the case of ‘LEP parametrization’ and no form factor scaling of aTGCs, the relations between parameters in the aTGCs and EFT approaches are as follows:

$$g_1^Z = 1 + cw \frac{m_W^2}{2\Lambda^2}$$.
Fig. 6 Differential WZ cross section at \( \sqrt{s} = 8 \text{ TeV} \) as a function of: (top) the leading jet transverse momentum; (bottom) the number of accompanying jets. The measurements are compared with MADGRAPH predictions. The MADGRAPH prediction is rescaled to the total NLO cross section as predicted by mcfm. The error bands in the ratio plots indicate the relative errors on the data in each bin and contain both statistical and systematic uncertainties.

The presence of anomalous triple gauge couplings would be manifested as an increased yield of events, with the largest increase at high Z boson transverse momentum (\( p_T^Z \)). The expected \( p_T^Z \) spectrum for some aTGC values is obtained by

\[
\kappa_Z = \lambda_W = c_W \frac{m_W^2}{2\Lambda^2},
\]

\[
\kappa_Y = 1 + (c_W + c_B) \frac{m_W^2}{2\Lambda^2},
\]

\[
\kappa_Z = 1 + (c_W - c_B \tan^2 \theta_W) \frac{m_W^2}{2\Lambda^2},
\]
normalizing the MadGraph events to the expected NLO SM cross section from MCFM, and then reweighting them to the expected cross section for that particular aTGC scenario, as obtained with MCFM, based on the generated value of $p_T^Z$. Samples for three 2D anomalous parameter grids are generated, $\lambda$ versus $\Delta g_1^Z$, $\lambda$ versus $\Delta g_1^Z$, and $\Delta g_1^Z$ versus $\Delta g_1^Z$, where the third parameter is set to its SM value. The expected yield of the anomalous coupling signal in every $p_T^Z$ bin is parametrized by a second-order polynomial as a function of two aTGC parameters for every channel. The observed $p_T^Z$ spectrum is shown in Fig. 7 together with the expected spectra for a few different aTGC scenarios. A simultaneous fit to the values of aTGCs is performed [58] in all four lepton channels. A profile likelihood method, Wald gaussian approximation, and Wilks’ theorem [59] are used to derive 1D and 2D limits at a 95% confidence level (CL) on each of the three aTGC parameters and every combination of two aTGC parameters, respectively, while all other parameters are set to their SM values. No significant deviation from the SM expectation is observed. Results can be found in Tables 8 and 9, and in Figs. 8, 9, and 10.

Limits on aTGC parameters were previously set by LEP [60], ATLAS [11,14] and CMS [15]. LHC analyses using 8 TeV data are setting most stringent limits. Results in this paper show sensitivity similar to the results given by the ATLAS Collaboration in the same channel [11].

Following the calculation in Ref. [61] we find the lowest incoming parton energy for which observed limits on the aTGC parameters at a 95% CL for WZ $\rightarrow \ell\nu\ell'^\prime\ell'$

### Table 8

<table>
<thead>
<tr>
<th></th>
<th>Observed</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \kappa^Z$</td>
<td>$[-0.21, 0.25]$</td>
<td>$[-0.29, 0.30]$</td>
</tr>
<tr>
<td>$\Delta g_1^Z$</td>
<td>$[-0.018, 0.035]$</td>
<td>$[-0.028, 0.040]$</td>
</tr>
<tr>
<td>$\lambda^Z$</td>
<td>$[-0.018, 0.016]$</td>
<td>$[-0.024, 0.021]$</td>
</tr>
</tbody>
</table>

### Table 9

<table>
<thead>
<tr>
<th></th>
<th>Observed [TeV$^{-2}$]</th>
<th>Expected [TeV$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_B/\Lambda^2$</td>
<td>$[-260, 210]$</td>
<td>$[-310, 300]$</td>
</tr>
<tr>
<td>$c_W/\Lambda^2$</td>
<td>$[-4.2, 8.0]$</td>
<td>$[-6.8, 9.2]$</td>
</tr>
<tr>
<td>$c_{WWW}/\Lambda^2$</td>
<td>$[-4.6, 4.2]$</td>
<td>$[-6.1, 5.6]$</td>
</tr>
</tbody>
</table>

**Fig. 8** Two-dimensional observed 95% CL limits and expected 68, 95 and 99% CL limits on anomalous coupling parameters $\Delta \kappa^Z$ and $\Delta g_1^Z$.
the coefficients would lead to unitarity violation (Table 10). Overall, for charged aTGCs, we are in the region where unitarity is not violated.

### 8 Summary

This paper reports measurements of the WZ inclusive cross section in proton–proton collisions at $\sqrt{s} = 7$ and 8 TeV in the fully-leptonic WZ decay modes with electrons and muons in the final state. The data samples correspond to integrated luminosities of 4.9 fb$^{-1}$ for the 7 TeV measurement and 19.6 fb$^{-1}$ for the 8 TeV measurement. The measured production cross sections for $71 < m_Z < 111$ GeV are $\sigma(pp \rightarrow WZ; \sqrt{s} = 7$ TeV$) = 20.14 \pm 1.32$ (stat) $\pm 0.38$ (theo) $\pm 1.06$ (exp) $\pm 0.44$ (lumi) pb and $\sigma(pp \rightarrow WZ; \sqrt{s} = 8$ TeV$) = 24.09 \pm 0.87$ (stat) $\pm 0.80$ (theo) $\pm 1.40$ (exp) $\pm 0.63$ (lumi) pb. These results are consistent with standard model predictions.

Using the data collected at $\sqrt{s} = 8$ TeV, results on differential cross sections are also presented, and a search for anomalous WWZ couplings has been performed. The following one-dimensional limits at 95% CL are obtained: $-0.21 < \Delta a_{Z} < 0.25$, $-0.018 < \Delta g_{T}^{\mu} < 0.035$, and $-0.018 < \Delta Z < 0.016$.
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