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ABSTRACT

This study addresses three important issues in tree bucking optimization in the context of cut-to-length harvesting. (1) Would the fit between the log demand and log output distributions be better if the price and/or demand matrices controlling the bucking decisions on modern cut-to-length harvesters were adjusted to the unique conditions of each individual stand? (2) In what ways can we generate stand and product specific price and demand matrices? (3) What alternatives do we have to measure the fit between the log demand and log output distributions, and what would be an ideal goodness-of-fit measure?

Three iterative search systems were developed for seeking stand-specific price and demand matrix sets: (1) A fuzzy logic control system for calibrating the price matrix of one log product for one stand at a time (the stand-level one-product approach); (2) a genetic algorithm system for adjusting the price matrices of one log product in parallel for several stands (the forest-level one-product approach); and (3) a genetic algorithm system for dividing the overall demand matrix of each of the several log products into stand-specific sub-demands simultaneously for several stands and products (the forest-level multi-product approach).

The stem material used for testing the performance of the stand-specific price and demand matrices against that of the reference matrices was comprised of 9 155 Norway spruce (Picea abies (L.) Karst.) sawlog stems gathered by harvesters from 15 mature spruce-dominated stands in southern Finland. The reference price and demand matrices were either direct copies or slightly modified versions of those used by two Finnish sawmilling companies. Two types of stand-specific bucking matrices were compiled for each log product. One was from the harvester-collected stem profiles and the other was from the pre-harvest inventory data.

Four goodness-of-fit measures were analyzed for their appropriateness in determining the similarity between the log demand and log output distributions: (1) the apportionment degree (index), (2) the $\chi^2$ statistic, (3) Laspeyres’ quantity index, and (4) the price-weighted apportionment degree.

The study confirmed that any improvement in the fit between the log demand and log output distributions can only be realized at the expense of log volumes produced. Stand-level pre-control of price matrices was found to be advantageous, provided the control is done with perfect stem data. Forest-level pre-control of price matrices resulted in no improvement in the cumulative apportionment degree. Cutting stands under the control of stand-specific demand matrices yielded a better total fit between the demand and output matrices at the forest level than was obtained by cutting each stand with non-stand-specific reference matrices. The theoretical and experimental analyses suggest that none of the three alternative goodness-of-fit measures clearly outperforms the traditional apportionment degree measure.

Keywords: harvesting, tree bucking optimization, simulation, fuzzy control, genetic algorithms, goodness-of-fit
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1 INTRODUCTION

1.1 Bucking optimization

1.1.1 General

In order to be suitable for further processing, felled trees usually need to be converted into shorter logs. This operation is commonly called “tree bucking”, “log making”, or “log merchandising” (Marshall 2005) and results in various round wood products, such as sawlogs, veneer logs, poles, pulpwood logs, etc. Depending on the harvesting method and the subsequent delivery system employed, bucking can be done either directly in the stump area (i.e., on site), at the roadside, at a separate landing, at a centralized wood processing yard, or in a mill yard, or can be left completely undone as is the usual case in the chipping harvesting systems (Owende 2004, Pulkki 1997). In Scandinavia, where the cut-to-length (CTL) system is clearly the dominant harvesting method, the trees are almost always processed into the final log products at the stump while in North America, for example, the roadside and mill processing of full trees and tree-lengths is still widely used (Godin 2001, Greene et al. 2001, Owende 2004, Marshall 2005). Most of the bucking work, at least in the industrialized countries, is nowadays carried out mechanically by various types of processors, harvesters and stationary cutting equipment. Although manual bucking is generally restricted to harvesting work by forest owners, the motor-manual systems (i.e., bucking with a chainsaw) are still used in industrial wood procurement. For example, at some sites, the trees may simply be too large for typical mechanical processing (MacDonald 1999). Motor-manual processing is also generally preferred in harvesting tree species sensitive to mechanical damage (e.g., cutting birch logs for veneer).

Whether the bucking process takes place in the forest or at a mill yard, and whether it is done manually or mechanically, the key question remains the same: what log types (i.e., timber assortments), lengths, diameters, grades (qualities) and other attributes should a tree stem be cut into?

The answer to this question can be regarded as one of the most important decisions in timber harvesting and in the whole wood supply chain from forest to final customer/consumer product. This is simply because the bucking outcome in most conversion modes has a crucial effect on the profitability of the whole business (Usenius 1986). This arises from two well-known facts: (1) the properties of the resulting logs to a large extent determine what end products and quantities can be produced from a stem and thus the value of the stem (see, e.g., Fobes 1960, Smith and Harrell 1961); and (2) a poor bucking outcome is difficult or even impossible to compensate for at the subsequent manufacturing stages. This is especially true in mechanical wood processing, particularly sawtimber production, where there is a direct connection between the wood raw material and the end products. Thus, all knots and defects (e.g., rot, blue stain, bark and resin pockets, various shakes, etc.) that are present in a sawlog are also likely to be present in the lumber sawn from the log This often results in significant value losses through reduction in either the lumber volume (because of trimming losses, for example) or the lumber value (because of downgrading), or both. On the other hand, as logs of various types, sizes and grades are usually paid different amounts on the market, a forest owner, whether he/she is selling timber as standing or delivery sales, will lose money if bucking is done incorrectly or poorly.
As well as being important, determining an optimal bucking pattern (i.e., an optimal sequence of bucking cuts) for a tree stem is also one of the most challenging operations in timber harvesting for several reasons.

First, as is well known, trees are not regular in shape or homogeneous in their internal structure from the butt to the top. The main problem, however, is that for many reasons the geometry and the internal properties of tree stems are often poorly known or even totally unknown at the time of bucking.

For productivity reasons, it is usually uneconomic to run the whole stem through the processing/measuring device twice: first to measure the whole stem from the butt to the top and then buck it into the lengths determined according to this measurement data. Marshall (2005), for example, reports that the full scanning of the tree profile reduced the overall productivity of a mechanized forest harvester by a quarter to a third from that of the conventional harvesting system in which the measuring take places simultaneously with the delimming and cutting processes. While there are already plenty of scanning technologies available for capturing internal features of tree stems such as X-ray technologies, ultrasonic measurement and nuclear magnetic resonance imaging (Nordmark and Oja 2004; Schmoldt et al. 2000), there may not be appropriate software tools available to process and analyze the huge amount of data typically gathered in the scanning process automatically, accurately and sufficiently quickly (in real time) (Schmoldt et al. 2000). Another problem is that most of the log/stem scanners were originally developed for operation in a mill environment and are thus either too large in size or too sophisticated to be used in harsh forest environments. As is the case with all measurements in general and tree measurements in particular, the measurement data does not usually come without errors. Thus, even if a tree stem is fully scanned from the butt to the top, the bucking pattern chosen may still be sub-optimal because of errors in stem information. Because the bucking decisions are frequently made with incomplete and erroneous information, it is no surprise that large value recovery losses have been reported worldwide to occur in both manual and mechanized log-making (Murphy and Olsen 1988, Garland et al. 1989, Olsen et al. 1991, Bowers 1998, Murphy 2002, Boston and Murphy 2003).

Second, as Kärkkäinen (1986) and Sessions (1988) state, the definition of what constitutes an optimal bucking pattern depends on the viewpoint of the decision-maker. A forest industry company, which buys the timber from forest landowners, harvests the timber and processes it into final end products, behaves like any company in any other sector; that is, it tries to maximize its profit. This means that each tree length should be cut into log lengths in such a way that the total net value of the end products produced from the stem is maximized. A forest landowner, on the other hand, usually wants to extract the maximum income from harvesting his/her forest resource. Because the sawlogs, veneer logs and other logs intended for use in mechanical wood processing are usually much higher in price than conventional pulpwood logs, the forest landowner thus seeks to minimize the amount of pulpwood from each stem. The problem is now that the bucking pattern maximizing a forest owner’s profit may not do the same for a timber buyer’s profit. This is especially the case when the timber pricing system is based on fixed, product-specific log prices (e.g., €/m³), allowing neither premiums for high-quality logs or penalties for poor-quality logs.

Third, it is important to note that, from the viewpoint of a forest industry company, stem-level bucking optimization does not necessarily result in an optimal log output at the stand level, nor does stand-level optimization result in a forest-level optimum (Pickens et al. 1997, Laroze 1999, Arce et al. 2002). Surely, the situation would be different, if various end products and thus various roundwood products (i.e., logs of various types) were subject
to no demand constraints derived from the market. However, different customers tend to have different needs concerning the amounts, types and characteristics of the products they are willing to buy. Because the product specifications largely determine the characteristics of logs to be supplied, the optimal bucking pattern for each tree in each stand should be actually determined by customer order(s) rather than the conventional goal of maximizing the value of each tree to be harvested. Further, several stands are usually required to meet each customer order. Because each stand usually represents a unique composition of trees in terms of number, size and quality, an overall (forest-level) optimal bucking policy can be achieved only by considering the production potential of each stand simultaneously with, rather than independently from, that of other stands.

Fourth, an average-size tree stem may easily have hundreds or even thousands of different feasible bucking patterns from which to select the optimum. Thus, even if we had complete knowledge of the external (and internal) characteristics of each tree in each stand to be felled, deriving an optimal bucking policy even for one stand would still be a computationally very demanding task. This is nicely demonstrated by Näsberg (1985, p. 34-37) who calculated the number of possible cutting patterns as a function of the merchantable timber length and the number of available log lengths. Assuming that the whole timber length from the butt to the minimum small-end diameter point (SED) is exploited as fully as possible and all the available log lengths, ranging from 34 to 55 dm at an interval of 3 dm, can be cut from any part of the merchantable stem section, the number of feasible bucking patterns is 12,348 for a tree length of 15 m and 499,202 for a tree length of 20 m. That is, if a stand comprises 500 identical trees each showing a 15 m long merchantable timber section, the search space of the optimal bucking policy for that stand consists of $12,348^{500} \approx 2^{6800} \approx 10^{2048}$ different bucking alternatives. This being the case, it is quite obvious that the complete enumeration of all feasible bucking patterns, while it may work well for stem-level bucking optimization, is an absolutely inappropriate technique for solving stand- and forest-level bucking optimization problems efficiently. This is especially true if all the trees in each stand are treated as individuals rather than classified into a few categories defined, for example, by diameter or height or both.

1.1.2 Solution approaches at different levels

1.1.2.1 Stem level

The goal in stem-level bucking optimization is to assign each tree to be cut a bucking pattern yielding the highest total stem value. This requires that (1) the stem profile for the whole merchantable length from the butt to the minimum small-end diameter (SED) point be known and (2) each feasible length-diameter-quality combination of logs be given a value reflecting its profitability and/or desirability on the market. The individual log values can be either gross or net values derived from the sales income and production costs of various end products, or present log market prices on either an absolute or relative scale (see Näsberg 1985 p. 44-52). The first prerequisite enables the enumeration of all feasible bucking alternatives for the entire tree length, while the second makes it possible to assign an economic value (e.g., profit, value added, etc.) to each alternative generated. The principle of cutting a tree stem into logs with the highest aggregate value is commonly called bucking to value (Sondell 1987) or buck to value (Marshall 2005) while the actual problem of finding a bucking pattern with the maximum stem value is often referred to as a marking for bucking problem (MBP) (Näsberg 1985).
Several mathematical programming models to determine an optimal bucking pattern for a single tree stem have been introduced. Since Näsgberg (1985) offers an excellent review of the various techniques and modeling approaches applied, the following brief review of these owes much to his work.

Most of the developed models for stem-level bucking optimization are clearly based on dynamic programming (DP). In general, dynamic programming is a solution approach to decision problems which are either inherently composed of or can be decomposed into sequential, interdependent stages, each with several alternative states (Anderson et al. 1994). This is exactly the case with the stem-level bucking-to-value optimization: the cut numbers (i.e., the log numbers given in increasing order from the stump) correspond to stages and the state space for each stage consists of all log lengths available for each log product involved in the optimization process. Dynamic programming is favored as a modeling approach mainly because of its computational efficiency. The DP formulation’s better performance over the implicit enumeration technique is well illustrated by the following simple example from Laasasenaho (1996). Suppose that (1) we have a tree stem which is to be cut into four sawlogs (pulpwood logs excluded), (2) the available log lengths range from 37 to 64 dm at an interval of 3 dm, and (3) all possible length-diameter combinations of logs are permissible and thus have non-negative values (prices). The optimal bucking pattern in this particular case (see Fig. 1) can be found through the following 5-step DP procedure:

**Step 1:** Calculate the value of each of the 10 possible butt logs.

**Step 2:** Calculate the value of each of the 100 2-log combinations (10 butt log lengths x 10 2nd log lengths) and choose the best for each of the 19 potential cutting points: 74, 77, 80,…, 128 dm.

**Step 3:** Calculate the value of each of the 190 3-log combinations (19 possible starting heights x 10 possible log lengths for the 3rd log) and choose the best for each of the 28 potential cutting points: 111, 114, 117,…, 192 dm.

**Step 4:** Calculate the value of each of the 280 4-log combinations (28 possible starting heights x 10 possible log lengths for the 4th log) and choose the best for each of the 37 potential cutting points: 148, 151, 154,…, 256 dm (note that not all of these 37 potential cutting points may be feasible and therefore need not be considered in the calculations). The highest value of these 37 best values is the value of the optimal solution and the 4-log combination yielding this highest value represents the optimal bucking pattern.

**Step 5:** Determine the whole optimal bucking pattern (sequence of log lengths) by tracing back through the calculations made in the previous four steps. For example, the optimal length of the 3rd log is given by first subtracting the length of the 4th log from the total length of the optimal 4-log combination and then picking up the best 3-log combination for this remaining stem length from the results of step 3.
Figure 1. An optimal bucking pattern for a 4-log tree stem can be found efficiently by dividing the problem into four sequential sub-problems (finding an optimal log combination for each possible crosscutting point at each of the four log combination levels) and solving each using the optimal solutions of the previous sub-problem.

The theoretical number of possible bucking patterns for this 4-log tree stem is as high as 10,000 (= 10 x 10 x 10 x 10). In practice, the number is much smaller because the small-end diameter of the log combinations’ last log is often likely to be below that of the minimum SED requirement. However, when employing total enumeration as a solution strategy for optimal bucking, we certainly would have to evaluate a large number of different bucking patterns to find the optimal one. If we solve the example using the DP approach, the number of evaluations needed for an optimal solution would drop dramatically from 10,000 to 570 (= 100 2-log combinations + 190 3-log combinations + 280 4-log combinations). This makes a complete enumeration technique under DP a practicable option.

The first detailed DP formulation for stem-level bucking optimization was introduced in the early 1970s by Pnevmaticos and Mann (1972). The idea of using DP as a solution approach had, however, already been introduced in the 1960s by Clemmons (1966) and Strand (1967), as cited by Näsberg (1985), Puumalainen (1998) and Wang et al. (2004). The main difference between these two DP models is the definition of the stages (sub-problems) the original master problem is divided into: in Strand’s formulation the stages correspond to the cut numbers (i.e., log numbers) while Pnevmaticos and Mann divided the stem into segments of equal length, these segments then being associated with the stages.
Because the stem segment length in Pneumaticos and Mann’s model is equal to the minimum accepted log length, all log lengths are actually restricted to integer multiples of the shortest log. This restriction obviously requires that the minimum log length be unrealistically small (e.g., 3dm), otherwise it may be impossible to include all available log lengths in the optimization process. Thus, in further developing the model of Pneumaticos and Mann, Glück and Koch (1973) redefined the stages to correspond to the cut numbers (i.e., the approach Strand applied) while Briggs (1977, 1980) redefined the segment lengths as equal to the greatest common divisor of all available log lengths (usually 5 or 10 cm). Glück and Koch as well as Briggs also made other improvements to Pneumaticos and Mann’s model: (1) the log value was determined as a function of the log volume (or the volume of various end products produced from the log) rather than as a function of the log length only; (2) the quality of each log was determined in a deterministic rather than a stochastic way; and (3) the stem taper was, or at least could be, described using more realistic taper equations than the conventional truncated cone formula. Similar DP models for stem-level bucking optimization have been used by Faaland and Briggs (1984), Grondin (1998) and Reinders (1989) in developing integrated models for optimal tree utilization (i.e., models that integrate bucking optimization and log breakdown optimization).

These DP models, like DP models in general, are recursive and are thus often implemented through recursive algorithms. That is, a sub-problem at stage n is solved, using the optimal policy at stage n-1. Similarly, an optimal policy for sub-problem n-1 cannot be determined until an optimal policy for stage n-2 is found. In this way the search for an optimal bucking pattern proceeds sequentially from one stage to another until the butt end of the tree (backward recursion) or the minimum SED position at the top of the tree (forward recursion) is reached, in which case the search process terminates and an overall optimal solution can be constructed from the optimal solutions to the sub-problems. While elegant, compact and easy to design, recursive algorithms are often computationally burdensome because each function call at each stage places a complete copy of the function’s ‘information’ (e.g., parameter values, variable values, return address etc.) in a computer’s stack memory. This memory allocation is not released until the algorithm has reached the ultimate termination point (i.e., either the butt end or the minimum SED point). Thus, if the segment length is given a common value of 5 or 10 cm, computing an optimal bucking policy for a large population of tree stems may take a long time.

A more efficient network-based DP model for stem-level bucking optimization was introduced by Näsberg (1985) in investigating the possibility of using Operations Research (OR) techniques for controlling the log output distributions from forest harvesters to match the mills’ demand distributions. The basic formulation in Näsberg’s model is the same as in the recursive DP models, with the merchantable stem length being divided into short segments, each of length Δ. However, because each node between two adjacent segments represents a potential cutting point, a network can be constructed by combining each node with another by an arc if the distance between the two cutting positions corresponds to a valid log length. Starting from the stump height (stage k = 0; k= 0,…,N), the solution procedure first generates and evaluates all 1-log combinations, ending at stem heights of \( L_{\text{min}} \ldots L_{\text{max}} \) (\( L_{\text{min}} \) is the minimum log length and \( L_{\text{max}} \) the maximum log length) (Fig. 2). The procedure then moves to the next stage (k = 1) and again forms and values all feasible 1-log combinations, ending at stem positions \( L_{\text{min}} + k\Delta \ldots L_{\text{max}} + k\Delta \). In this way the algorithm
Figure 2. Network presentation for optimal log bucking. A tree stem is divided into N segments, each of length $\delta$. At each stage $k$ ($k = 0 \ldots N$), all valid log lengths $L_1, \ldots, L_n$ are tested, given the value (price) of each length-diameter(-quality) combination of logs. The optimal bucking pattern is found by recording the highest cumulative log value at each stage and the starting position of the last log in the best cutting pattern ending in stage $k$.

proceeds all the way towards the top of the tree until the stem diameter goes below the critical SED value. Näsberg (1985) termed this the longest route algorithm because its aim in essence is to find the most profitable path (the longest path) from the stump to the top of the tree. In practice this is done by means of two vectors: (1) one recording the highest cumulative log value for each potential cutting point (i.e., node) and (2) the other showing the starting position of the last log in each best cutting pattern ending at a particular node. Since Näsberg, similar kinds of network algorithms for stem-level bucking optimization have been proposed by many other researchers: e.g., Sessions et al. (1989), Wang et al. (1991, as cited by Wang et al. 2004), Puumalainen (1998), Sessions (1988), Gobakken (2000) and Wang et al. (2004).

Many decision-making, optimization and other types of problem can be modeled and successfully solved using linear programming (LP). The stem-level bucking optimization is no exception in this respect. Forster and Callahan’s model (1968, as cited by Bare et al. 1984 and Näsberg 1985) was presumably the first LP model for optimal stem conversion. Their objective is the maximization of the stem conversion surplus, given the conversion surplus (the market price of a log minus its procurement cost) associated with each feasible log-to-market alternative (i.e., each feasible log length-diameter-quality combination)). For
this purpose, the tree stem is divided into 2-foot long segments, with the equal-to
constraints requiring that each segment shall belong to some log-to-market alternative (i.e.,
the whole stem is to be exploited fully). As Bare et al. (1984) note, Forster and Callahan’s
LP model is (1) somewhat unrealistic because it assumes that all log lengths are multiples
of 2 feet, (2) computationally inefficient because it requires the prior enumeration of all
possible length-diameter-quality combinations (the number of various combinations can
easily rise to several million (Bobrowski 1994)), and (3) somewhat ambiguous as regards to
the incorporation of stem defects into the optimization process. Näsberg (1985) further
points out that this model actually represents an integer linear programming (IP) model (0/1
integer linear model) rather than an LP model. This is because each 2-foot segment either
belongs to a given log-to-market alternative (coded as 1) or not (coded as 0), with no in-
between values being possible.

A different kind of IP model for stem-level bucking optimization was introduced by
Näsberg (1985). The basis of his model is the concept of log classes: a log belongs to a log
class (i, j) if the log’s length \( l \) is greater than or equal to \( l_j \) but smaller than \( l_{j+1} \) (j = 1, …, n)
and if the log’s small-end diameter \( d \) is greater than or equal to \( d_i \) but smaller than \( d_{i+1} \) (i =
1, …, m). All logs with the same length and small-end diameter (SED) belong to the same
log class (i, j) whatever their quality. However, logs with different qualities are associated
with different prices, usually given in the form of price lists or matrices. The mathematical
formulation of Näsberg’s IP model is as follows:

\[
\begin{align*}
\text{Max} \quad \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} \\
\text{s.t.} \quad \sum_{k=1}^{n} l_k x_{kj} \leq L_i \quad \text{for all i} \\
 x_{ij} = \begin{cases} 
 1 & \text{if a log in log class (i, j) is cut from the stem} \\
 0 & \text{otherwise} 
\end{cases} \quad \text{for all i, j}
\end{align*}
\]

- \( m \) = number of small-end diameter (SED) classes
- \( n \) = number of log lengths classes
- \( L_i \) = distance from the stump to the position of stem diameter \( d_i \)
- \( c_{ij} \) = price of a log of quality \( Q \) in log class (i, j)
- \( Q^* \) = quality of a log in log class (i, j) cut from the stem.

Beside the DP and LP models, an optimal bucking pattern for a single tree stem can be
determined using the branch and bound method (BB). In fact, branch and bound, like
dynamic programming, is not a specific solution technique but a solution approach
applicable to a wide variety of problems (Taylor 1990). For example, the integer
programming model above can be put into a branch and bound code which can then be
solved in conjunction with the normal simplex method (Näsberg 1985). The first non-IP-based BB solution approach to stem-level bucking optimization was probably that of Ramalingham (1976) (see Näsberg 1985 and Bobrowski 1990, 1994). A similar kind of BB model was later suggested by Bobrowski (1990, 1994). Bobrowski (1994) also tested the performance of the BB approach and the conventional DP approach in terms of the CPU (central processing unit) time needed to arrive at an optimal solution (i.e., an optimal bucking pattern) and found the BB approach superior. In his test the solution time required by the BB model to derive an optimal bucking pattern for each of the 40 test trees in each of the 108 different test cases, for example, was always less than that of the DP model; the maximum CPU time ratio of DP to BB being as large as 20.

The main idea behind the branch and bound approach is the partition of the total solution space into smaller sub-spaces (sub-sets) of feasible solutions which are then evaluated systematically (Taylor 1990). When applied to the problem of converting a single tree stem into logs of various sizes and qualities in an optimal way, this partition principle results in a node-branch network (Fig. 3) similar to that of Fig. 1. Each node in the network represents a potential cutting point along the stem (the root node referring to the butt end of the tree) and has as many branches emanating from it as there are valid log lengths available. The process of generating new branches from each new node and attaching a new node to each new branch continues until a terminal node with branches not meeting the minimum requirements for the log length and small-end diameter is reached. Each set of branches (a path of branches) connecting the terminal node to the root node shows a feasible bucking pattern, with a total monetary return calculated from the individual log values included in the pattern.

Once the construction of the branch and bound node network for a tree stem is completed, a simple strategy for finding a bucking pattern yielding the highest total stem value would be to enumerate all potential bucking patterns along with their total stem values and select the pattern with the maximum value. Obviously, this is not the strategy employed by efficient branch-and-bound algorithms for optimal stem conversion. The efficiency of the BB algorithms is based on: (1) determining the lower and upper bound for the stem value at each node generated; and (2) pruning the infeasible and otherwise non-optimal solutions using these bounds (Bobrowski 1990, 1994). For example, given two nodes with the same remaining merchantable stem length for bucking (i.e., nodes located at the same height position from the butt end), the search for the optimal bucking pattern continues by branching from the node with the larger upper bound; i.e., the node with the smaller upper bound will be pruned out. Similarly, if the lower bound of one node exceeds the upper bound of the other, the previous node will be retained for further examination. The main problem with the BB-based bucking approach is that the potential value for the remaining stem length at each node must be estimated because considering all possible bucking patterns would simply take too much time (Bobrowski 1990). Poor value estimation can then result in premature pruning of the potentially optimal nodes, thus effectively obscuring the overall optimum.
Figure 3. Root end of the branch and bound node network for optimally bucking a tree stem of merchantable length $L_T$ into six alternative log lengths ($L_1, \ldots, L_6$). $L_{RS}$ stands for length of remaining stem (i.e., defining the distance between the current node and the stem position with the stem diameter equal to the minimum SED of logs).

The main assumption in the previously presented optimization approaches is that the stem profile (i.e., stem diameters from the butt end of the tree to the top) for the whole merchantable length of a tree stem is known, thus making it possible to determine the optimal bucking pattern for its whole length. Measuring the stem diameters at certain fixed intervals (e.g., at 1 m steps), however, may be too laborious. This is especially true in manual logging even though a logger may have a handheld data logger/computer to assist in data input and decision-making. Modern forest harvesters usually first feed and measure a tree stem for a short length ($\leq$ a minimum feasible log length) and then predict the profile for the upper part of the stem. The problem may then be that the prediction model used is not capable of providing a sufficiently accurate profile estimate for the unknown stem section.

To address this problem, Imponen (1987) proposed that a near optimal bucking pattern can be easily derived using a step-by-step optimization procedure. Its main idea is that the optimization considers not the whole stem section from the butt to the smallest minimum SED but a shorter section consisting of two or three log lengths only. For each stem section of this length, all feasible bucking patterns along with their values are first created and the pattern with the highest aggregate value (i.e., the sum of the values of the logs included in
the optimization) is selected for implementation. The whole optimal pattern is, however, not implemented, only the first log (i.e., the butt log) being cut as proposed by the pattern. Taking this first cutting point as a starting point, all feasible log combinations with their values are again listed for the next stem section composed of one or more log lengths, and the combination with the highest value is selected as optimal. The second log from the stem is then cut according to this second-stage optimal bucking pattern. The process continues in this stepwise manner until the entire merchantable stem is converted into short.

A stepwise bucking optimization algorithm, very similar to Imponen (1987), was also presented by Laroze and Greber (1997). Their model, as opposed to Imponen’s approach, however, considers only one log at a time in the optimization calculation. The selection between various log candidates is made on the basis of (1) the characteristics of the stem being bucked, (2) the specifications for each log type, such as the minimum small-end diameter and the acceptable quality classes of tree stems, and (3) the priority list of log types. The priority list shows a complete enumeration of available log types arranged in descending order according to their net returns (a log with the highest profit is first, the lowest value log being the last). The algorithm, starting from the first log type (the highest value log type) in the priority list, evaluates whether the specifications of the proposed log are compatible with the characteristics of the current stem section. If not, the second log type in the priority list is analyzed. If a log of this type cannot be produced from the stem section being examined either, the third log in the priority list is then evaluated. This process continues until a log type that matches the characteristics of the current stem section is found. In this case, a log of the selected type is cut from the tree, after which the algorithm starts searching for the best bucking alternative for the next stem section. Although easy to implement, a greedy bucking algorithm of this kind may lead to serious sub-optimization because once a suitable log is found, it is bucked from the stem immediately without considering the effects of this decision on the subsequent bucking possibilities and thus the total net return from the stem.

1.1.2.2 Stand level

The goal in the stand-level bucking optimization is to find a bucking policy maximizing the aggregate production value from all stems being cut from a forest stand. As stated earlier, selecting a bucking pattern with the highest return for each tree stem in a stand may result in a severe mismatch between the desired log output distributions and the corresponding actual output distributions, and markedly lower overall profits. This is because logs not meeting the length, diameter and/or quality specifications of customer orders may need to be shortened or otherwise further processed to better match the end product requirements. If shortening of logs is not possible (because only large-sized logs can be converted into smaller ones), they are sold off on the open market. In both cases, some value losses are to be expected through the generation of extra waste, the extra cost caused by selling logs at prices possibly below the original purchase prices, and/or buying new logs at prices possibly higher than the original ones.

The process of determining an optimal bucking policy for a whole stand (i.e., a large set of individual tree stems) thus needs to consider not only the forest resource available, but also all the various merchandising restrictions imposed by the various end product markets and customers. Again, it should be noted that a bucking policy of this kind does not necessarily maximize a forest owner’s harvesting income if the log prices employed in the
optimization process are not real market prices and if the degree to which the actual log outcome satisfies the market demands has no effect on the final log purchase prices.

In general, bucking a large set of tree stems into smaller logs is analogous to many industrial cutting processes in that a large body of raw material is to be divided into smaller parts in an optimal way. A situation of this kind occurs, for example, in the paper industry where the trim width of a modern paper machine is around 9 to 10 m, while the width of printing machines typically varies between 1 and 3.5 m (Airola et al. 1999). This means that a paper roll from a paper machine usually needs to be slit and wound into several narrower rolls according to the unique width demand(s) of each customer. This obviously constitutes a decision problem: what would be the best cutting pattern for each large paper roll (i.e., a parent reel) to produce the required number of customer rolls. The simplest approach to this paper trim problem (PTP) intends to minimize the number of parent rolls needed to satisfy the customer orders. Assuming that only one parent roll width L is available, and allowing some overproduction of rolls while no withdrawals from any existing stock, this simple PTP approach can be formulated mathematically as follows (Eisemann 1957, Näsberg 1985):

\[
\begin{align*}
\text{Min} & \sum_{j=1}^{n} x_j \\
\text{s.t.} & \\
\sum_{j=1}^{n} a_{ij} x_j & \geq N_i \quad \text{for all } i = 1, \ldots, m \\
x_j & \geq 0 \text{ (and integer)} \quad j = 1, \ldots, n \\
L & \geq w_i \quad \text{for all } i = 1, \ldots, m
\end{align*}
\]

where

- \(x_j\) = number of times cutting pattern \(j\) is used
- \(a_{ij}\) = number of paper rolls of width \(w_i\) produced by cutting pattern \(j\)
- \(N_i\) = demand for a paper roll of width \(w_i\)
- \(L\) = width of the parent (large) roll
- \(n\) = number of different cutting patterns (set-ups)
- \(m\) = number of different paper roll widths (customer roll widths).

This problem, as Näsberg (1985) maintains, is hard to solve for two reasons. First, the decision variables \(x_j\) are assumed to take integer values only, because cutting patterns obviously cannot be implemented partially (i.e., each large roll must be cut into smaller rolls using one cutting pattern only). The restriction to integers, however, can be easily handled by simply dropping it; that is, the problem is treated as a continuous one and the final solution values are rounded either up or down to the nearest integers afterwards. This normally results in no serious sub-optimization if the activity levels in the LP model are large, as they usually are. The second problem is that in order to find an optimal set of cutting patterns for a given set of customer orders directly, all the thousands of feasible
patterns (small roll combinations) should be explicitly included in the LP model. Although technically possible, the enumeration of all possible cutting patterns would certainly be a lengthy job. The main difficulty, however, lies in the fact that linear programming problems involving a large number of variables are intractable to solve, at least by means of the ordinary simplex method (Gilmore and Gomory 1961).

Large-size (integer) linear programming problems can, however, be solved without actually knowing all possible activities (columns) in the LP model in advance, as shown by Gilmore and Gomory (1961, 1963). Their solution approach to the cutting-stock problem (i.e., the problem of finding the least-cost cutting program to produce the desired numbers of pieces of lengths $l_1, l_2, \ldots, l_m$ from a stock of standard lengths $L_1, L_2, \ldots, L_n$ where $l_i \leq L_j$ for all $i = 1, \ldots, m$ and $j = 1, \ldots, n$) was based on the implicit column generation method (Ford and Fulkerson 1958), and the Dantzig-Wolfe decomposition principle (Dantzig and Wolfe 1960, 1961). The main idea is to seek an optimal solution iteratively through a two-stage procedure rather than directly through the normal simplex computation. In practice, this is done by (1) generating a restricted number of feasible cutting patterns, (2) solving the integer-relaxed version of the original LP problem (a so-called restricted master problem) using this initial set of cutting patterns, and (3) checking for the optimality in solving the LP relaxation by solving an auxiliary problem (a so-called pricing problem), given the dual prices from the original (main) LP problem. In the case of this cutting-stock problem, the auxiliary problem is of the following form:

$$\text{Max } Z = \sum_{i=1}^{m} u_i y_i$$

s.t.

$$\sum_{i=1}^{m} w_i y_i \leq L$$

$$y_i \geq 0 \text{ (and integer) } \text{ for all } i = 1, \ldots, m$$

where

- $u_i = \text{dual cost of the customer roll width of } w_i \text{ (from the original LP problem)}$
- $y_i = \text{number of customer rolls of width } w_i \text{ to include in the pattern}$

The optimal solution to this problem, called a knapsack problem, identifies a new cutting pattern (i.e., a new combination of small paper rolls of widths $w_i$). This new pattern will be added to the restricted master LP problem as a new column if the optimal value $Z > 1$. The master LP problem along with its dual problem is then resolved, producing the new dual prices to be used in the knapsack problem to generate a new cutting alternative. Again, if the objective function value of the knapsack problem exceeds the value of 1, the new cutting alternative generated will be included as a new activity in the master problem. This iterative process continues until there are no new cutting patterns from the knapsack problem to include in the master problem. Because the knapsack problem is often solved using dynamic programming, this two-stage procedure is consequently referred to as a combined LP-DP method. If, on the other hand, a similar column generation technique is
employed in conjunction with branch and bound (i.e., the original LP problem is being solved using branch and bound), the resulting solution approach is called branch and price (Hans 2001). More details on column generation and decomposition within the context of the paper trim problem (cutting-stock problem) can be found in Gilmore and Gomory (1961) and Näsberg (1985).

In tree bucking optimization, the first attempt to systematically calculate rather than intuitively judge the optimal set of bucking patterns (cut-up processes) for a single stand of timber was made by Smith and Harrell (1961). Their optimization approach was based on a standard linear programming (LP) technique, the activities in the LP model (i.e., decision variables) offering potential cutting patterns for different tree-size (DBH) classes. Because of the limited capacity of the computer resources available at the time of the study only three heuristically created cutting patterns were included in the optimization model for each tree class. Given the maximum number of trees available in each of the six classes, the minimum and/or maximum volume requirements for various log lengths, and the net profit from bucking a tree in a particular size class with a particular cutting pattern, the simplex method then iteratively searches for a bucking pattern combination that (1) satisfies all linear market and resource restrictions given, and (2) simultaneously maximizes the overall net profit from the harvesting operation (i.e., maximizes the difference between the total sales income from logs harvested and their logging and transportation costs).

Smith and Harrell’s LP-based optimization approach (1961), though it works smoothly technically, shares the same problems as the PTP model above (i.e., Equations 3 and 4). First, in order to find an absolutely optimal set of bucking patterns for a given stand, all feasible patterns for each tree-size class should be explicitly included in the LP model. However, as each tree may have hundreds or even thousands of different bucking patterns and as trees even in the same size class are seldom exact copies of one another, the number of different activities (bucking pattern – tree-size class combinations) and thus the size of the LP model may become enormous, especially if there are many short log lengths possible (Näsberg 1985). Second, because of representing the number of trees cut by a particular bucking pattern in a stem class, an activity in Smith and Harrell’s LP model obviously cannot take non-integer values.

The requirement that all possible bucking patterns for each stem-size class should be known in advance can be overcome by simply applying the indirect solution approach discussed above for optimally solving the integer PTP (cutting-stock) problem. This is exactly what was done by Eng and Daellenbach (1985), Eng et al. (1986), as well as Mendoza and Bare (1986) (see also Laroze and Greber 1997). All presented a price-directed two-stage optimization procedure in which the upper level of the model (i.e., the master problem) is formulated as an LP model, and the lower level model is formulated as a dynamic program. The optimization objective is to assign each stem-size class, defined, for example, by tree length and/or breast-height diameter, a bucking pattern or a set of bucking patterns to maximize either the overall market value of all logs produced (Eng and Daellenbach, Eng et al.) or the total net profit from wood end products produced from the logs cut (Mendoza and Bare). The procedure starts by finding – arbitrarily or using some heuristics – at least one feasible bucking pattern for each stem-size class. Using these initial bucking patterns, the master LP problem is then solved to determine the number of stems in each class to be bucked with each bucking pattern available (i.e., an optimal bucking policy for the whole stand). Given the shadow price or the Lagrange Multiplier of each log type from the upper level LP solution, the lower level DP problem is then solved for each stem class to see whether there may still be some new bucking patterns which could potentially
improve the value of the objective function (i.e., the value of the optimal solution to the upper level LP problem). If there are, these are added to the upper level LP model as new columns (i.e., new activities), after which the LP problem is re-solved, resulting in new shadow prices or new Lagrange Multipliers to be used by the lower level DP procedure. If the DP procedure cannot recognize any new profitable bucking patterns for any stem class, the whole process stops, with the current LP solution being the optimum.

Pickens et al. (1997) constructed a hierarchical solution procedure (HSP) to buck a whole stand of northern hardwood stems into shorter logs in such a way that the optimal volumetric percentages for each log length-grade combination would be satisfied. The hierarchical optimization system was implemented as a two-stage model similar to the models of Eng and Daellenbach (1985), Eng et al. (1986), as well as Mendoza and Bare (1986). The model consists of an LP model at the upper level and a DP model at the lower level that are linked together through information exchange. The model also approaches the overall optimum iteratively, proceeding from one solution to another until the termination criteria are met. The upper level of the HSP model (i.e., the LP model), however, rather than passing on the shadow price of each log length-grade combination (log type) to the lower level, determines the price of each log type to be used at the lower level by the individual tree problem (ITP) procedure. Given this LP-created price vector, some number of additional new price vectors are generated by adding and subtracting a small amount to and from the original price of each log type. The lower level DP problem (ITP problem) is then solved separately for each new price set (price vector) created and the resulting log volumes are compared to those derived from customer orders. An ITP solution that satisfies all volumetric demand restrictions for all length-grade combinations is the optimum. If no such solution can be found, the search procedure then continues by including all these new price sets as new decision variables in the upper-level LP model, which is then re-solved to produce a new single price set for solving the lower-level DP problem. The optimal price set is thus a combination of one or more price sets, and the LP solution specifies the weights of each.

Heuristic approaches to stand-level bucking optimization have been offered by Laroze and Greber (1997) and Sessions et al. (1989), among others. Rather than trying to assign each stem class (diameter class) a bucking pattern or a weighted set of bucking patterns that maximizes the aggregate production value at the stand level, Laroze and Greber (1997) developed a Tabu Search (TS) based system for generating a set of bucking rules, one for each log type. A bucking rule comprises a log priority list (for details, see page 18 in the previous section) and three key attributes for each log type: (1) the minimum small-end diameter; (2) the quality classes of tree stems compatible with the log type; and (3) the maximum number of logs of that type that can be cut from each stem. The TS heuristic is used to explore the very large space of different rule sets (i.e., log-type attribute combinations). Given the volumetric demand constraints for the minimum proportion of long logs, the maximum proportion of short logs and the minimum average SED, as well as the original market price and price adjustment factor for each log type, the TS system iteratively searches for a bucking rule satisfying the market constraints while simultaneously maximizing the unit profit ($/ha). Each bucking rule generated by the TS system is evaluated against the given market constraints by cutting each class-representative tree using the stepwise bucking heuristics developed by the same authors (see the last paragraph in the previous section). This actually results in an optimal set of bucking patterns, with one distinct pattern generated for each stem class.
Sessions et al. (1989) applied a simple interval-halving binary search technique to find an appropriate price multiplier for long logs such that the given minimum ratio of the volume of long logs to the total log volume is achieved. As usual, the overall objective in their approach is to cut each tree length into log lengths so as to maximize the net value of the whole stand. The search process, initiated by the original, unadjusted set of log prices, first bucks each stem in a sample collected from the stand. The bucking itself is carried out using the network-based DP algorithm (Sessions 1988). If the resulting percentage of the volume in long logs is below the desired level, the prices for long logs are raised, and each tree is then bucked again using these new adjusted log prices. This two-sequence process continues until a price set is found that produces the desired proportion of long logs.

1.1.2.3 Forest level

The goal in forest-level bucking optimization is to assign each stand a bucking policy such that the overall production value from all stands to be harvested during a planning period will be maximized. This means that the stem-level bucking optimization procedure, in determining an appropriate bucking pattern for a single tree stem, should consider the log production potential not only of this particular stand but all the other stands included in the optimization process. On the other hand, because forest stands often differ markedly from one another in terms of species mixture, stand area, stand density (stems/ha) and, above all, individual tree characteristics (height, diameter at breast height, taper, quality, etc.), it may be inappropriate to cut each stand using the same bucking instructions and log product range (Arce et al. 2002). This is because a large number of products cut from the stand usually increases the time taken in sorting, loading and transportation operations, and thus the overall production cost. To achieve the best possible outcome at the forest level may thus require that in each stand only those log products be cut that are most compatible with the composition and characteristics of that particular stand. To summarize, the question in forest-level bucking optimization is about determining not only an optimal set of bucking patterns for each stand, but also an optimal allocation of products between various stands (i.e., which products and in what quantities should be produced from each stand).

The forest-level bucking optimization, compared to bucking optimization at the stem and stand level, has been studied and modeled much less. It seems that in recent years this important topic has been thoroughly addressed only by Laroze (1999) and Arce et al. (2002).

Laroze (1999) has proposed two models for forest-level bucking optimization, both being based on stand-level optimization models. One is an extension of the TS heuristic developed by Laroze and Greber (1997), while the other is an extended version of the price-directed two-stage LP/DP procedure originally proposed by Eng and Daellenbach (1985), Eng et al. (1986) and Mendoza and Bare (1986). Laroze calls this latter two-stage forest-level optimization method an LP/SP method because its stem-level bucking optimization is carried out using the shortest-path (SP) node labeling algorithm (see Sessions et al. 1989) rather than the conventional DP approach. In the forest-level TS method (LP/TS for short), the first task is to generate some number of alternative merchandising restriction sets, each specifying a minimum average small-end diameter, a minimum volumetric proportion of long logs, and a maximum volumetric proportion of short logs (i.e., the same three key attributes as used in Laroze and Greber (1997) to comprise the bucking rules). Given a set of merchandising restrictions and the stand descriptions, their TS method then generates a bucking rule for each log type in each stand. Finally, an LP model is used to break down
the area of each stand between the various bucking rules generated in such a way that the overall net profit from all stands to be cut will be maximized. Rather than an optimal mix of stand and log-type specific bucking rules, the LP/SP method seeks a combination of bucking patterns for each stem-size class in each stand that yields the maximum total net profit at the forest level. Technically, the two-stage iterative LP/SP search method is identical to the stand-level LP/DP procedure in all respects other than the decision variable; that is, while the stand-level LP/DP model decision variable defines the number of stems of class j bucked using pattern k, the decision variable in the LP/SP method is the number of stems in stand i, class j, bucked using pattern k.

The third two-stage hierarchical system for the forest-level bucking optimization developed by Arce et al. (2002) in Brazil clearly differs from the LP/SP and LP/TS methods. First of all, Arce et al. explicitly integrated log product allocation and log bucking optimization into the same model. Their model evaluates both the different bucking pattern sets for each stem-size class in each stand and the different log product sets for each stand, and assigns each stand a mix of products and bucking patterns yielding the maximum total net revenue at the forest level. Second, the model of Arce et al. also takes into account the product-specific transportation costs from each stand to each mill in making decisions on the optimal allocation and bucking program for a given set of forest stands. This is important because, in general, transporting small amounts of wood from stands located far away from potential processing plants may be highly uneconomic and should thus be avoided. Third, Arce et al. formulated the upper level of their model as a mixed integer linear programming problem (MIP) and the cutting patterns for the MIP are generated at the lower level through a simple heuristic bucking procedure rather than a DP or SP algorithm.

1.1.3 Optimization on modern cut-to-length harvesters

The first cut-to-length (CTL) harvesters employing the bucking-to-value optimization method were introduced in Sweden during the second half of the 1980s (Sondell 1987, Nilsson and Sondell 1987). Quite soon it appeared that harvesters applying bucking-to-value optimization had a strong tendency to produce log output distributions with high proportions of both small and short logs and also large and long logs (Bergstrand 1990). At most Swedish sawmills, however, the desired log output distributions represented relatively even length-diameter distributions (i.e., each length-diameter combination showed almost the same target proportion). It followed that the typical bi-modal log output distributions from harvesters were poorly adapted to customer-oriented sawntimber production.

At the beginning of the 1990s, Bergstrand (1990) proposed that the obvious conflict between the stem-level and stand-level bucking optimization might be resolved by incorporating both the log values and the desired log output distributions into the bucking optimization system on harvesters. This new bucking principle, commonly called bucking-to-order optimization, apportionment bucking or dimension-apportionment merchandising (von Essen and Möller 1997b, Möller et al. 2002), requires that each log product (i.e., timber assortments like Scots pine sawlog, Norway spruce veneer log, etc.) be assigned two matrices: a value matrix (also known as a price matrix or a price list) and a demand (target) matrix. The value matrix of a particular log product specifies how valuable or profitable it is to cut different length-diameter combinations of this log type, while the corresponding target matrix specifies how desirable their cutting is from the customer’s (e.g., the sawmill’s) viewpoint. In essence, the main idea is to compromise between the stem-level and stand-level optimization. In order to improve the fit between the actual log output and
log demand distributions at the stand level, it is necessary to relax the original aim of maximizing the overall value of each stem to some extent.

Bucking-to-order optimization can either be implemented through the adaptive price list method or the close-to-optimal method. In both these approaches, a harvester continuously monitors how far the actual cumulative output distribution of each log product is from the corresponding demand distribution. The bucking itself, however, still occurs on the basis of bucking-to-value optimization.

In the adaptive price list approach, the harvester calculates the difference between the actual and desired proportion of logs in each length-diameter class after cutting each stem and then adjusts the log values to be used to cut the next one using this information (Coggman and Gustafsson 1985, Bergstrand 1990, Ahonen and Lemmetty 1995, von Essen and Möller 1997a, Vuorenpää et al. 1997). Although the practical implementation of the adaptive price list method may vary between harvester models, the basic logic behind their price adjustment procedures should be the same: (1) the larger the difference between the desired and the actual proportions, the larger the change in log values; and (2) the value for the length-diameter combination with a surplus of material will be lowered and vice versa. In addition, in order to prevent a harvester from making inappropriate cutting decisions (e.g., cutting pulpwood logs from a stem section suitable for sawlog production), log values may usually be adjusted only within a certain price range (e.g., ± 5% from the original log value) definable by a harvester operator via a so-called adaptation factor.

In the close-to-optimal method, a harvester, instead of manipulating log values, keeps track of the desirability (priority) of each length-diameter combination within each log product, based on continuous comparison between the demand and actual output distributions of logs (Bergstrand 1989, 1990, Ahonen and Lemmetty 1995, von Essen and Möller 1997a, Vuorenpää et al. 1999). In the normal implementation, the harvester first generates a number of alternative bucking patterns for each stem: (1) the bucking pattern attaining the maximum total stem value (i.e., the bucking pattern suggested by the pure bucking-to-value optimization); and (2) all the bucking patterns with total stem values not deviating more than the given maximum (say, 5%) from the value of the solution of the bucking-to-value optimization. Given the product-specific priority matrices (priority tables), the harvester then calculates the total desirability value (priority value) of each bucking pattern generated at the previous phase. In the final step, the harvester cuts the tree into logs following the bucking pattern with the highest total desirability value (priority value) and, on completing the cutting procedure, updates all the relevant priority matrices.

Most CTL harvesters currently on the market apply the close-to-optimal method for fitting the log output distributions to the mill’s demand distributions (Sondell et al. 2001, Möller et al. 2002). Two recent studies (Möller et al. 2002, von Essen and Möller 1997a), however, clearly show that in real-life harvesting operations there are no large performance differences between the adaptive price list method and the close-to-optimal method in regard to the maximum fit achieved between the log output and log demand distributions. The adaptive price list method, however, seems to reach this maximum goodness-of-fit level somewhat more slowly than the close-to-optimal method. This is probably because the close-to-optimal method immediately starts cutting logs of a high desirability (priority) because at the beginning of the harvesting process the cumulative output matrices are empty and thus the priority matrices equal the original demand matrices. For the same reason, the adaptive price list method cannot adjust the log prices right after the cutting of the first tree stem, but has to wait until a sufficient number of logs have been accumulated.
in the output matrix of each log product. This may require cutting several dozen tree stems, depending on the stand structure and tree characteristics.

1.1.4 Optimization of value and demand matrices

Forest stands in typical Finnish conditions quite often differ considerably from one another in terms of stand structure and the characteristics of individual trees (see also Laroze 1999). This is true even if stands are growing in similar climatic and topographic conditions, and even if of the same biological age, site type, developmental stage (e.g., a young thinning, an advanced thinning or a mature stand), species mixture and size in area. Tree density (stems/ha) and the spatial pattern of trees (i.e., how they are distributed over the whole stand area), for example, may vary greatly from stand to stand. Similarly, the height, diameter and quality distributions of trees are usually more or less stand specific. The value (price) and demand (target) matrices, on the other hand are control tools; that is, their task is to affect a harvester’s bucking process in such a way that the final bucking outcome matches both the mill demands and the forest owners’ interests as close as possible. Apparently, because stands may be different in many respects, the same control action may not be equally efficient for all stands: i.e., a matrix combination performing well in one stand may not do the same in another stand (von Essen and Möller 1997a). An obvious question is whether we could improve the bucking outcome by adjusting the value and demand matrices prior to the actual harvesting operation.

So far, pre-control of value and/or demand matrices has been addressed in few studies, mainly for the following reasons.

First, although the fully mechanized cut-to-length harvesting system has gained ground worldwide, timber harvesting in many countries is still carried out by the tree-length and full-tree methods (Pulkki 1997, Godin 2001, Greene et al. 2001). Accordingly, the concepts of price and demand matrices as well as the adaptive price list and close-to-optimal techniques may be relatively unfamiliar to many operating in the field of bucking optimization although the bucking-to-value principle, for example, is a widely-known and widely-used optimization technique. Furthermore, in North America, for example, it seems to be more normal to specify the target numbers or volumes (proportional or absolute) for log lengths, rather than for each feasible diameter-length(-quality) combination of logs separately (e.g., Sessions et al. 1989, Pickens et al. 1997, Murphy et al. 2004). This tradition, however, may be slowly changing as more focus is being put on maximizing value recovery (Coyner 2004).

Second, in Sweden, where the bucking optimization systems for CTL harvesters were originally developed in the early 1990s, price matrices (or price lists as they are called in Sweden) controlling the bucking process on harvesters cannot freely be altered while harvesting. This is simply because the matrices agreed in the negotiations between the landowner and the forest industry representative actually determine the amount of money paid for logs of various sizes and qualities. In Sweden, a harvester thus seeks to assign each tree stem a bucking pattern maximizing the forest owner’s sales income. As already stated, since a bucking policy of this kind may, however, not result in a log outcome optimal for the demands of customer orders, a more flexible bucking-to-order optimization principle was developed that considers both forest owner’s and forest industry’s interests.

In Finland, on the other hand, all logs within the same product (e.g., Scots pine sawlogs, Norway spruce veneer logs, etc.) share the same unit price per volume (€/m³) whatever their physical dimensions are; some premium is usually being paid for logs of the highest
quality though. What is even more important is that these timber market prices paid to Finnish forest owners need not have anything to do with the individual log values of the corresponding price matrices; that is, the stumpage prices do not actually control the bucking process on harvesters as is the case in Sweden. Consequently, one may freely assign each log product an initial price matrix and make further changes to it while harvesting to help achieve the desired log output distribution. A forest owner’s interest is safeguarded by converting each distinct stem section into logs of the highest value product possible (i.e., a stem section available for sawlog production, for example, is fully exploited as sawlogs up to the point where the stem diameter equals the SED of that particular sawlog product).

Despite an opportunity to generate stand-specific price matrices, the standard practice in Finland has been to cut all stands allocated for harvesting within the same time horizon under the control of the same price matrix set. The common view has been that no pre-control of price matrices is needed, because the on-line bucking-to-order procedure accommodates the log output distributions to the desired ones. This view, however, is mainly based on the results of bucking simulations using a few intuitively generated price matrix candidates within few stands (e.g., Vuorenpää et al. 1997) and has never been tested properly.

Similarly, the pre-control of the overall demand matrix of each log product into stand-specific sub-targets has been considered unnecessary. Imponen (2001a), for example, states that the only thing that matters is the forest-level fit between the overall log demand distribution and the actual cumulative log output distribution. Thus, although the use of the same demand matrix may result in a poor stand-level fit between the demand and output distributions, the overall fit at the forest level may still be quite good. This is because stands of different sizes, ages and structures are likely to produce different log output distributions which, when combined together, may provide a good match to the overall log demand distribution. However, this is not to say that allocating the overall demand into stand-specific sub-targets would not make the fit between the demand and output distributions at the forest level any better, or get the same fit at a better value.

Näsberg (1985) demonstrates that, when bucking on harvesters is controlled by the price matrices only, achieving the target log output distribution usually requires using more than one price matrix per product. Näsberg formulated his penalty-based approach to finding an optimal price matrix set as a goal interval programming model (GIP) and solved it using the same iterative Dantzig-Wolfe column generation – decomposition technique as did Eng and Daellenbach (1985), Eng et al. (1986) and Mendoza and Bare (1986). That is, each iteration cycle in Näsberg’s model consists of three interrelated steps. (1) Given the prices of all feasible diameter-length combinations of logs in a matrix form, determine an optimal bucking pattern for each stem class (actually for a representative tree in each stem class) using the longest route bucking algorithm. (2) Check to see if any of the bucking patterns generated in step 1 can help in achieving the desired log output distribution. This is done by solving the dual problem to the restricted version of the original upper-level GIP problem (a so-called RMP problem), the solution providing the marginal value for the increase in the number of trees in each stem class. If the value of the optimal bucking pattern from step (1) exceeds the marginal value of the corresponding stem class, this bucking pattern is then introduced into the RMP as a new column. (3) Solve the RMP problem with the new bucking patterns added from step (2) and check whether the resulting log output distribution matches the demand distribution perfectly. If not, first determine a new price for each log class: (a) in the case of a log surplus, subtract the marginal cost for additional
logs from the original price; and (b) in the case of a log shortage, add a marginal value for additional logs to the original price. The marginal values and costs for various log classes come from the solution to the dual of the RMP problem. Using these new log class values, determine an optimal bucking pattern for each stem class (i.e., go back to step (1)). The optimal solution from this iterative DP-GIP procedure defines the number of times each bucking pattern is applied to each stem class (i.e., how many trees in each stem class should be bucked using a particular cutting pattern). Because a bucking pattern generated for each stem class at each iteration is the result of applying a particular price matrix to value bucking all trees in a given tree population, the optimal solution actually defines the frequency with which each price matrix generated should be used for each stem class.

Näsberg’s optimization approach (1985) is advantageous in the sense that it provides an optimal solution which is operationally straightforward to implement on modern CTL harvesters. The main problem associated with this approach is that it requires that all trees be classified into stem classes defined by DBH and further assumes that all trees in the same DBH class are of the same size and taper. While probably valid in some plantation forests, this assumption may not be true in typical Nordic conditions, as can be seen in Fig. 4. Thus, as Näsberg admits, a bucking pattern which is optimal for a tree stem selected for a representative tree in a certain stem class may be highly sub-optimal for other trees in the same stem class. If stem classes were defined not only by DBH but also by tree height and quality, for example, the homogeneity within each stem class would probably be much better. This would result in at least near-optimal bucking patterns for all trees in the same stem class. But as Näsberg and Pickens et al. (1997) state, designing such a multidimensional stem classification scheme is difficult for both softwoods and hardwoods. Even if we managed it, how is it possible – usually without any detailed measurement data on the tree characteristics – to identify the correct stem class for each tree to be harvested. Furthermore, increasing the number of potential stem classes inevitably increases the number of decision variables in the optimization model and thus the computational burden of the model.

It should be stressed that Näsberg (1985) only applied the bucking-to-value procedure when converting trees into log lengths. His results thus do not show whether there would have been any need to use several price matrices per log product if the log conversion had been carried out using the bucking-to-order procedure. In addition, Näsberg’s approach is clearly a one-product-one-stand optimization model. Neither does Näsberg address the forest-level allocation of the overall demand matrix into stand-specific sub-demands, because his optimization approach operates at the stand level only. Thus, although excellent in many respects, Näsberg’s pioneering work in the field of price matrix optimization cannot provide an exhaustive answer to the question asked at the beginning of this section. That is, could we achieve better log output distributions if we cut each stand using stand-specific price and/or demand matrices rather than standard, non-stand-specific matrices?
Controlling the wood flow from forests to mills in such a way that each mill gets the desired log products in desired quantities and qualities at desired times has recently been seen as an even more important area in wood procurement development than the traditional work to reduce transport and harvesting costs. The field tests with modern bucking-to-order harvester systems, for example, have shown that a revenue increase of up to 10% can be achieved provided that the following prerequisites are met: (1) accurate and reliable pre-harvest information on both forest stands and customer orders is available; (2) stands, in terms of their composition, are well suited to the needs of customer orders; and (3) advanced logistics and communication systems are available (Sondell and Mitchell 2004).

Imponen (2001b) has estimated that improving the fit between the log demand and actual log output distributions at Finnish sawmills by only 5% might contribute additional revenue of €1...€2/m³ of sawlogs. The annual production of sawn timber in Finland is approximately 10 to 12 million m³. Thus, assuming a cubic recovery ratio (CRR) of 0.5 (i.e., 2 m³ sawlogs are needed to produce 1 m³ sawn timber), a better match between the log demand and log output distributions could provide an additional yield of 20...50 million Euros for the Finnish sawmill industry per year.

Figure 4. The tree height distribution by DBH class for 407 Norway spruce (Picea abies (L.) Karst.) trees from a mature spruce-dominated stand of 1.2 ha in southern Finland (stand no. 6 in Uusitalo (1997)). The size of the dot indicates the number of trees represented by each point, the legend at the right hand side showing the correspondence between the various dot sizes and numbers of trees.
1.2 Study framework, objectives and limitations

The starting point in this thesis work is that we have an optimal overall log output distribution available for each given log product. Such an optimal demand matrix can be derived from the end product orders, the sales forecasts for various products, the stocks of the manufactured products at the mill, and the raw material supplies available at the mill and in the forest through the advanced production planning systems such as those described in Usenius (1986, 1999a, 1999b) (Fig. 5). These optimization calculations are usually done in close co-operation between the mill and the timber supply unit. The latter is then responsible for controlling the wood flow from individual stands, with the target being not only to provide the mills with a sufficient volume of wood raw material but also to match that to the desired log output distributions. Even if we ignore the log product allocation between stands, assuming that each given log product is cut in each stand, we can still decide on what kind of value and demand matrices we use on harvesters to control the bucking of tree stems in each stand.

The primary objective of the research presented in this thesis was to test the hypothesis that price and demand matrices adjusted to the unique conditions of each individual stand will perform better than standard, non-localized price and demand matrices. The performance criterion used was the physical fit between the original log demand distribution(s) from a mill and the actual log output distribution(s) from a harvester.

Figure 5. The framework of the thesis. Of the factors affecting the bucking outcome of a modern CTL harvester, only those in the two highlighted boxes will be covered. Figure based on Uusitalo and Kivinen (2001).
Testing this hypothesis requires that we have access to a control/calibration system. This system must carry out the search for well-performing stand and product specific price and/or demand matrices, given the overall log demand distribution for each log product and the stem profiles in each stand to be cut. Because such search tools are largely absent, the secondary objective of this thesis work was to devise an easy-to-implement search system for both stand-level and forest-level matrix optimization.

The third objective was to discover appropriate fitness metrics for the fit between the log demand and log output distributions at both stand and forest levels, and to evaluate their advantages and disadvantages in relation to the requirements for an ideal fitness measure.

The thesis consists of four studies, the first three addressing the first two objectives (Table 1) and the fourth focusing on the third objective. In Study I, a fuzzy control (FC) system was developed to establish a stand-specific price matrix for one log product in one stand at a time (the one-product-one-stand approach). Likewise, Study II focused on comparing the performance of stand-specific price matrices to that of uncontrolled reference price matrices, but with the price matrices of a given log product precontrolled in parallel at the forest level through a genetic algorithm (GA) based system (the one-product-several-stands approach). The modified version of this GA system was further employed in Study III to incorporate the overall log demand distributions into stand-specific sub-demands for all stands and all products simultaneously (the several-products-several-stands approach).

<table>
<thead>
<tr>
<th>Model features</th>
<th>Study I</th>
<th>Study II</th>
<th>Study III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimization level</td>
<td>stand level</td>
<td>forest level</td>
<td>forest level</td>
</tr>
<tr>
<td>Control target</td>
<td>price matrices</td>
<td>price matrices</td>
<td>demand matrices</td>
</tr>
<tr>
<td>Number of log products included in optimization</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Control technique</td>
<td>fuzzy control</td>
<td>genetic algorithm</td>
<td>genetic algorithm</td>
</tr>
</tbody>
</table>
The performance of the various price matrix sets, demand matrix sets and goodness-of-fit measures was tested virtually using bucking simulators rather than real harvesters in the actual forest environment for two reasons: (1) stand-specific price and demand matrices, if designed poorly, might have resulted in a large reduction in the volumes of high-value products and thus large economic losses for both the timber buyer and seller; and (2) it is hard to find several stands with precisely identical composition. All the simulations in the four studies focused on the bucking of Norway spruce (*Picea abies* (L.) Karst.) tree stems only and were carried out under the following assumptions (cf. Fig. 5):

- Trees are fault free, thus making it possible to apply fully automatic bucking (see Uusitalo et al. 2004) while harvesting
- The harvester is able to measure the profile of each tree without any errors in length and diameter values
- The harvester makes no errors in predicting the profile for the unknown part of a tree stem
- The measurements by a harvester and mill measurement systems do not differ (i.e., the harvester and the mill systems perform equally accurately in measuring log diameters and lengths).

This work is carried out from the viewpoint of the forest industry. A price or demand matrix set that yields a log output distribution closely matching the one desired by industry is considered as a good solution regardless of the effects it may have on the volumes of log products harvested in stands and the forest owners’ harvesting income.

### 2 BRIEF INTRODUCTION TO FUZZY CONTROL AND GENETIC ALGORITHMS

#### 2.1 Fuzzy control

A classic control approach is to construct a precise mathematical model of the system or process to be controlled. Then, given the desired output (the requested state) and the actual measured output (the observed state) of the system being controlled, we can assign input variables with values that bring the future state of the system closer to the desired state. Many real-world processes and systems are, however, often so complex, time-varying, full of non-linearities, and/or hit by unpredictable external disturbances that modeling them precisely in a mathematical form is difficult if not impossible (Klir and Yuan 1995, Puolakka 1997). A poor mathematical model, on the other hand, may easily result in erroneous control actions, and produce a large deviation between the desired and actual system states.

Fuzzy control (also termed fuzzy logic control, FLC) is an expert system based on fuzzy logic (Puolakka 1997). Fuzzy logic itself is founded on the fuzzy subset theory first introduced by Zadeh (1965). Unlike the classic set theory, fuzzy set theory also allows for partial membership of a set; that is, an element of a given universal set X (the universe of discourse) may have full membership, full non-membership or partial membership of a given subset A. These degrees of membership are usually determined by a membership function ($\mu_A$) which assigns each element in the universal set a real number within the
interval [0,1], the value of 1 indicating complete membership and 0 complete non-
memberhood, and the values in between intermediate degrees of membership (the closer to
1, the stronger the membership). Similarly, fuzzy logic permits partial truth values rather
than only completely true and completely false as is the case in conventional Boolean logic.

A fuzzy expert system, commonly called a fuzzy controller, replaces the mathematical
model responsible for deriving appropriate control actions in a classic control system. The
system inputs and outputs, however, usually remain unchanged. A fuzzy controller
typically consists of four interrelated modules: a fuzzification module, a knowledge base (a
rule base), a fuzzy inference engine and a defuzzification module.

Prior to the actual fuzzification process, the feasible value range of each input variable
of the fuzzy controller needs to be divided into a few (say, 3-7) equally or unequally sized
sub-ranges (intervals), each labeled with an appropriate linguistic term (e.g., approximately
zero, large positive, very hot, slightly negative and so on). Each linguistic state of each
input variable is then represented by an appropriate membership function; that is, each
linguistic state defined for a given input variable actually represents a fuzzy set, the variable
itself being usually called a linguistic variable. A membership function curve can take any
shape, the only condition being that its values must vary between 0 and 1, inclusive. The
most widely used shapes include the triangle, trapezoid, bell-shape (Gaussian distribution
curve) and sigmoid curves. The selection between these curves is primarily based on the
nature of the control problem to be solved.

The fuzzification sub-process converts the precise measurement value of each input
variable into the degrees of membership of all fuzzy sets defined on that particular input
variable (Fig. 6). That is, fuzzification is a mapping from a set of real numbers (the range of
possible values of an input variable) depicting the state of the process being controlled, to
membership values (degrees of membership) between 0 and 1.

The inference engine performs reasoning about the control actions required to alter the
current state of the system/process to the desired one. The reasoning in a fuzzy controller is
based on a knowledge base (a fuzzy rule base) and the fuzzified input values from the
preceding fuzzification sub-process. The knowledge base contains the relevant control
knowledge in the form of conditional if-then rules:

Rule 1: IF x is A_1 AND y is B_1 THEN z is C_1
Rule 2: IF x is A_2 AND y is B_2 THEN z is C_2
...
Rule n: IF x is A_n AND y is B_n THEN z is C_n

Where x and y are input variables of the fuzzy controller, z is an output variable (i.e.,
represents the control action to be taken), and A_i, B_i, C_i are fuzzy sets defined on x, y and z,
respectively.
The fuzzy inference process actually consists of three sub-processes (Fig. 6). First, the inference process determines the truth value of the premise part (the antecedent) of each rule (i.e., to what degree the rule applies) using the membership values from the fuzzification sub-process and classical or customized fuzzy operators for the logical operations AND, OR and NOT. For example, the logical operations AND and OR are classically resolved using the min and max functions, respectively. The second task is to calculate the degree to which the consequent part of each rule applies. This is usually done by applying either the min or product inferencing method; the former truncates the resulting fuzzy output set at a height corresponding to the truth value of the rule’s premise, while the latter scales the fuzzy output set. In the third phase, all the fuzzy output sets assigned to each output variable are aggregated into a single fuzzy set. The aggregation can be done by taking either the pointwise maximum (max composition) or the pointwise sum (sum composition) over the whole fuzzy set assigned to the output variable by the two preceding subprocesses. Thus, the inference process is often referred to by such terms as max-min inference and sum-product inference.
The output of a fuzzy controller always comprises one or more fuzzy sets (as many as there are control variables). However, a fuzzy set can seldom be used as a direct input into the system/process being controlled but needs to be converted into a single crisp value. This conversion is done by the defuzzification sub-process (Fig. 6).

2.2 Genetic algorithms

Genetic algorithms (GAs) are probabilistic algorithms based on the mechanisms of biological evolution and used for solving complex search and optimization problems (Michalewicz 1996, Mitchell 1996). The appeal of using evolution as a framework for designing problem-solving methods arises from the apparent analogies between evolution and computational problems (Mitchell 1996). First, many computational problems in science and engineering require sifting through an enormous number of potential solutions. This is also precisely what occurs in nature where a huge number of sets of gene sequences are continually tested and changed by evolution. Second, conditions in nature change continually. Thus evolution is in effect seeking solutions in the face of constantly changing circumstances. Clearly, this is often the case with many computational problems. For example, the major challenge in robotics is to get a robot to perform well in a variable environment. Third, many scientific and practical problems in many disciplines are hard to solve because of their extreme complexity. While nature itself is a highly complex system, it has been created by surprisingly simple rules of evolution over millions of successive generations.

Genetic algorithms differ from the conventional search and optimization methods, such as hill climbing, Monte Carlo, random search and greedy methods, in two important respects. First, rather than operating on one solution at a time, GAs process a number of potential solutions in parallel; that is, GAs are population-based algorithms. Second, as in nature, better individuals to solve a given problem are generated by means of three genetic processes: natural selection, recombination (crossover) and mutation.

A typical genetic algorithm consists of an initialization phase and an evaluate-check for the termination-select-crossover-mutate loop. The pseudo-code below (adopted from Michalewicz 1996, Michalewicz and Fogel 2000) describes the basic structure of a GA:

Procedure genetic algorithm
begin
  $t \leftarrow 0$
  initialize $P(t)$
  evaluate $P(t)$
  while (not termination-condition) do
    $t \leftarrow t+1$
    select $P(t)$ from $P(t-1)$
    alter $P(t)$
    evaluate $P(t)$
  end
end

where $P(t) = \{x_1^t, ..., x_n^t\}$ is a solution population for iteration $t$.
In the initialization phase, an initial set of potential solutions is generated randomly, or if some problem-specific knowledge about the most promising search areas is available, some heuristics using this prior information can be applied (Alander 1998, Michalewicz 1996). Next, the performance of each solution candidate is evaluated (i.e., how good the solution is for the problem at hand). The evaluation function, generally termed a fitness function, may be derived directly from the problem itself (as is often the case with function optimization) or it can be a combination of several measures (each assessing the quality of the solutions on a particular criterion) (Beasley et al. 1993a). At this stage, the search process is halted if a predefined stopping criterion is reached. In most cases, the stopping rule simply defines the maximum number of iteration cycles (generations) the GA is planned to run. If the stopping criterion is not met, a new set of potential solutions is created on the basis of the current candidate solutions. At the start, some number of individuals (often equal to the GA population size) are selected from the current population according to a scheme which favors the fitter individuals. This is equivalent to the principle of natural selection, according to which the highly adapted organisms are more likely to survive in changing environmental conditions. In crossover, some of these newly selected individuals are combined with each other to form new solutions to a problem. In the final step, the new population produced by the operators of selection and crossover undergoes a random mutation in which each individual (real-valued representation) or each element in the solution chromosome (binary encoding) has the same small probability of being altered. In this way, the population of potential solutions evolves over successive generations, the goal being to converge toward the globally optimal solution.

Selection, crossover and mutation can all be implemented in many ways. One of the most widely used selection methods is fitness-proportionate selection (also called roulette-wheel selection), in which the probability of an individual being selected to the population of the next generation is proportional to its fitness value (Michalewicz and Fogel 2000, Mitchell 1996). Other selection methods include techniques such as elitism (a fixed proportion of the best individuals is always passed on to the next generation), rank selection (individuals are selected according to their ranks rather than their absolute fitness values), tournament selection (first select two individuals randomly from the population, then select the fitter as a member of the new population), and various “scaling” methods (select individuals according to their expected, “scaled”, values rather than their “raw” fitness values) (Mitchell 1996).

In the context of single-chromosome individuals encoded as classic binary strings (i.e., strings of 0s and 1s), the simplest form of crossover is a single-point crossover (Figure 7a). This type takes two individuals, chooses a crossover position at random, and finally swaps the tail parts of the two parents after the chosen position to form two new individuals (e.g., Beasley et al. 1993a). Two individuals represented as real numbers can be crossbred, for example, by using the average, geometric mean or the extension operator (Beasley et al. 1993b). When applied to individuals represented as bit strings, mutation in its simplest form randomly flips one or more of the bits in each chromosome string (Figure 7b). In real-value coded GAs, individuals can be mutated, for example, by replacing the present value by a random one (random replacement), by adding or subtracting a small, often randomly generated value from the present value (creep), or by multiplying the present value by a random amount close to 1 (geometric creep) (Beasley et al. 1993 b).
The history of genetic algorithms dates back to the 1960s when the American researcher John Holland studied the mechanisms of natural adaptation in order to develop adaptive computer systems (Mitchell 1996). Holland’s idea itself was not new but his implementation with a population-based search strategy employing random variation operators was a totally different approach in the field of evolutionary computation. Holland’s theory (Holland 1992) assumed that good solutions are made up of good building blocks (schemas or schemata). In GAs, individuals with higher fitness values (i.e., with good building blocks) are thus given more opportunity to reproduce than poorly performing ones. This means that seeking the optimal solution(s) focuses on the most promising areas in the search space. However, since selection alone is not able to introduce any new points within the search space, operators providing some random search capability are needed. In crossover, the idea is that recombining good solutions with each other (i.e., merging good building blocks together) may produce offspring with even higher fitness than that of their parents. The role of mutation, in turn, is to try to prevent premature convergence to a local optimum (i.e., mutation attempts to keep up the fitness variance in the population).

3 MATERIAL AND METHODS

3.1 Stands

Fifteen real-world and 10 virtual Norway spruce (Picea abies (L.) Karst.) stands were included in the study. The real forest stands were used in Studies I-III to construct stand-specific price and demand matrices and test their performance against the uncontrolled reference matrices. The virtual stands were created for evaluating the behavior and performance of the four goodness-of-fit measures in Study IV.
The 15 Norway spruce sites were selected as study stands subjectively from stands available for harvesting during the period from summer 1998 to autumn 2000. The primary aim in stand selection was to have a collection of stands showing wide variation in the DBH distributions of spruce trees. As a result, all the most typical DBH distribution shapes – normal with one or more peaks, uniform, left skewed, and right skewed – were represented in the study material (see Fig. 2 in Study III). Fourteen of the 15 stands were clear-felled, and one was a seed-tree cut. The total cutting area of the individual stands ranged from 0.8 to 4.8 ha and the total cutting volume of spruce logs from 191 to 685 m³, with a mean stem size ranging from 302 to 864 dm³. The total number of spruce stems in all 15 stands was 12,389, of which 9,155 stems were classified as non-pulpwood stems. All stands were privately owned and located in southern Finland close to the cities of Lahti and Mänttä. A more detailed description of the characteristics of the 15 study stands can be found in Studies II and III.

Two types of stand-specific price and demand matrices were constructed for each stand included in Studies I-III: (1) matrices adjusted by the real stem data; and (2) matrices adjusted by the estimated stem data. Studies II and III included all 15 Norway spruce stands, while Study I included only 4 of them (only stands 10, 11, 12 and 13 were available at the time when the analyses of Study I were carried out).

The real stem data refers to the stem profiles measured and stored by a harvester while processing trees during the harvesting operation. This data was gathered in each stand by a Ponsse single-grip harvester which measured the stem diameters of each tree from the butt to the top and stored them at 10-cm intervals in one or more stem data files (STM files) following the joint Nordic StanForD standard for harvester data communication (Standard for Forest... 2004).

The estimated stem data refers to the stem profiles derived from the sampling data gathered during a cruise prior to harvesting. Each of the 15 study stands was inventoried by either the author or one of two other experienced forest professionals using the preharvest measurement method developed by Uusitalo (1997). The sampling data, typically consisting of 8 or 10 basal area measurements and roughly 30-50 sample trees measured for at least DBH, was analyzed using the EMO software package planned and programmed by Uusitalo and Kivinen (2000). EMO generates the DBH distribution for each tree species in a stand using the kernel smoothing technique, predicts the tree height distribution for each DBH class of each species using either Lappi’s (1991) or Näslund’s (1936) height model, applies the stem curve equations from Laasasenaho (1982) to create the tree profiles, and finally lists the profiles generated in a text file in STM format.

The 10 virtual Norway spruce stands for Study IV were created using the Weibull function (Bailey and Dell 1973), Näslund’s height model (1936) (parameters a and b taken from Uusitalo (1997)) and Laasasenaho’s stem curve equations for spruce (1982). Five ‘stand types’ were represented: (1) a stand with a normal DBH distribution and a small mean DBH; (2) a stand with a normal DBH distribution and a large mean DBH; (3) a stand with a uniform DBH distribution; (4) a stand with a right-skewed DBH distribution; and (5) a stand with a left-skewed DBH distribution. Two instances of each stand type were constructed: (1) a small stand with 380 spruce stems in total, and (2) a large stand with twice as many trees.

1 Spruce stems were classified into the pulpwood stem category if the dbh was less than 180 mm.
3.2 Demand and price matrices

The overall demand matrices of the two Norway spruce log products (sawlogs and veneer logs) were either direct copies or slightly modified versions of the corresponding matrices used in everyday wood procurement at the time of data collection (Table 2). A slight modification relates to changing the original demand matrix such that the individual target values were specified separately for each diameter-length combination of logs rather than for each length class within each diameter class (i.e., a target by diameter classes is replaced with a so-called target over the entire matrix). This change also required that the individual cell entries be redefined by proportioning the original target values to the given cumulative target sum, either equaling 1 000 or 10 000.

The demand matrix of spruce sawlogs in Study I and one of the two demand matrices tested in Study IV (matrix T1) came from Koskitukki Oy, the wood procurement company of the medium-sized sawmilling company Koskisen Oy. The Study I demand matrix and the T1 matrix of Study IV were, however, not identical in size or in target values. The T2 demand matrix, the other demand matrix of spruce sawlogs in Study IV, was derived from matrix T1 by swapping two adjacent columns.

The demand matrix of spruce sawlogs in the two other studies was obtained from the Finnforest Group’s two sawmills; the Study II matrix from the Vilppula sawmill and the Study III matrix from the Kyröskoski sawmill in Hämeenkyrö. The demand matrix of spruce veneer logs in Study III was based on the matrix originally designed by Koskitukki Oy for Koskisen Oy’s plywood mill in summer 2003.

Similarly, the reference price matrices used to test the performance of the precontrolled stand-specific matrices were either direct copies or slightly modified versions of the price tables designed by either Koskitukki Oy or Metsäliitto Osuuskunta (Metsäliitto) for use with original versions of the overall demand matrices mentioned above (Table 2). The reference price matrices were either uniform matrices (note: in Study I these matrices are called even matrices) with all log class entries sharing the same base value (Study II) or more specifically defined matrices which the companies, in their long-term experiments, had found to perform well in most stands (Studies I and IV). The log values in the Study III price matrices used for testing the performance of stand-specific demand matrices were study-specified. The SED and log length classes were adopted from the corresponding company-designed price tables.

3.3 Bucking simulators

Four bucking simulators were involved in the price and demand matrix performance tests in Studies I-IV (Table 3). Three of them were different versions of the OptiSimu bucking simulator developed by the Ponsse harvester manufacturer, and one simulator (called VP-Simu) was programmed by the author. All the OptiSimu versions used employed the adaptive price list method to accommodate the log output distribution(s) to the desired one(s), while the VP-Simu simulator applied the close-to-optimal principle. None of the four computer programs, however, simulated the bucking process of a real harvester because they were not equipped with a taper prediction capability. That is, all the simulators assumed that after felling a tree, a harvester first delimbs and measures the whole tree length from the butt end to the top, then repositions the harvesting head at the butt end and starts bucking the tree.
Table 2. The main features of the overall demand matrices and the associated price matrices used in the performance tests in Studies I-IV.

<table>
<thead>
<tr>
<th>Study</th>
<th>Matrix feature</th>
<th>Demand matrices</th>
<th>Price matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Spruce sawlogs</td>
<td>Spruce veneer logs</td>
</tr>
<tr>
<td>I</td>
<td>Origin</td>
<td>Koskisen sawmill</td>
<td>Koskitukki Oy</td>
</tr>
<tr>
<td></td>
<td>Matrix size(^a)</td>
<td>20 x 10</td>
<td>20 x 10</td>
</tr>
<tr>
<td></td>
<td>Value range</td>
<td>0 - 272 (per 10 000 logs)</td>
<td>€0–52/m(^3)</td>
</tr>
<tr>
<td>II</td>
<td>Origin</td>
<td>Finnpforest’s Vilppula sawmill</td>
<td>Metsäliitto</td>
</tr>
<tr>
<td></td>
<td>Matrix size(^a)</td>
<td>15 x 7</td>
<td>15 x 7</td>
</tr>
<tr>
<td></td>
<td>Value range</td>
<td>0 – 21 (per 1000 logs)</td>
<td>Uniform matrix</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>€50/m(^3)</td>
</tr>
<tr>
<td>III</td>
<td>Origin</td>
<td>Kyrökoski plywood mill</td>
<td>Metsäliitto</td>
</tr>
<tr>
<td></td>
<td>Matrix size(^a)</td>
<td>14 x 8</td>
<td>14 x 8</td>
</tr>
<tr>
<td></td>
<td>Value range</td>
<td>2 – 19 (per 1000 logs)</td>
<td>10 – 60 (per 1000 logs)</td>
</tr>
<tr>
<td>IV</td>
<td>Origin</td>
<td>Koskisen sawmill</td>
<td>Koskitukki Oy</td>
</tr>
<tr>
<td></td>
<td>Matrix size(^a)</td>
<td>15 x 8</td>
<td>15 x 8</td>
</tr>
<tr>
<td></td>
<td>Value range</td>
<td>0 – 30 (per 1000 logs)</td>
<td>€0-56/m(^3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>€20/m(^3)</td>
</tr>
</tbody>
</table>

\(^a\) number of SED classes x number of log length classes.
### Table 3. Bucking simulators used in the performance tests in studies I-IV.

<table>
<thead>
<tr>
<th>Study</th>
<th>Simulator</th>
<th>Version</th>
<th>Manufacturer</th>
<th>Bucking-to-order optimization method</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Ponsse OptiSimu</td>
<td>2.50</td>
<td>Ponsse Oyj</td>
<td>Adaptive price list</td>
</tr>
<tr>
<td>II</td>
<td>Ponsse OptiSimu</td>
<td>3.01.14</td>
<td>Ponsse Oyj</td>
<td>Adaptive price list</td>
</tr>
<tr>
<td>III</td>
<td>VP-Simu</td>
<td>-</td>
<td>Author</td>
<td>Close-to-optimal</td>
</tr>
<tr>
<td>IV</td>
<td>Ponsse OptiSimu</td>
<td>4.328</td>
<td>Ponsse Oyj</td>
<td>Adaptive price list</td>
</tr>
</tbody>
</table>

#### 3.4 Control systems for generating stand-specific price and demand matrices

3.4.1 *Fuzzy controller for stand-level control*

In Study I, an iterative one-stand, one-product calibration system was constructed that accommodates the initial price matrix to the desired log output distribution given the stem profiles of one tree species. The accommodation is achieved through a closed control loop consisting of a fuzzy controller, implemented in the Matlab 5.2 environment using the Fuzzy Logic Toolbox (Fuzzy logic toolbox...1998), and the Ponsse OptiSimu bucking simulator. The fuzzy controller has two data inputs: (1) a deviation matrix declaring the relative difference between the actual output proportion from the bucking simulator and the proportion desired by a mill for each log class; and (2) the derivative of the deviation matrix showing the rate of change in the deviation (error) for each log class. Similarly, the output variable of the fuzzy controller is a matrix defining the relative change in the price of each log class (diameter-length category). The value ranges of both input variables and the output variable were divided into five linguistic states: negative large, negative, zero, positive and positive large. These states are expressed using either triangular or trapezoidal membership functions (fuzzy numbers).

Fuzzy reasoning about the appropriate price change in each log class matrix is based on the fuzzified values of the two input matrices and a fuzzy rule base consisting of 25 if-then implications and implemented using min inferencing and max composition. As a result, each log category is assigned a fuzzy output set that is then converted into a crisp output value (price change) by applying the popular centroid method which returns the centre of gravity for the area under the curve of the fuzzy output set (Klir and Yuan 1995). The resulting log-class-wise price changes are then applied to the present price matrix to produce a new one to be used by the bucking simulator for controlling the bucking process at the next iteration cycle.

This control loop was iterated 60-70 times until no significant progress in the fitness measure was observed. The fit between the log demand and actual log output distributions was measured using the traditional metric, commonly called the apportionment index (AI)
or apportionment degree (outlined in detail in Study IV), first introduced in forestry by Bergstrand (1989).

The number of fuzzy sets defined for the two input and one output variables, and the shapes and locations of the associated membership functions, were determined by experimenting with the performance of several different fuzzy controller versions in one of the four study stands. The parameter combination that yielded the highest AI value during 60-70 iteration cycles in the test runs was selected for use in the actual performance tests.

3.4.2 GA systems for forest-level control

The two forest-level search systems for generating either stand-specific price matrices for one log product (Study II) or stand-specific demand matrices for several log products (Study III) were based on a genetic algorithm approach. The GA system in both studies comprises an actual GA module and an embedded bucking algorithm, both written in the C language. The bucking algorithm in Study II follows the bucking-to-value optimization principle and is implemented using Näsberg’s forward reaching DP technique (1985). Study III, however, employs the bucking-to-order optimization to convert trees into logs, with the algorithmic implementation of the close-to-optimal method following Bergstrand’s guidelines (1989).

The main body of the GA module was similar in Studies II and III. First, candidate solutions in both studies were encoded as real-valued price or demand matrix strings, with the number of matrices in each string being equal to the number of stands and log products included in the optimization. Thus, assuming a population size of \( n \) with \( k \) log products to be cut in each stand, the solution populations in Study II took the form of a two-dimensional table with \( n \) rows \( (k = 1) \). In Study III the solution populations were three-dimensional tables consisting of \( n \) rows, each row having \( k \) matrices for each stand. Second, the starting matrix population in both studies was initialized similarly, by assigning a random integer to each matrix entry (i.e., each log category) from a given value range. The crossover and mutation operators were also the same for the GA module in both studies. In the crossover, two matrix strings (candidate solutions) were selected randomly and combined stand- and product-wise together to form a new offspring matrix through a uniform crossover operator. In the mutation, the cell values in each matrix of each solution string were exposed to a random change. The crossover and mutation rates, however, were not the same for the two studies. In Study II, the crossover rate varied from 0.5 to 0.8 (depending on the degree of elitism used in the performance tests) and the mutation rate from 0.001 to 0.02. The corresponding rates in Study III were 0.9 and 0.01.

While having much in common, the GA modules of Studies II and III also had some distinct differences. First, the GA in Study II used elitism to perform selection while the GA in Study III applied tournament selection with a tournament size of two. The former method always selects a given fixed number of the best individuals to be passed on to the next generation. The latter method randomly selects two individuals from the present population, with the better (the one with the higher fitness value) being chosen to be a member of the next generation’s population. Second, the fitness score assigned to each matrix string was calculated differently: Study II used the traditional apportionment index; and Study III used a fitness measure based on the statistical \( \chi^2 \) goodness-of-fit test (hereafter referred to as the \( \chi^2 \) measure). Both tests return a value indicating how closely the actual bucking outcome as a whole matches the desired outcome at the forest level; the
higher the test value, the higher the overall similarity between the log demand distribution(s) and the cumulative log output distribution(s).

### 3.5 Experimental tests

Two tests with the developed fuzzy control system were conducted in **Study I**. The first focused on testing the system’s ability to derive a known price matrix for each study stand. This testing was done by initiating the fuzzy system with an arbitrary price matrix (two different matrices were included in the test) and a demand matrix (produced by the known price matrix under the bucking-to-value optimization) and running the system 55-100 times. The comparison between the known price matrix and the two fuzzy controlled price matrices was carried out indirectly by calculating the apportionment index between the log distribution produced by the known price matrix and the log output distribution produced by the fuzzy controlled price matrices. The second test compared the performance of the fuzzy controlled price matrices against that of the reference price matrices. The price matrices were fuzzy controlled by both the stem data gathered by a harvester (real stem data) and the stem data compiled from the EMO measurements (estimated stem data). The performance measure was the apportionment index between the desired output matrix and the actual output matrix from the simulator. The bucking simulations were carried out under both the bucking-to-value and bucking-to-order optimizations.

Three different tests to evaluate the performance of the GA search system were carried out in **Study II**: (1) a test consisting of 10 separate runs with the same parameter set to see the variation in the system output (i.e., the best fitness value achieved during the iteration cycles); (2) a test exploring the effects of the population size, mutation rate and degree of elitism on the system output value, with each parameter effect tested at three levels; and (3) a test comparing the performance of GA-controlled price matrices to that of the uncontrolled reference price matrices. In the performance test, the GA system was first run for 1 000 iterations to assign each stand an optimum price matrix. The GA runs were done with both the harvester-collected and predicted stem data on the 15 study stands. Each stand was then cut with a bucking simulator (Table 3) using three different bucking strategies (see Table 3 in Study II): Strategy 1 used a uniform price matrix (a reference matrix) and an adaptation factor value of 20%; Strategy 2 used a GA-controlled price matrix (with the GA process allowing max. ±10% price variation from the uniform matrix price of 300) and an adaptation factor of 10%; and Strategy 3 used a GA-controlled price matrix (with the GA process allowing max. ±20% price variation from the uniform matrix price of 300) and the bucking-to-value optimization (i.e., adaptation factor = 0%). In all three bucking alternatives tested the demand matrix for spruce sawlogs was that used at FinnForest’s Vilppula sawmill during the winter of 2000 (Table 2). The fit between the desired log output matrix at the Vilppula sawmill and the log output matrices from the simulations conducted was evaluated using the AI measure.

**Study III** included two tests: (1) a stochasticity test identical to test 1 in Study II; and (2) a performance test much similar to test 3 in Study II. In the first phase of the performance test, the GA system was run for 500 iterations with both the harvester-collected and EMO-generated stem data of the 15 study stands. Concerning the parameters of the close-to-optimal method, two different parameter settings were applied in the GA runs: (1) a setting referred to as 5%/10; and (2) a setting referred to as 20%/20. These settings mean that for each stem the best 10 or 20 bucking patterns with values not
deviating more than 5 or 20% from the value of the bucking-to-value solution comprised
the bucking pattern set from which the one with highest overall priority value was then
selected for implementation. In the second phase, the bucking of each of the 15 study stands
was simulated using both the bucking-to-value and bucking-to-order optimizations. The
bucking-to-order simulations were carried out for both types of GA-controlled demand
matrices (i.e., those adjusted by the real stem data and those adjusted by the estimated stem
data) under the control of the same two parameter sets (5%/10 and 20%/20) as used in the
GA runs. The bucking-to-value procedure was applied to the reference demand matrices
only. Thus, seven different bucking simulations were carried out in each study stand. The
fitness comparison between the overall log demand matrices and the cumulative log output
matrices was done using the $\chi^2$ measure.

Study IV was divided into two parts. The theoretical part first listed four essential
characteristics required from an ideal goodness-of-fit measure for assessing the fit between
the log demand and log output distributions. Four potential fitness measures were then
introduced along with their mathematical representations: the apportionment index (also
called apportionment degree), the $\chi^2$ measure, Laspeyres’ quantity index and the price-
weighted apportionment index (degree). Finally, each measure was evaluated in relation to
the requirements of the ideal fitness measure. The experimental part consisted of two
simulation-based tests: one for exploring the behavior of the four measures in ten generic
stands cut using two different price-demand matrix sets; and the other for analyzing the use
of each of these measures as a decision criterion for choosing which of the two potential
sawmills each stand should be directed to (i.e., which of the two demand matrix alternatives
should be used for controlling the bucking in each stand). In this latter test, a stand was
allocated to the sawmill whose demand matrix for spruce logs – according to the goodness-
of-fit measure applied – best suited the stand. The resulting log output distribution in each
stand was valued by log prices derived from the end product market through an advanced
sawing planning system. These individual total log values were then added to assign an
overall total log value to the chosen allocation policy. The reference value was obtained by
cutting each stand according to the demand matrix alternative providing the higher total log
value, and aggregating these values across all stands.

4 RESULTS

4.1 Control of price matrices at stand level (Study I)

The fuzzy control system did not manage to derive the desired price matrix from either of
the two starting price matrices. When the search for the desired price matrix started from
the uniform price matrix (all diameter-length entries with a non-zero target proportion had
the same relative log price of 300), the average relative difference in log prices in the four
test stands varied between 6.0 and 6.5%. When using the random price matrix as a starting-
point for the search, the corresponding difference varied between 5.3 and 6.0%. It is thus
quite understandable that the log output distributions generated by these fuzzy controlled
price matrices did not perfectly match the log output distribution produced by the known
price matrix in any of the four study stands. Still, the fit between the ‘desired’ output log
distribution and the ‘fuzzy controlled’ log output distributions was rather good as the
The apportionment degree exceeded 92% in all study stands regardless of whether the fuzzy system was initiated by the uniform or random price matrix.

The effect of the pre-control of price matrices on the bucking outcome was clearly dependent on the adaptation factor employed in the bucking simulations (Fig. 8). According to the 3 x 3 factorial ANOVA (Table 4), the interaction between the price matrix and the adaptation factor was even statistically significant.

When the bucking simulations were carried out using the bucking-to-value optimization (i.e., the adaptation factor equaled 0%), the price matrices controlled with the harvester-collected stem data outperformed the Koskitukki base matrix ($p < 0.001$; pairwise comparisons of the means using the Tukey test). The performance difference between the Koskitukki base matrix and the price matrices adjusted using imperfect stem data was much smaller ($p > 0.2$).

Moving from bucking-to-value to bucking-to-order optimization improved the fit between the log demand and log output distributions for both the base price matrix and the price matrices pre-controlled by the pre-harvest inventory data (Fig. 8). This improvement was also statistically significant at the level of 0.001. No similar improvement in the apportionment degree occurred with price matrices adjusted with the harvester-collected stem data. In fact, with these matrices, doubling the adaptation factor from 10 to 20% produced a slight reduction in the goodness-of-fit values. At both the non-zero adaptation levels, the price matrices controlled by perfect stem data outperformed the base price matrix and the price matrices adjusted by the predicted stem profiles (Fig. 8). This outperformance also reached a statistical significance ($p < 0.001$ for the adaptation level of 10%, and $p < 0.05$ for the adaptation level of 20%).

It is important to note that the fuzzy system, while seeking the best price matrix for a given stand, was allowed to change the log prices by a max of $\pm 20\%$ from the prices of the base matrix. Thus, when the bucking simulator in bucking-to-order optimization was allowed to change log prices by another $\pm 20\%$, the maximum change in price was actually as large as -36 or +44$\%$ from the original. This is to say that the simulation results obtained with the base price matrix at an adaptation level of 20%, for example, are not in fact comparable to the results obtained with the fuzzy controlled price matrices at the same adaptation level. Instead, because the changes made to the original log prices by the fuzzy system varied in all stands but one between -15.4 and +16.5$,\%$, the simulation results obtained with the fuzzy controlled matrices at an adaptation level of 10% should preferably be compared to the results obtained with the base matrix at an adaptation level of 20%. When the comparison is done this way, the price matrices controlled with the fuzzy system using the real stem data still performed better than the base matrix ($p < 0.05$), which in turn performed better than the matrices adjusted by the pre-harvest inventory data ($p > 0.07$).

The adjustment of log prices, whether done prior to or during the bucking simulation, resulted in a slight loss in the volume of spruce sawlogs with few exceptions. For example, when the stems were bucked under the control of the base price matrix, the shift from bucking-to-value to bucking-to-order optimization with a $\pm 10\%$ price change allowance dropped the sawlog volume by a maximum of 1.4$.\%$. Similarly, when the bucking simulator applied bucking-to-value optimization, a volume reduction of 0.9 to 2.3$\%$ was produced by replacing Koskitukki’s base price matrix by the price matrix controlled by the real stem data.
Figure 8. The mean performance of the three price matrices at three adaptation factor levels (0% = bucking-to-value optimization) in four mature Norway spruce (*Picea abies* (L.) Karst.) stands.

Table 4. Analysis of variance of the effects of price matrix and adaptation factor on the apportionment degree.

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>d.f.</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocks (stands)</td>
<td>536.279</td>
<td>3</td>
<td>178.760</td>
<td>24.961</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Main effects:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price matrix</td>
<td>942.726</td>
<td>2</td>
<td>471.363</td>
<td>65.818</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Adaptation factor</td>
<td>825.620</td>
<td>2</td>
<td>412.810</td>
<td>57.642</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Interaction:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price matrix x Adaptation factor</td>
<td>340.010</td>
<td>4</td>
<td>85.002</td>
<td>11.869</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Error</td>
<td>171.878</td>
<td>24</td>
<td>7.162</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2816.513</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2 Control of price matrices at forest level (Study II)

Although representing a stochastic process, the GA-based search system behaved quite similarly and thus gave quite similar results in the 10 test runs under the same parameter set (number of iteration cycles = 500, population size = 30, degree of elitism = 1/3, and mutation rate = 0.01). As is usual with evolutionary algorithms, the largest improvements in the solution quality of the price matrix strings generated by the GA system appeared within the first 100 iterations after which the best matrix string at each iteration cycle showed only a small rise in the apportionment degree. The best apportionment degree achieved after 500 iteration cycles varied between 74.1 and 75.5% with a mean of 74.8% and standard deviation of 0.398%. The mean rise in the best apportionment degree on an absolute scale was 15.4 percentage points, from 59.4 to 74.8%.

The parameter test exploring the effects of 27 different parameter combinations on the performance of the GA system suggested that a large population size, a low mutation rate and a small amount of elitism be used. Accordingly, the subsequent runs with the GA system for determining stand-specific price matrices were carried out by setting the population size (i.e., the number of price matrix strings in each generation) at 100, the elitism at 33.3% (1/3), and the mutation probability at 0.001 (0.1%).

Strategy 1 performed best at the stand level, as expected. The performance of Strategy 2, however, was not much behind. When the prior control of price matrices was done with the harvester-collected stem data, Strategy 1 outperformed Strategy 2 by 3.9 percentage points on average. When the prior control of price matrices was done using the estimated stem data, the average performance difference between Strategies 1 and 2 was 5.7 percentage points. Strategy 3 performed worst; this is quite natural because in Strategy 3 the log prices were not allowed to change to reflect the differences between the log demand and actual log output distributions observed during the simulation process.

At the forest level, provided that the price matrices were adjusted by the real stem data, all three strategies performed equally well, producing an overall fit of approximately 79%. However, when adjusted by the pre-harvest inventory data, the stand-specific price matrices performed somewhat worse than the uniform price matrix. The reduction in the apportionment degree was 1.1 percentage points when applying Strategy 2 instead of Strategy 1 and 3.6 percentage points when bucking trees under Strategy 3, instead of Strategy 1.

Strategy 2 produced the largest volume of spruce sawlogs at the forest level regardless of whether the price matrix adjustment was done using the real or estimated stem data, with the total spruce sawlog volumes being 5 183 and 5 200 m³, respectively. Strategy 1 yielded the second largest log volume, 5 166 m³. The lowest log volumes were given by Strategy 3, being 5 157 m³ for the price matrices adjusted by the real stem data and 5 159 m³ for the price matrices using the estimated stem data.²

4.3 Control of demand matrices at forest level (Study III)

The stochasticity test showed that the GA system for generating stand-specific log demand distributions behaved much the same as the GA system for generating stand-specific price matrices in Study II. First, the highest overall goodness-of-fit value (GOFtot) found at each

² This is wrongly stated in Study II, line 28, 2nd column on page 706.
iteration cycle (i.e., the quality of the best demand matrix string found at each iteration cycle) evolved rapidly within the first 100 iteration cycles (generations) after which only small improvements were seen in the GOF\text{tot} value. Second, the 10 test runs of the stochasticity test showed no great variation in the maximum GOF\text{tot} value achieved during the 500 iteration cycles, the maximum GOF\text{tot} value ranging from 0.189 to 0.201 (from 0.741 to 0.755 in Study II) with a variation coefficient of 0.017 (0.005 in Study II). There was, however, quite a large variation in the number of iteration cycles needed to evolve a matrix string producing the highest goodness-of-fit value at the forest level. Such a matrix string was found at iteration cycle 113 at the earliest and at iteration cycle 492 at the latest. The average number of cycles required was 289.

In the performance test, the overall fit between the log demand and log output distributions at the forest level was higher when the bucking simulations were carried out using the stand-specific demand matrices rather than the uncontrolled reference demand matrices. This was true regardless of whether the stand-specific demand matrices were created using the real or the estimated stem data. When generated by the GA system using the real stem data, the stand-specific demand matrices performed 32% better for the 5%/10 parameter set and 103% better for the 20%/20 parameter set. The corresponding figures for the stand-specific matrices adjusted by the estimated stem data were 22 and 79%. The GA-controlled demand matrices, whether they were generated using the real or estimated stem data, also outperformed the reference demand matrices in most stands for both parameter settings. It was no great surprise that the bucking-to-value optimization performed worst at both the stand and forest level, obviously because no adjustment of log prices to accommodate the log output distributions to the desired ones was allowed while harvesting.

Cutting spruce trees using the bucking-to-order procedure, regardless of whether the bucking process was controlled by the stand-specific or non-stand-specific demand matrices, did not affect the total log volume at the forest level. However, it did affect how the total log volume was split up between different log products. In general, when more ‘freedom’ was given in the bucking-to-order procedure in terms of the maximum deviation and the number of alternative bucking patterns to be explored, there was a larger reduction in the total volume of spruce sawlogs and veneer logs produced (and correspondingly a larger volume of spruce pulpwood logs). When the bucking was done under the control of the 5%/10 parameter set, the volumes of both spruce sawlogs and veneer logs dropped less than 1% from the amounts produced by the pure bucking-to-value procedure applying the uncontrolled reference demand matrices. However, when the 20%/20 parameter was used to control the bucking-to-order procedure there was a moderate rise in the volumes of sawlogs (+18.0 to +22.4%) and pulpwood logs (+22.8 to +34.2%) but a very large drop (-58.1 to -44.9%) in the volume of veneer logs.

### 4.4 Analysis of four goodness-of-fit measures (Study IV)

There was quite a large variation in the values returned by the four measures for the fit between the same two log distributions. However, one clear regularity was observed. Regardless of the stand and demand matrices used in fitness calculations, the $\chi^2$ measure always provided the lowest fitness value (a range from 0.13 to 0.36) while Laspeyres’ quantity index always produced the highest (a range from 0.67 to 1.23), with the values of the traditional and price-weighted apportionment degrees lying in between these two. For example, when stand C1 (a stand with 380 spruce stems distributed uniformly across all
DBH classes) was cut under the control of demand matrix T1, the similarity between the resulting output distribution and demand distribution T1 was assigned the following values: 1.23 by Laspeyres’ quantity index, 0.74 by the traditional apportionment degree, 0.80 by the price-weighted apportionment degree, and 0.33 by the $\chi^2$ measure.

Rank-ordering the 10 generic study stands for both demand matrices according to the fitness scores resulted in the lists shown in Table 5. As can be seen, the only thing all four measures agreed on was that stand A1 (a spruce stand with a normal DBH distribution, a small mean DBH and 380 spruce stems in total) provides the poorest and stand A2 (like stand A1 except that the number of stems was double that of A1) the second poorest fit between the log demand and log output distributions for both demand matrices T1 and T2. Both Laspeyres’ quantity index and the price-weighted apportionment degree concluded that stands C1 and C2 (like stand C1 but 760 stems in total) qualify best for the T1 and T2 demand matrices in this particular order. This conclusion was not applicable to the apportionment degree or the $\chi^2$ measure. The apportionment degree indicates that stand B1 (a stand with 380 spruce stems in total, a large mean DBH, and a normal DBH distribution) and E1 (a left-skewed DBH distribution with 380 stems in total) best satisfy the needs of demand matrices T1 and T2 respectively, while the $\chi^2$ measure considered stand B1 as the best choice for both demand matrices.

The behavior of each of the four goodness-of-fit measures was further analyzed by using the fitness values calculated as the decision criterion by which of the two potential demand matrices each stand should be cut (i.e., to which of the two potential sawmills each stand should be directed). Allocating each stand to the alternative providing the highest fitness value yielded the allocation decisions shown in Table 6. All measures agreed that stands A1, B1, B2 (like B1, but twice as many trees), D1 (a right-skewed DBH distribution with 380 stems in total), and E1 should be allocated to sawmill 2 (i.e., cut according to demand matrix T2) and stand C1 to sawmill 1. The allocation strings generated by the traditional and price-weighted apportionment degrees were actually identical and thus also resulted in the same total log value (€290 456). The highest total log value (€290 788) resulted from allocating stands according the $\chi^2$ measure while the lowest value (€290 442) was provided by the allocation based on Laspeyres’ quantity index.

The theoretical part of Study IV listed four requirements for an ideal measure for comparing the actual log output distributions to the corresponding demand distributions: (1) comparability of the goodness-of-fit values between stands of different sizes, (2) comparability of the goodness-of-fit values based on the demand matrices of different sizes, (3) aggregation of the product-wise goodness-of-fit values into one stand-wise fitness score, and (4) simplicity and ease of use. Requirements (1) and (2) address the problems often encountered by forest managers in practice of which stand or group of stands suits the given demand matrix best, or vice versa, which demand matrix suits the given stand or group of stands best (i.e., to which mill each stand should be allocated from among several possible choices). Requirement (3) emphasized the ability of a measure to evaluate the goodness of the bucking outcome as a whole, not only for each log product separately. There is no need to mention that an ideal fitness measure should be easy to use and its results should be easy to interpret.
Table 5. The performance order of the 10 generic Norway spruce (*Picea abies* (L.) Karst.) stands (A1, A2,...,E2) for log demand distributions T1 and T2 according to four goodness-of-fit measures. The stands are listed in decreasing order of goodness-of-fit value.

<table>
<thead>
<tr>
<th>Goodness-of-fit measure</th>
<th>Apportionment degree</th>
<th>$\chi^2$ measure</th>
<th>Laspeyres’ quantity index</th>
<th>Price-weighted apportionment degree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
<td>T1</td>
<td>T2</td>
</tr>
<tr>
<td>B2 E1 B1 B1 C1 C1 C1 C1</td>
<td></td>
<td></td>
<td></td>
<td>C1 C1</td>
</tr>
<tr>
<td>E2 B1 E1 E1 E1 E1 B2 E1</td>
<td></td>
<td></td>
<td></td>
<td>B2 E1</td>
</tr>
<tr>
<td>B1 C1 B2 C1 E2 B1 E1 B1</td>
<td></td>
<td></td>
<td></td>
<td>E1 B1</td>
</tr>
<tr>
<td>D2 D2 D1 D1 D2 D2 D2 D2</td>
<td></td>
<td></td>
<td></td>
<td>D2 D2</td>
</tr>
<tr>
<td>D1 D1 D2 D2 D1 D1 D1 D1</td>
<td></td>
<td></td>
<td></td>
<td>D1 D1</td>
</tr>
<tr>
<td>A2 A2 A2 A2 A2 A2 A2 A2</td>
<td></td>
<td></td>
<td></td>
<td>A2 A2</td>
</tr>
<tr>
<td>A1 A1 A1 A1 A1 A1 A1 A1</td>
<td></td>
<td></td>
<td></td>
<td>A1 A1</td>
</tr>
</tbody>
</table>

The theoretical analysis concluded that all four measures fully satisfy requirement (3), requirements (1) and (4) partly, and requirement (2) poorly. Basically, because of operating with relative proportions rather than with the actual numbers of logs, each of the four measures takes the stand size into account at least to some extent. Still, two stands with the same number of logs harvested can be quite different in regard to the total number of merchantable trees and can thus perform quite differently in matching the desired log output distribution(s). On the other hand, is this not actually what the fitness measures are originally designed to show? Stands with a small number of stems or a large number of small-sized stems are likely to match the log demand distribution more poorly than stands with a large number of stems and/or a wide DBH distribution. In theory (Koskela et al. 2007), large-size demand matrices (i.e., matrices with a large number of log classes) tend to be much more difficult to satisfy than small-size ones. None of the four goodness-of-fit measures tested, however, can take this fact into account directly. The $\chi^2$ statistic could do this indirectly through the calculation of the statistical significance level (i.e., computing the p-value for the fit between the demand and output distributions). However, the mismatch between the log demand and log output distributions need not be large to cause the $\chi^2$ statistic to judge the distributions entirely different (i.e., rejecting the null hypothesis that the distributions are equal). From the practical point of view, using the p-value as the
The goodness-of-fit measure is thus not a very good choice. All four fitness scores are relatively easy to compute but some interpretation difficulties may arise because of the large variation in the magnitude of the fitness values between different measures.

Table 6. The decisions made by the four goodness-of-fit measures according to which of the two demand distributions, T1 or T2, each of the 10 generic Norway spruce (Picea abies (L.) Karst.) stands should be cut (i.e., to which of the two potential sawmills — sawmill 1 or sawmill 2 — each stand should be directed)

<table>
<thead>
<tr>
<th>Stand</th>
<th>Apportionment degree</th>
<th>$\chi^2$ measure</th>
<th>Laspeyres’ quantity index</th>
<th>Price-weighted apportionment degree</th>
<th>T1/T2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>0/4</td>
</tr>
<tr>
<td>A2</td>
<td>T1</td>
<td>T2</td>
<td>T1</td>
<td>T1</td>
<td>3/1</td>
</tr>
<tr>
<td>B1</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>0/4</td>
</tr>
<tr>
<td>B2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>0/4</td>
</tr>
<tr>
<td>C1</td>
<td>T1</td>
<td>T1</td>
<td>T1</td>
<td>T1</td>
<td>4/0</td>
</tr>
<tr>
<td>C2</td>
<td>T1</td>
<td>T2</td>
<td>T1</td>
<td>T1</td>
<td>3/1</td>
</tr>
<tr>
<td>D1</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>0/4</td>
</tr>
<tr>
<td>D2</td>
<td>T1</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>0/4</td>
</tr>
<tr>
<td>E1</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>T2</td>
<td>3/1</td>
</tr>
<tr>
<td>E2</td>
<td>T1</td>
<td>T2</td>
<td>T1</td>
<td>T1</td>
<td>3/1</td>
</tr>
</tbody>
</table>

T1/T2 5/5 2/8 4/6 5/5 16/24

5 DISCUSSION AND CONCLUSIONS

5.1 Need for stand-specific demand and price matrices

The primary objective of this study was to test whether the physical fit between the log distributions required by mills and the actual log output distributions from harvesters could be improved by cutting each stand under the control of stand-specific price and demand matrices rather than non-localized reference matrices. The hypothesis was that the price and demand matrices adjusted to the unique conditions of each individual stand would perform better than the uncontrolled reference matrices. This presumption was contrary to the common view that no pre-control of price and demand matrices is needed because of the efficient on-line bucking control systems of modern CTL harvesters.

The findings of Study I and III are contradictory to those of Study II. Study I and III, unlike Study II, gave substantial support to the hypothesis that the stand-specific price and demand matrices would outperform the non-stand-specific matrices in accommodating the log output distribution(s) to the desired one(s). The contradiction between the results of Studies I and II can be mainly attributed to the complementary effect; that is, the log output distributions from several stands are likely to complement each other at the forest level, with the cumulative output distribution thus providing a better match to the demand matrix.
than the output distribution from only one stand. All three studies, however, agree that improving the physical fit between the log demand and log output distributions requires relaxing the aim of producing the maximum output volume for each log product.

Given the findings of Studies I-III, we may then conclude that

1. At the stand level, the pre-control of price matrices seems to be advantageous, provided that the stem profile of each tree in a stand is known or can be estimated reliably.
2. When the comparison between the log demand and log output distributions is made at the forest level, the stand-specific and non-stand-specific price matrices seem to perform equally well.
3. Some gain seem achievable at the forest level by dividing the overall demand matrices into stand-specific sub-demands and applying the bucking-to-order method while harvesting.

An important question is how valid and conclusive are the above-stated conclusions? Answering this question requires carefully considering at least the following issues related to the materials and methods employed in Studies I-III. (1) Were the control systems used for generating stand-specific price and demand matrices efficient enough; did they find the most optimal matrix or matrix combination for each stand involved in the optimization process? (2) Were both the reference and stand-specific price and demand matrices/matrix combinations exposed to sufficiently comprehensive and severe tests? Specifically, were the stands and the overall log demand distributions, on which the performance comparison between the various matrix sets was based, representative enough to allow the generalization of the study findings? (3) Are the results from the bucking simulations reliable; did the changes observed in the fitness values between the log demand and log output distributions really result from the changes in either the price or demand matrices or is there any possibility that the fitness changes have been caused by some uncontrolled factors? (4) How was the bucking-to-order control method implemented in the bucking simulators used for testing the performance of the different price/demand matrix settings; were the algorithms employed by the simulators efficient enough?

Applying modern heuristics such as fuzzy logic and genetic algorithms to solving practical or scientific problems requires deciding on the values of numerous parameters controlling the problem-solving process. In a fuzzy control system, for example, one has to decide on the number, shape and locations of the membership functions for both input and output variables, the number and types of fuzzy inference rules (if-then rules), how to fuzzify the crisp input values, how to perform the fuzzy reasoning for each fuzzy rule given the fuzzified input values (whether to use Sugeno or Mamdani type reasoning and how to interpret different logical operations), how to aggregate the outputs of individual fuzzy rules and, finally, how to defuzzify the aggregate fuzzy output value. Similarly, when working with genetic algorithms, one will face problems such as how to encode the candidate solutions, how to evaluate their appropriateness to solving a given problem (an evaluation function), which variation operators (crossover, mutation, inversion) to use and how to implement them, when to stop the GA process (a stopping criterion), and how large to set the population size.

Unfortunately, there is no universally optimal parameter set for both fuzzy control and GA systems that would work fine for all kinds of problems, nor a universally valid theory that would guide one through the process of finding such a parameter set (see Puolakka
That is to say, each unique problem usually requires a unique parameterization which can be found only by experimenting with different parameter value combinations. As there are many parameters involved in fuzzy and GA systems, each of them normally having a wide range of possible values, experimenting on the performance of all possible parameter settings is certainly a huge, if not impossible task, even with today’s fastest supercomputer. Rather than trying to figure out the best possible parameter setting before starting to run the problem-solving system, we may instead configure the system or design it to configure itself, at least partially, while still seeking the solution to the original problem. Online adaptation or self-adaptation of parameters seems to be an effective approach especially for GA applications because they intrinsically represent adaptive, dynamic processes (Michalewicz and Fogel 2000). This online parameter control mechanism was, however, not embedded in the GA systems of Studies II and III.

Considering all this, it is quite certain that both the fuzzy control system of Study I and the GA search systems of Studies II and III were at least to some extent inefficient and non-optimal. Knowing exactly the degree of non-optimality of the solutions suggested by the control systems of Studies I-III would have required that all possible log output distributions for each product in each stand had been enumerated. Although all three systems were constructed by exploring their performance under different parameter settings, the number of different settings tested was quite limited. Thus, it is quite possible that, although based on commonly applied settings, the parameter settings selected for the performance tests in Studies I-III might have been far from the most optimal and efficient ones.

The largest search for the ‘right’ parameter configuration was carried out in Study II. This search included 27 different parameter settings (3 parameters at 3 levels). In Study III, on the other hand, no parameter testing was included, the parameter values being set at those commonly applied in the GA community. In Study I, after the first trials the system construction focused on fine-tuning the same two-input one-output fuzzy inference system, representing five fuzzy sets (linguistic states) for all three variables. Changing the locations and shapes of the membership functions as well as planning the rule base were, however, done subjectively. For example, in the case of conventional fuzzy process control systems, the normal tuning approach relies on systematically analyzing the control signal(s) and the deviation(s) between the set-point value(s) and the actual output value(s) as a function of the control iterations (Puolakka 1997). Although able to show what is wrong with the fuzzy system, an analysis of this kind cannot explicitly show how to change the configuration of the system to make it perform in a desirable way; large experiments with different set-ups might still be necessary.

Clearly, Studies I to IV each represent a case study. First, only one overall log demand distribution per each log product was included in the performance tests in each study. While these overall demand matrices came from real sawmills and veneer mills and can thus be considered quite representative, they were certainly not shared by all such Finnish plants operating at the time of the data collection. As each sawmill normally defines its own demand matrices on the basis of its production strategy, the current market situation and the characteristics of timber available at its main procurement area, there may be marked differences in the size and/or contents of the demand matrices between the sawmills included in the study and those not included. Second, the 15 mature Norway spruce study stands shared by Studies I-III were all located within a geographically restricted area in southern Finland. They were probably good representatives of the mature spruce stands in
that particular area but not necessarily of those in other parts of Finland. That is to say, the results from the bucking tests in Studies I-III could have been totally different if different stands and/or overall demand matrices had been used. Making generalizations of any kind from the results obtained in Studies I-III is thus quite questionable and is not recommended due to the small number of stands and log products included in the studies.

Making far-reaching generalizations from the results of Studies I-III are also prevented by the fact that the results were obtained in an ideal ‘laboratory’ rather than real forest circumstances. In actual operating conditions trees are seldom fault-free, harvesters can seldom predict and measure the shape of a tree perfectly, and the harvester and mill measurement systems do not necessarily assign the same dimensional attributes to a given log. Excluding these facts, however, guarantees that the differences observed in the goodness-of-fit values were really caused by the differences in price-demand-matrix settings, and not, for example, by different harvesting conditions, optimization algorithms or harvester operators. An important and justifiable question then comes: how would have the stand-specific price/demand matrices performed under real harvesting conditions in comparison to the non-localized reference matrices? No doubt, both matrix types would likely have produced a poorer fit between the log demand and log output distributions in real harvesting situations than they did in the theoretical bucking simulations. This is mainly for two reasons. (1) The errors occurring in stem length and diameter measurements and/or model errors in stem shape predictions make the harvester select non-optimal bucking patterns. Vuorenpää et al. (1997), for example, reported that the apportionment degree at the stand level dropped by at most 5% when the bucking of trees was based on predicted rather than measured stem profiles. (2) The bucking patterns suggested by the harvester’s bucking computer cannot always be implemented because of poor quality stems. In a real harvesting situation we usually do not have perfect knowledge of the stand composition available and are thus obliged to perform the control of price/demand matrices using relatively unreliable estimates of stand structure. As shown in Studies I-III, the matrices adjusted by imperfect stem data seldom performed much better than the uncontrolled reference matrices.

It is not known how exactly the bucking-to-order method in the Ponsse OptiSimu bucking simulators works. According to the Ponsse company, the bucking algorithm itself follows the approach taken by Näsberg (1985), while the bucking-to-order optimization is implemented through the adaptive price list technology. Näsberg’s algorithm, however, is a pure bucking-to-value algorithm and cannot thus give any hint on how to implement the adaptive price list approach. Also, the Ponsse company has not revealed how they have coded the on-line price matrix adjustment process. It is thus quite impossible to evaluate how efficiently the Ponsse OptiSimu simulators performed the price matrix adjustment. Thus, all that can be said is that the Ponsse OptiSimu version 2.50, which was used in Study I, was probably not as efficient in adjusting the price matrices as the other two OptiSimu versions used in Studies II and III. This suspicion is reasonable because version 2.50 was among the very first simulator models ever designed by the Ponsse group and can thus be regarded at least to some extent as a prototype. This means that the apportionment degrees obtained with the bucking-to-order optimization would probably have been somewhat higher for both fuzzy controlled and reference price matrices if some more advanced simulator version had been available at the time of the study. The algorithm of the VP-Simu bucking simulator and the bucking modules embedded in the GA search systems in Studies II and III were verified by comparing the bucking-to-value results produced by these algorithms to those obtained with the Ponsse OptiSimu simulator for the
same price matrix set. This analysis showed only slight differences between the resulting output distributions, probably caused by some rounding differences occurring during the valuation of different bucking patterns.

Considering the shortcomings related to the quality of the control systems developed, and the amount and quality of the data as well as the methods and tools these systems were tested on, the conclusions made concerning the usefulness of drawing stand-specific price and demand matrices must be regarded only as preliminary rather than conclusive.

As stated in the Introduction, few studies have addressed the issue of whether or not the bucking work on harvesters should be controlled by customized rather than non-customized price and/or demand matrices. In their early study, Vuorenpää et al. (1997) compared the ability of six different price matrices to produce two different Norway spruce sawlog distributions in three different spruce stands. The price matrices tested were not especially stand-oriented, but merely offered alternative overall price matrices. In the same work, Vuorenpää et al. (1997) also examined whether the bucking outcome as a whole could be improved by classifying the stands to be harvested into a few stand types and by assigning each stand type its own demand matrix. The stand-type specific demand matrices were generated by keeping the log length distribution within each SED class similar to that of the overall demand matrix while allowing the target log proportions in each SED class to vary according to the stand type. In their later study, Vuorenpää et al. (1999) compared the performance of four different price matrices in producing the desired output log mix for Norway spruce sawlogs in one thinning stand and two mature stands.

The results and conclusions of Vuorenpää et al. (1997, 1999) partly parallel, partly contradict those of this study. The bucking simulations conducted in the early study of Vuorenpää et al. indicated that, with few exceptions, the customized price matrices outperformed the uniform price matrix in all stands for both demand matrices. The simulation results of their later study, however, showed no large differences in the ability of the tested price matrices to produce the desired output matrix, the stand-level apportionment degree values varying between 0.91 (91%) and 0.93 (93%). The overall conclusion of Vuorenpää et al. was that all stands can be cut under the control of the same price matrix; no adjustment of price matrices is needed. Although the stand-type specific demand matrices showed some improvement in performance over the non-specific demand matrix shared by all stands, Vuorenpää et al. (1997) concluded that there is no need to divide the overall demand distribution into stand or stand-type specific sub-demand distributions. An identical conclusion was drawn in their later study.

5.2 Methods for generating stand-specific demand and price matrices

At first glance, looking at the titles of Studies I-III, a reader of this thesis may easily get an impression that this study is entirely about fuzzy logic and genetic algorithms. As has been seen above, this impression is not correct. However, due to the large number of different techniques and heuristics available for problem solving the following questions require answers: (1) why should we use fuzzy logic or genetic/evolutionary algorithms in generating stand-specific bucking instructions; and (2) would the other search and optimization techniques available have produced better-performing price and demand matrices?

There are no sound reasons for not using problem-solving methods other than fuzzy logic and GAs. Fuzzy logic was selected as the control technique in Study I mainly for two
reasons. First, fuzzy logic in general had been reported to have performed successfully in solving a wide variety of control problems in many problem areas (Niskanen 1993, Puolakka 1997). Second, because there was no clear idea of how exactly log prices should be adjusted during the calibration process of a price matrix (except that the prices of the log classes showing a surplus of material should be lowered and vice versa), it was assumed that, when built on a fuzzy approach, a workable control system might be readily available. Constructing a workable conventional control system using a stair-wise adjustment policy, for example, might have been a much more complex task. This is because for a conventional control system to perform as well as a fuzzy control system, a larger number of control rules and/or more complex ones is/are required (Niskanen 1993). On the other hand, the task of finding an optimal price matrix, even for one log product in only one stand, presents a highly combinatorial optimization problem. For example, given that there are 10 possible values to be assigned to each diameter-length class in a price matrix comprising 200 log classes, the size of the search space would be as large as $10^{200}$. Many combinatorial problems of a similar size and type have been solved through a genetic algorithm approach (e.g., Alander 1998).

No doubt, fuzzy logic and genetic algorithms present only two possible methods of accommodating the price and/or demand matrices to the unique structure and tree characteristics of each stand. The other techniques that could have been used include both conventional approaches, such as the two-stage LP/DP method (or the LP/SP method as Laroze (1999) calls it), and modern soft computing tools, such as simulated annealing, tabu search and neural networks. These methods, as well as fuzzy logic and genetic algorithms, could also have been combined together to form hybrid systems such as a fuzzy-genetic, neural-fuzzy or genetic-neural approach. A hybrid neural-fuzzy system, for example, is a system in which the fuzzy logic unit responsible for accomplishing the actual problem solving task is tuned using a neural network.

Wolpert and Macready (1995) (see also Macready and Wolpert (1995), and Alander (1998)) in their theoretical study have shown that, on average, there is no algorithm that will always outperform other algorithms for any given search problem. This finding is known as the No Free Lunch (NFL) Theorem. Thus, while GAs, for example, have widely been reported to have performed well in solving combinatorial optimization problems of many types, a genetic algorithm approach may not necessarily be the best choice in seeking optimal stand-specific price and demand matrices at the forest level. That is, some or all of the alternative search techniques listed above might have produced better price and demand matrices. The problem, however, is that there is in general no way to know the problem-solving performance of each particular algorithm for any given problem accurately in advance. The problems that can be solved using linear programming form an exception to this rule because we can always count on the simplex algorithm returning the optimal solution. As demonstrated by Näsberg (1985), the linear programming technique could have also been applied, at least at the stand level, to generating stand-specific price matrices. The main problem with the LP/DP technique lies in the difficult implementation of its solutions. An LP/DP solution typically lists several price matrices (= bucking patterns) for each stem class, which constitutes a new decision problem: which price matrix should be applied to bucking a tree in a given stem class. The size of the resulting LP/DP models, at least at the forest level, would certainly also have been enormous.
5.3 Measuring the fit between the log demand and log output distributions

Just as there are different techniques available for price and demand matrix optimization, there are likewise several measures available for evaluating the fit between the log demand and log output distributions. And just as there seems to be no superior problem-solving algorithm, there likewise seems to be no superior metrics for measuring the similarity between the log demand and log output distributions.

It should, however, be noted that the test results of Study IV only showed that all four fitness measure candidates (1) met three of the four important requirements listed for the ideal fitness measure, at least partly (all measures seem to lack the ability to ‘normalize’ the fitness values according to the demand matrix sizes), and (2) provided quite consistent results for different demand matrices in different stand types. These results thus do not automatically imply that it makes no difference which measure one applies to assess the fit between the log demand and log output distributions.

To address this issue properly, we would need a measure of measures and/or test arrangements enabling comparison between the performances of different fitness measures.

An attempt of this kind was conducted by Malinen and Palander (2004), who compared how well the bucking-to-order procedure under the control of five different similarity measures succeeded in meeting the desired log output at the stand level. The idea in their close-to-optimal bucking algorithm was that, rather than the overall priority indices, the stem-level selection between bucking patterns is done according to the overall fit between the demand distribution and the cumulative output distribution resulting from each bucking pattern suggested. The five goodness-of-fit measures tested for controlling the close-to-optimal bucking procedure were: (1) a conventional apportionment degree (Malinen and Palander called this measure a distribution level, DL for short); (2) a penalty segmented version of the previous measure (called PSDL); (3) a squared apportionment degree (or a squared distribution level, SDL); (4) a standard chi-square ($\chi^2$) statistic (the same as used in Study IV); and (5) a flexible penalty segmented apportionment degree (called FPSDL). The stand-level fit between the desired log output distribution and the final cumulative output distribution was evaluated using both the conventional (DL) and squared apportionment degrees (SDL).

The best matches between the log demand and log output distributions at the stand level were obtained by applying either the squared apportionment degree, the $\chi^2$ statistic, or the flexible penalty segmented apportionment degree (FPSDL) as a decision criterion for the stem-level bucking pattern selection.

As was the case in Study IV, however, there was no great variation in the stand-level goodness-of-fit values between the measures tested, with the DL values varying between 86.1% and 87.8% and the SDL values between 96.3% and 99.3%. In this respect, Malinen and Palander’s results are in quite a good accordance with the findings of Study IV.

While each of the goodness-of-fit measures suggested so far for assessing the fit between the log demand and log output distributions seem to be suitable for use in actual wood procurement, one should keep the following things in mind when considering appropriate fitness measures and evaluating results.

First, each measure has its advantages and disadvantages. A conventional apportionment degree, for example, is easy to use and interpret while it considers all SED-length classes of logs as equally important. The $\chi^2$ measure, on the other hand, does not suffer from a similar problem but, because based on a statistical test, this measure seems to be very sensitive to the differences between the actual and desired log frequencies. The
index theory based approach (Laspeyres’ quantity index) and the price-weighted apportionment degree differ from the two above in that they offer an opportunity of incorporating the economic aspect into the fitness assessment procedure. What this means is that the selection between appropriate fitness measures is to a large extent a matter of both user preferences and reasons for recording and monitoring the fit between the log demand and log output distributions.

Second, when comparing the goodness-of-fit values achieved by harvester models operating in various areas and (saw)mills, it should be kept in mind that cutting two different stands under the control of different demand matrices actually comprises two quite distinct actions. It follows from this that the resulting goodness-of-fit values are seldom fully commensurable and should thus not be applied blindly without careful analysis.

Third, the log output distribution at both stand and forest levels seldom matches fully the demand distribution. The fitness scores returned by the currently available fitness measures reflect how far the output remains from the demand. They do not, however, tell anything about the economic effects resulting from oversupplying or undersupplying the log class entries in the demand matrices.

5.4 Final remarks and future perspectives

In any optimization, the quality of the input data is of ultimate importance. An old aphorism in computer science puts it this way: "Garbage in, garbage out". This is exactly what is likely to happen with the FLC and GA systems of Studies I-III if initiated with imperfect, biased stem data. Thus, designing and implementing systems for the prior control of price and/or demand matrices make sense only if sufficiently reliable tree-level information on forest stands is available in advance.

Prior knowledge on forest stands can be acquired in many ways. The traditional approach, which was also used in this study, is to make a special stand inventory, either separately or in conjunction with the harvest or forest management planning activities. Because it is time-consuming and hence expensive, this traditional data acquisition method has largely lost its early dominance. The other way to produce stem-level stand information is to apply indirect computational methods.

In Finland, for example, forest management plans cover approximately two-thirds of the private forest land area (Karppinen et al. 2002). A tree population for a given stand can then be compiled from the management plan through theoretical stand- and tree-level models. Another computational approach which has attracted much interest in Finland in recent years (Malinen et al. 2001, Malinen 2003, Räsänen et al. 2000, Räsänen et al. 2005) is to make use of the stem data measured and stored by harvesters during their every-day cutting work. That is, given some prior information on the structure and tree characteristics of a stand scheduled for harvesting, an attempt can be made to find one or more stands from a database of previously cut stands which, in terms of the search variables (e.g., species mixture, basal area by tree species, stand area and age of trees) resemble the stand in question. If found, these most similar neighbor stands, either as such or after some further processing, are then used as an estimate for the uncut stand.

All the above estimation methods assume that someone has visited the stand in the immediate past. Tree-level prior information on stands can, however, be gathered without making any such trips by means of modern remote sensing techniques. This is exemplified, for example, by Korpela (2004) whose tree-level forest inventory approach employs
multiple digitized aerial photographs and advanced image interpretation algorithms for positioning tree tops, recognizing tree species and measuring the height and crown width of trees.

Whatever system we may use for estimating the structure and tree characteristics of stands to be harvested, the estimates seldom match the real stand conditions perfectly, at least at the tree level (see Korpela 2004, Räsänen et al. 2005). It also seems quite apparent that no breakthrough will be seen in this field in the near future. Thus, rather than trying to generate optimal bucking instructions for every stand in a harvesting plan, it might be better to divide the stand population into a few sub-populations (stand-type groups) and associate each of these with group-specific demand and/or price matrices. In an approach of this kind, the unavoidable inaccuracy of the prior information might not lead to such severe sub-optimization as it usually does when generating stand-specific bucking matrices.

Even if there were no differences at all between the estimated and real stem data, and thus the stand or group-specific bucking instructions assigned to harvesters were fully optimal, the actual log output distributions from harvesters might still be far from the mills’ demand matrices. This is, as stated earlier, mainly for two reasons. First, random and/or systematic errors in both measuring and predicting the profiles of tree stems cannot be entirely avoided. Second, when harvesting stands, one can hardly avoid encountering stem defects of various kinds. As a result, the harvester’s bucking system often suggests, or alternatively, the harvester operator is often forced to make suboptimal bucking decisions. Both situations effectively prevent achieving the desired output distributions. What is needed is (1) better measurement systems for harvesters, (2) better systems for stem profile prediction (note that the performance of prediction models is affected not only by the model itself but also by the accuracy of the stem measurements for the first 3 to 4 metres from the butt), and (3) better prior information systems, offering data not only on the dimensional but the qualitative features of trees in stands. It should also be worth testing whether the present on-line control systems on harvesters (i.e., the adaptive price list approach and the close-to-optimal method) are the best choices for accommodating the log output distributions to the desired log distributions. For example, because the reasoning about the appropriate on-line control actions is made under uncertainty (the harvester’s information system does not know the properties of the trees to be logged next), a fuzzy logic system might be one potential alternative to implement the on-line control of the bucking process on harvesters.

This study addressed only a tiny link in the whole logistic chain from forest to mill. A perfect match between the log output distributions and the demand distributions does not automatically imply that the whole timber supply chain from forest to mill will work optimally, especially in terms of cost. This is because the maximum fit between the log demand and actual log output distributions can, in most cases, be achieved only by relaxing the primary aim of minimizing harvesting and transportation costs (Imponen 1999). The obvious question then is whether the better fit between the log demand and log output distributions results in increased profits, thus compensating for an increase in timber supply cost. Thus, to thoroughly optimize the whole production chain from forest to mill and even to end customer, a holistic model is needed that would consider (1) which products to cut in each stand available for harvesting (the product allocation between stands), (2) what diameter, length and quality of logs to cut for each product in each stand (the log allocation between stand), and (3) in what order to cut the stands, with the overall aim being to maximize the difference between the revenues and costs.
Many questions in the field of bucking optimization are thus still open – awaiting answers and eager researchers.
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