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Abstract
Atmospheric aerosol particles affect the global climate and human health. A large fraction of atmospheric clusters is formed as a result of collisions and favourable interactions between molecules. However, the exact mechanisms and participating compounds are not fully resolved. The cluster formation mechanisms at the molecular-level are essential to understand what kind of effects aerosol particles have on climate change and health-related issues. Currently, aerosol particles provide the largest uncertainties in estimates of the future climate.

In this thesis, potential cluster formation mechanisms between sulfuric acid and oxidized organic molecules with stabilizing compounds are studied using computational methods. Cluster stabilities must be determined accurately in order to provide trustworthy evaporation and formation rates in atmospheric conditions. This leads to the focus of this thesis: to evaluate the accuracy and applicability of different quantum chemical methods, and to find a robust methodology to study atmospheric cluster formation mechanisms and stabilities in the ambient air.

Density functional theory is confirmed to be sufficient to optimize geometries and to calculate vibrational frequencies for molecular clusters. However, for binding energies high-level electronic structure calculations are necessary. The CCSD(T) method is known as the gold standard in quantum chemistry, but it is computationally too demanding for molecular clusters. Therefore, a domain-based local pair natural orbital (DLPNO) approximation is utilized. The DLPNO–CCSD(T) method allows highly accurate calculations for systems comprising more than hundred atoms. The formation energies can be calculated for atmospheric clusters containing up to ten molecules with an approach close to the CCSD(T) accuracy. Large clusters have previously been out of reach with highly accurate quantum chemical methods.

The aim of the theoretical background in this thesis is to present an overview of quantum chemical methods. The introductory part of the thesis can be used as a handbook for problem solving related to molecular-level cluster formation mechanisms. The research presented here contributes significantly to the current knowledge of the participation of organic compounds in the first steps of aerosol particle formation. Additionally, this research suggests that some other mechanisms than clustering, or other chemical compounds are needed to bridge the gap between experimental and theoretical findings. Guidelines for future atmospheric cluster formation studies are given.

Keywords: Atmospheric Cluster Formation, Electronic Structure Theory, Computational Methods, Thermodynamics, Oxidized Organic Compounds, Sulfuric Acid
Contents

Acknowledgements i
Abstract iii
List of publications vi

1 Introduction 1
  1.1 Importance of Atmospheric Aerosol Particles .......................... 2
  1.2 Motivation and Aims .................................................. 4

2 Cluster Formation and Growth 5
  2.1 Participating Compounds ............................................. 5
  2.2 Cluster Thermodynamics and Kinetics ............................... 10
    2.2.1 Cluster Population Dynamics .................................. 14
  2.3 Theoretical Tools .................................................... 15
    2.3.1 Global Minimum Energy Structure ............................. 16

3 Quantum Chemical Methods 18
  3.1 Basis Sets ............................................................ 20
  3.2 Wave Function Theory ............................................... 23
    3.2.1 Hartree–Fock ..................................................... 24
    3.2.2 Electron Correlation ............................................ 25
    3.2.3 Configuration Interaction ...................................... 27
    3.2.4 Møller–Plesset Perturbation Theory .......................... 28
    3.2.5 Coupled Cluster .................................................. 29
    3.2.6 Resolution of the Identity ..................................... 32
    3.2.7 Explicit Correlation ............................................. 33
    3.2.8 Local Electron Correlation Approaches ....................... 35
    3.2.9 Semi-empirical Quantum Chemistry Methods ................. 40
  3.3 Density Functional Theory ............................................ 41
    3.3.1 Density Functionals ............................................. 42
3.4 Thermochemical and Vibrational Analysis  ......... 44
3.5 Gibbs Free Formation Energy .......................... 49
   3.5.1 Towards a Cost-Effective and Robust Approach .... 49
   3.5.2 Review of Computational Approaches used in Atmospheric Clustering Studies .... 50

4 Results and Discussion ................................. 52
   4.1 Computational Methods Assessment ................. 53
      4.1.1 Sensitivity and Accuracy of Density Functional Theory .... 53
      4.1.2 Applicability and Robustness of DLPNO–CCSD(T) ......... 57
   4.2 Applications ........................................ 61
      4.2.1 Organic Peroxyacid Compounds .................... 61
      4.2.2 Multi-Carboxylic Acids .......................... 65
   4.3 Overview of Papers and the Author’s Contribution ........ 72

5 Future Perspectives ..................................... 74

References ................................................. 77
List of publications

This thesis consists of an introductory review, followed by six research articles. In the introductory part, these papers are cited according to their roman numerals. Papers I, III, IV, and VI are reprinted with the permission of American Chemical Society. Papers II and V are reproduced with the kind permission of Elsevier and The Royal Society of Chemistry, respectively.


Other publications, which are not included in the thesis, are cited according to their roman numerals.


1 Introduction

To be able to see the beauty of the whole world, the surrounding environment, and atmospheric phenomena, one should have an understanding of physics and chemistry, and in particular quantum chemistry. Quantum chemistry provides the physical and mathematical background necessary to describe atmospheric systems on a molecular level. In order to solve complex atmospheric reactions and their influence on the environment, wide interdisciplinary knowledge as well as collaboration between different fields and methodological approaches are required (see Figure 1). The main motivation behind the research in this thesis is to find a high-level computational methodology to describe atmospheric clustering, and use this approach to study molecular-level aerosol particle formation involving oxidized organic compounds. In addition, the aim of the theoretical background presented here is to offer a guide for scientists to gain an overview of quantum chemical methods which may be applied to solve problems related to atmospheric chemical and physical phenomena.

Figure 1: Collaboration between different fields and methodologies enhances understanding of complex phenomena.
1.1 Importance of Atmospheric Aerosol Particles

The air surrounding us can be roughly approximated as a homogeneous mixture of nitrogen and oxygen molecules as well as other non-reactive trace gases. In reality, the Earth’s atmosphere contains millions of different chemical compounds from various origins. Some of these are able to form a suspension of liquid, solid, or amorphous particles in the air — an aerosol. One cubic centimetre of air contains roughly $3 \cdot 10^{19}$ molecules and from tens up to millions of aerosol particles in the size range from around one nanometre to hundreds micrometres. Aerosol particles can be divided into two categories in two different ways: anthropogenic or natural, and primary or secondary. Anthropogenic aerosol particles are produced by human activities, such as industry and traffic, and natural aerosol particles originate from natural sources, such as volcanoes. Primary aerosol particles, such as soot, dust, and sea salt, enter the atmosphere as a particulate matter, whereas secondary aerosol particles are formed in the atmosphere via gas-to-particle conversion. It has been estimated that up to half of the particles in Earth’s atmosphere are formed via gas-to-particle conversion.

Although aerosol particles constitute only a very small fraction of the atmosphere, they influence our planet and humankind in many ways. Aerosol particles directly affect the daily lives of millions of people by degrading air quality. Depending on the chemical composition of ultrafine particles, they can harm human health by increasing the risk of cardiovascular and respiratory diseases. Particulate matter pollution is linked to an increased risk of lung cancer, irregular heartbeat, heart attacks, and asthma. This is a very big concern in, for instance, Chinese mega-cities, where dramatic increase of air pollution events has led to significant enhancement in the incidence of lung cancer. Furthermore, gaseous air pollutants, such as carbon monoxide, ozone, nitrogen oxides, and sulfur dioxide, may seriously affect health. When particulate matter is combined with other air pollutants, the individual effects of each pollutant are amplified. Especially ozone combined with particulate matter has shown to be more harmful than the sum of the individual effects. In addition, aerosol particles reduce visibility and, for instance, smog may increase the risk of traffic accidents as well as disturb air and sea traffic. In 2012, the World Health Organization (WHO) assessed air pollution to be responsible for roughly seven million premature deaths in the world per year.

Climate change is one of the most serious threats of the 21st century leading to, for example, melting of the glaciers, warming of the oceans, and the rising of sea levels. The consequences will be a challenge for mankind, as some areas could become non-viable for
human life because of increasing drought or flooding.\textsuperscript{25–27} The main reason for the observed increase in globally averaged temperatures is the large increase in emissions of anthropogenic greenhouse gases, such as carbon dioxide, methane and nitrous oxides. These gases affect the Earth’s radiation budget by absorbing radiation.\textsuperscript{28,29} On the other hand, aerosol particles affect the climate via direct and indirect processes, and the effect can be either cooling or warming.\textsuperscript{30,31} They can directly influence the radiation balance by either absorbing or reflecting sunlight, and in the case of soot particles by absorbing infra-red radiation emitted by Earth itself.\textsuperscript{32} In addition, they influence climate indirectly by acting as cloud condensation nuclei (CCN).\textsuperscript{33} Clouds cannot form in the atmosphere without pre-existing CCN (see Figure 2).\textsuperscript{34} In the absence of CCN, the formation of cloud droplets from pure water vapour requires an extremely high supersaturation, up to hundreds of percent, which is very unlikely in the atmosphere. Thus cloud droplets are formed on pre-existing water-soluble seeds which are largely originating from secondary aerosol particles.\textsuperscript{9}

Figure 2: From water vapour via pre-existing cloud condensation nuclei to clouds. Blue circles represent water molecules and grey circles are CCN.

Aerosol particles affect the climate by increasing the number of cloud droplets but reducing their size. This increases the average lifetime and the reflectivity of clouds.\textsuperscript{35–37} These effects are assumed to be cooling, however, the quantitative estimates include large uncertainties.\textsuperscript{38–40} Aerosol particles are the biggest contributor to the uncertainty of the radiative forcing by aerosol-cloud interactions.\textsuperscript{30} Keeping in mind that clouds have an overriding global relevance by regulating Earth’s radiative balance, it is clear that an understanding of aerosol particle formation and their properties is needed to solve the worldwide climate issues.
1.2 Motivation and Aims

Although gas-to-particle conversion accounts for a major proportion of atmospheric aerosol particles all over the planet, the fundamental molecular-scale mechanisms and the participation of various compounds remain poorly understood. The formation of aerosol particles from gas-phase molecules is one of the most important and challenging areas of research in atmospheric science. The multitude of proposed cluster formation reactions and participating compounds highlight both the complexity of the phenomena and the large gaps in the current knowledge. Both organic and inorganic compounds have been suggested to have an important role in new-particle formation processes. There are instruments capable of counting the number concentrations of sub-3-nanometre particles, but resolving the chemical nature of the smallest clusters often require more advanced techniques. In the past years, the development of new high-resolution and high-sensitivity mass spectrometers has increased the knowledge of individual charged clusters at ambient concentrations. In addition, electrically neutral clusters consisting of only a few molecules can be detected using chemical ionization. However, this may alter the composition of the clusters. The details of the initial clustering steps are difficult to probe by experimental means, and therefore, theoretical tools are needed to gain insight into the molecular-scale mechanism.

Quantum chemistry and cluster formation simulations together provide experimentally testable predictions. They are perhaps the most valuable contribution that theoretical chemistry and physics can offer for molecular-level cluster formation studies. The research of this thesis focuses on applying highly accurate quantum chemical tools to studies of atmospheric new-particle formation. Applying state-of-the-art methods is important, as cluster stability depends exponentially on the Gibbs free formation energies, and thus small errors in quantum chemical calculations manifest as large errors in calculated evaporation rates. These challenges have inspired the research of this thesis.

The main objectives of the work of this thesis can be summarized as:
1. Find a robust and cost-effective quantum chemical methodology to study the stability of large atmospheric clusters.
2. Estimate the error in binding energies arising from the domain-based local pair natural orbital approximation.
3. Investigate the molecular interaction of oxidized organic compounds with sulfuric acid.
4. Study the effect of stabilizing compounds which can enhance the cluster formation of oxidized organic compounds and sulfuric acid.
5. Apply state-of-the-art computational methods for molecular clusters and calculate the kinetics of cluster formation in the atmosphere.

2 Cluster Formation and Growth

New-particle formation begins with the collision between individual gas molecules: if the interaction is thermodynamically favourable enough, a molecular cluster can be formed. The lifetime of a newborn cluster is extremely short, indicating that the first steps of clustering can be represented as a reversible kinetic process. It should be noted that the equilibrium vapour pressures above a highly curved surface of small clusters are significantly larger than over corresponding bulk liquid due to the Kelvin effect, and therefore the growth of freshly formed clusters is limited and they are often likely to evaporate. However, because a large number of cluster formation and evaporation events occur all the time, some of the clusters can reach critical size, which means that further growth becomes spontaneous. When a particle reaches a size of about 20–100 nm (depending on the chemical composition of the particle), it can act as a cloud condensation nucleus. New-particle formation events which produce a high concentration of aerosol particles are often detected in the lower troposphere in urban, marine, and forested environments as well as in the free troposphere.

2.1 Participating Compounds

Human activities, such as automotive combustion, emit particles into the atmosphere. This influences the concentrations and properties of atmospheric aerosol particles. Anthropogenic processes can also emit condensing or reactive vapours, for example, sulfur dioxide which can oxidise to sulfuric acid in the atmosphere as follows:

\[
\text{SO}_2 + \text{OH} \cdot + M \rightarrow \text{HSO}_3 \cdot + M \quad (R1)
\]
\[
\text{HSO}_3 \cdot + \text{O}_2 + M \rightarrow \text{SO}_3 + \text{HO}_2 \cdot + M \quad (R2)
\]
\[
\text{SO}_3 + \text{H}_2\text{O} \rightarrow \text{H}_2\text{SO}_4. \quad (R3)
\]

Reaction (R3) requires a catalyst such as another water molecule to proceed. Sulfur compounds often occur in relatively high concentrations in fossil fuels, with coal and crude oil deposits commonly containing a few percents of sulfur by weight. The widespread combustion of fossil fuels has greatly influenced atmospheric sulfur emissions, and thus on
a global basis, the anthropogenic emissions are substantially greater than emissions from natural sources.55

Sulfuric acid has been observed to be a key component in atmospheric aerosol particle formation, at least over the continental boundary layer.56 It has been shown that particle formation rates have a strong correlation with the concentration of sulfuric acid.57–59 However, the atmospheric sulfuric acid concentration is very low (typically 10^6–10^7 cm^-3) and it cannot alone produce the observed particle formation events.60,61 The saturation vapour concentration of sulfuric acid is on the order of 10^{11} cm^{-3}.62 Water vapour is abundant in the atmosphere (concentration often higher by 8–10 orders of magnitude than that of other condensable vapours)63,64 and it is likely to participate in many particle formation reactions.65 Indeed, observations in the free troposphere are well-explained by new-particle formation driven solely by water and sulfuric acid.66,67 In the boundary layer, however, a binary mixture of water and sulfuric acid has been shown to yield several orders of magnitude smaller formation rates than those observed.68 It is therefore clear that other stabilizing vapours are needed to produce atmospheric new-particle formation rates at relevant atmospheric concentrations.62

Ammonia is the most abundant base in the atmosphere as well as a major constituent of total reactive nitrogen (i.e. nitrogen compounds excluding N_2).69 The major source of ammonia emissions is reported to be agriculture, other sources being industries, vehicular exhausts, vegetation, and oceans.70–72 In the past, the role of ammonia has been extensively studied, and indeed, it has been shown to enhance the new-particle formation rate in comparison to the binary sulfuric acid–water mechanism.73,74 Ammonia is able to bind strongly with sulfuric acid by hydrogen-bond formation and proton transfer reactions, and ammonia has been demonstrated to be an important player in atmospheric particle formation.75,76 Although the ternary new-particle formation of ammonia, sulfuric acid, and water mixture may explain formation events in a specific environment, it is not enough to account for all observed atmospheric formation rates.77–79

In addition to ammonia various amines, emitted from both anthropogenic and natural sources, are known to exist in the atmosphere.80 Approximately 150 amines have been detected in the atmosphere, with alkylamines being the most common ones.81 The main sources of amine emissions have been identified from human activities such as industrial processes, animal husbandry, fish processing, and landfills.82,83 Natural sources of amines include marine environments and soils. Amines are basic compounds interacting strongly with sulfuric acid.84 The gas-phase concentration of ammonia is typically at the level from sub-ppbv (parts per billion in volume mixing ratio, 10^{-10} cm^{-3}) to tens of ppbv, whereas amines are about
one thousandths of that level.\textsuperscript{85,86} Notably the oxidative lifetime of dimethylamine in the atmosphere is of the order of hours, meaning that it mainly has a prominent effect close to sources.\textsuperscript{87} Alkyl amines such as dimethylamine are much stronger bases than ammonia and thus bind stronger with sulfuric acid (see Paper I).\textsuperscript{88,89} A recent study at the Cosmics Leaving OUtdoor Droplets (CLOUD) chamber at CERN confirms that 3 ppt\textsubscript{V} of dimethylamine is able to increase cluster formation rates more than a thousand-fold compared to ammonia.\textsuperscript{60} This implies that not only the atmospheric abundance but also the basicity and ability to form hydrogen bonds are important when estimating the potential to form stable clusters (see Paper XI). It has been demonstrated that diamines can enhance new-particle formation even more effectively than previously studied monoamines.\textsuperscript{90} Jen \textit{et al.} used flow tube experiments to show that diamines produce 10 times more particles than dimethylamine and 100 times more than methylamine.\textsuperscript{91} In addition, a recent computational study by Elm \textit{et al.} confirms that diamines interact significantly stronger with sulfuric acid than dimethylamine.\textsuperscript{92} Putrescine–sulfuric acid clusters are found to be much more ionic than the corresponding dimethylamine clusters, \textit{i.e.}, the proton-transfer ability of diamines is higher than that of monoamines. Therefore, the new-particle formation is significantly more efficient, up to six orders of magnitude compared to the case of sulfuric acid and dimethylamine. Clusters consisting of one or two putrescine compounds and up to five sulfuric acid molecules are found to be stable against evaporation, which is further confirmed by measurements. Elm \textit{et al.} suggests that diamines or other compounds with high basicity might have important role in the initial steps of new-particle formation.\textsuperscript{92} More abundant amines with lower basicity can further participate in the particle formation process by attaching to the pre-existing stable clusters. Hence a wide range of amines might be needed to explain the observed new-particle formation events in different environments (see Paper XI).

Ions have been suggested to be key players in atmospheric cluster formation.\textsuperscript{93,94} Both experimental and theoretical results indicate that ions have a stabilizing role in keeping the condensing species from evaporating easily.\textsuperscript{95–97} In laboratory experiments, ions are found to increase nucleation rates by up to ten-fold compared to the neutral cases.\textsuperscript{79} The main source of atmospheric ion species is galactic cosmic rays, which frequently ionize gas molecules.\textsuperscript{98–100} Also radioactive decay of radon, corona discharge, and lightning are producing ions in the lower troposphere.\textsuperscript{101,102} Since ions may be lost by recombination and scavenging by larger particles, the steady-state ion concentration in the lower atmosphere is typically as low as 500–3000 ions per cubic centimetre. Electrically neutral particle formation pathways have been shown to be dominant in the boundary layer in the boreal forest region.\textsuperscript{103} In the upper troposphere, the ion concentration is larger, and thus ions are suggested to be important in
new-particle formation. However, there is some controversy concerning the importance of ions in the lower tropospheric particle formation (see Paper VI).

Bases have been the focus of both experimental and theoretical studies, but the ambient atmosphere also contains various non-basic organic compounds. A large quantity of different volatile organic compounds (VOC) are continuously emitted into the atmosphere from anthropogenic and natural sources. The major VOC source is natural emission from vegetation. Other reported sources of VOC are oceans, fuel production, biomass burning, and motor vehicles. Terpenes (hydrocarbons with molecular formulas of \( \text{C}_5\text{H}_{8n} \)) constitute a large fraction of biogenic volatile organic compounds (BVOC) in the atmosphere. The most abundant BVOC are isoprene \( \text{C}_5\text{H}_8 \) and monoterpenes \( \text{C}_{10}\text{H}_{16} \), which are mainly emitted from plants. It should be noted that when atmospheric temperature increases the emission rates of BVOC are also expected to increase. Figure 3 presents structural formulas of isoprene and several monoterpenes.

![Figure 3: Examples of biogenic volatile organic compounds.](image)

In the atmosphere, BVOC and other volatile organic compounds are oxidised by several oxidants such as the hydroxyl (OH) and the nitrate (NO\(_3\)) radicals as well as ozone (O\(_3\)). Also the stabilised Criegee intermediates (carbonyl oxides with two charge centres) might affect oxidation of VOC. A large proportion of the aerosol particle growth is believed to originate from low-volatility organic compounds (LVOC). However, a large discrepancy between experimentally and theoretically estimated secondary organic aerosol burden from known precursor BVOC implies that there are some missing pieces in the puzzle which could bridge the gap between measurements and models.
The oxidation products of BVOC cover a broad range of saturation vapour pressures. Only extremely-low-volatility organic compounds (ELVOC) are believed to be capable of participating in the initial steps of clustering. Saturation vapour pressures of atmospheric oxidized organic compounds need to be estimated in order to predict partitioning of organic compounds between gas and cluster phases (see Paper XII). However, compounds with low vapour pressures at atmospheric temperatures are difficult to probe experimentally. The new high-resolution chemical ionization mass spectrometric instruments are able to detect effectively LVOC and ELVOC (see Paper IX). In previous studies, they have likely been lost, for example to the chamber walls, before being detected. Recent studies have shown that oxidized organic species participate in the first steps of new-particle formation. ELVOC are likely formed through a sequence of unimolecular peroxy radical hydrogen shift reactions and molecular oxygen addition reactions, and eventually a termination reaction leading to closed-shell products. The autoxidation process is believed to produce compounds involving various carbonyl and hydrogen peroxide groups with oxygen-to-carbon ratios above 1 (see Papers III and IV). However, most of the reaction mechanisms and precise molecular structures of oxidized organic compounds are unknown, and thus their role in new-particle formation process is so far poorly understood.

As an alternative to autoxidation processes, terpenes can go through several closed cycles of oxidation reactions. After the initial addition reaction, molecular oxygen addition or rearrangements, and termination, the product can be further oxidized by hydrogen abstraction reactions with hydroxyl radicals. From this process several oxidation products of α-pinene, such as pinonaldehyde, pinonic acid, and pinic acid, have been identified. Further oxidation of pinonic acid by hydroxyl radicals can yield to the formation of 3-methyl-1,2,3-butanetricarboxylic acid (MBTCA) through complex pathways. It should be mentioned that the consecutive oxidation is a slow process compared to autoxidation, as each generation of products requires another hydroxyl radical for initiating the process. The MBTCA compound represents one of the most promising α-pinene oxidation products to take part in atmospheric clustering process since it contains three carboxylic acid groups (see Paper X). Papers V and VI examine the ability of multi-carboxylic acids to participate in the initial steps of new-particle formation. Figure 4 presents some monoterpene oxidation products identified in the atmosphere.
Figure 4: Examples of oxidized organic compounds from α-pinene oxidation.

It should be emphasized that atmospheric new-particle formation is not caused simply by one or two key compounds. The important species behind the phenomenon in different environments differ depending on the vapour concentrations and the relative stabilizing effects. For example, iodine oxide and organic iodine compounds are suggested to contribute to clustering in coastal environments. Indeed, a recent study by Sipilä et al. found that new-particle formation primarily proceeds by sequential addition of iodic acid on the iodine-rich, coastal atmospheric environment. A numerous possible contributing compounds make the modelling of the clustering process extremely challenging task.

2.2 Cluster Thermodynamics and Kinetics

In atmospheric chemistry and physics, it is important to understand the difference between thermodynamics and kinetics. A common rule in physical chemistry states that kinetics cannot be determined from thermodynamics, indicating that even if the reaction is thermodynamically favourable, the required activation energy can be so high that the reaction is kinetically restricted. At thermodynamic equilibrium, however, it is possible to make a relation between the equilibrium constant and the ratio between forward and backward reaction rate constants. Thus by calculating the Gibbs free energies and knowing the other reaction rate constant, the unknown reaction rate constant can be determined. The reaction Gibbs free energy for a cluster $C$ formed from isolated monomers $A$ and $B$ as

$$A + B \rightleftharpoons C$$

(R4)

can be obtained from the change of enthalpy $\Delta H$ and the change of entropy $\Delta S$ at temperature $T$ as

$$\Delta G = \Delta H - T\Delta S,$$

(1)
where $\Delta G = G_C - G_A - G_B$. In the clustering process both enthalpy and entropy are decreasing, because the hydrogen-bond formation and proton transferring are exothermic processes, i.e., $\Delta H < 0$ and the flexibility of system decreases when molecules are linked together, i.e., $\Delta S < 0$. This means that for a cluster formation to be thermodynamically feasible at certain temperature, i.e. $\Delta G < 0$, the molecular interactions must be strong enough to overcome the entropy penalty (see Paper X). It should be noted that when calculating the Gibbs free energies at different temperatures, the enthalpy and entropy are often approximated to be temperature-independent over atmospherically relevant temperature range as in Papers I, V, VI, and XI.

Thermodynamic barriers are related to saddle points on the free energy surface, namely critical clusters, whereas kinetic barriers are related to first-order saddle points on the potential energy surface, namely transition states (see Figure 5). A saddle point is a maximum in one direction of the surface, and a minimum in all other directions.

![Figure 5: Kinetic (left) and thermodynamic (right) energy barriers.](image)

The separation of kinetic and thermodynamic barriers is not always a straightforward task, since cluster formation may involve real chemical reactions, for instance covalent bonds breaking. These have non-zero kinetic barriers and for this reason ignoring them may lead to a physically wrong description. However, for systems in which no chemical reactions occur, it can be assumed that there are no kinetic barriers, and for them the thermodynamic barriers can be used to investigate cluster formation kinetics. Cluster formation via gas-to-particle conversion is generally assumed to proceed via nucleation, i.e., a first order phase transition. This implies that growing clusters must exceed the thermodynamic free energy barrier in order to become stable particles, meaning that the time scale of cluster evaporation
becomes much longer than the rate at which new molecules collide with the cluster. Therefore, cluster growth is favourable after the critical cluster size, which corresponds to the maximum point of the free energy versus cluster size curve.\textsuperscript{52} The critical cluster is the smallest cluster for which further growth by collisions with vapour molecules is equally as likely as decay by evaporation.\textsuperscript{141,147,148} Hereby, the formation of a critical cluster is a key concept of interest. Alternatively, the formation and growth of clusters can be energetically feasible throughout the cluster size range, meaning that the process is barrierless.\textsuperscript{149,150} For instance, the mixture of sulfuric acid and dimethylamine has been suggested to cluster without a free energy barrier (at some theoretical levels and high enough concentrations).\textsuperscript{151} Paper I shows that high-level quantum chemical calculations predict a barrier for sulfuric acid–dimethylamine nucleation at atmospheric conditions.

A commonly used approach to indirectly deduce the size of the critical cluster is the first nucleation theorem\textsuperscript{152–154}

\[
\left( \frac{\partial \log J}{\partial \log[A]} \right)_{T,[B]\neq[A]} = n^*_A + \epsilon,
\]  

(2)

where \( J \) is the steady-state nucleation rate which depends exponentially on the free energy barrier height, \([A]\) is the gas-phase concentration of compound \( A \), \( n^*_A \) is the number of compound \( A \) in the critical cluster, and \( \epsilon \) is a correction term (usually assumed to be negligible). It should be noted that Equation (2) is often derived using classical nucleation theory (CNT), but it can be derived also directly from statistical mechanics.\textsuperscript{155} Since the theorem is not limited to CNT, it can be applied independently of the approach used for cluster energies.\textsuperscript{141} Several simplifying assumptions have been made in deriving the theorem, and applying it to real atmospheric systems may result in erroneous conclusions concerning the critical cluster size.\textsuperscript{153,156} One central assumption behind Equation (2) is that there is one distinct maximum on the free energy versus cluster size curve, which might not be the case for atmospherically relevant systems.\textsuperscript{148}

For a cluster to be stable against evaporation at given conditions, it is required that the collision rate is equal to or higher than the evaporation rate.\textsuperscript{157,158} According to the law of mass balance, the equilibrium constant \( K \) for reaction (R4) can be written as

\[
K = \frac{[C]^{\text{eq}}}{[A]^{\text{eq}}[B]^{\text{eq}}} = \frac{k_B T}{p_{\text{ref}}} \exp \left( -\frac{\Delta G}{k_B T} \right),
\]  

(3)

where \([A]^{\text{eq}}\) is the equilibrium concentration of compound \( A \), \( k_B \) is Boltzmann constant, \( p_{\text{ref}} \) is the reference pressure at which \( \Delta G \) is computed, and \( \Delta G \) is the Gibbs free energy of reaction (R4). At equilibrium, the rate of cluster formation must be equal to cluster destruction, and
thus evaporation $\gamma(C \rightarrow A + B)$ and collision $\beta_{A + B \rightarrow C}$ rates can be calculated as

$$\gamma(C \rightarrow A + B)^{eq} = \beta_{A + B \rightarrow C}^{eq}[A]^{eq}[B]^{eq}. \quad (4)$$

Here it is assumed that each collision leads to the formation of the product cluster, i.e., the sticking factor, which tells how many of the collisions lead to the cluster formation, is equal to 1. In reality, the colliding species might stick together only when the collision occurs in a specific orientation, and then the collision rate constant as well as the evaporation rate constant are lowered by the sticking factor.\textsuperscript{159}

The evaporation rates of clusters can be obtained from Gibbs free energies by assuming detailed balance as in Equation (4): 

$$\gamma(C \rightarrow A + B) = \beta_{A + B \rightarrow C} p_{\text{ref}} \exp \left( \frac{\Delta G}{k_B T} \right). \quad (5)$$

It should be noted that the reference pressure $p_{\text{ref}}$ (usually 1 atm) will cancel out from the evaporation rate, i.e., the evaporation rate is independent of $p_{\text{ref}}$. The detailed balance approach assumes that the evaporation rate of a cluster is independent of ambient conditions other than the temperature and that the cluster settles to the most stable configuration instantly after a collision. However, it is much more likely that structural rearrangements are required to settle to the lowest energy structure, and that the evaporation rate is higher shortly after the cluster is formed compared to the situation after a relaxation time.

The collision coefficients between two electrically neutral clusters can be calculated as hard-sphere collision rates according to kinetic gas theory\textsuperscript{160} as

$$\beta_{A + B \rightarrow C} = \left( \frac{3}{4\pi} \right)^{1/6} \left[ 6 k_B T \left( \frac{1}{m_A} + \frac{1}{m_B} \right) \right]^{1/2} \left( V_A^{1/3} + V_B^{1/3} \right)^2, \quad (6)$$

where $m_A$ and $V_A$ are the mass and volume of cluster $A$, respectively. The volumes are calculated using bulk liquid densities assuming spherical clusters and ideal mixing. Alternatively, the volumes can be calculated from the average radii of the clusters obtained from electronic structure calculations, but the collision rate is not very sensitive to small changes in the cluster volume (see \textbf{Paper V}). In the collisions between ions and neutral molecules or clusters, the collision cross section is larger than it would be predicted from the physical dimensions of the colliding systems due to their long-range attraction.\textsuperscript{161} This means that particles are interacting with each other already before they collide. Therefore, to get more realistic results, this interaction should be taken into account. This can be done, for example, by applying the approach by Su and Chesnavich, where the masses of the collision partners, and the dipole
moment and polarizability of the neutral collision partner are used to obtain the collision rate.\textsuperscript{162,163} A detailed description of that parameterization can be found in Paper VI and Ref. 161.

### 2.2.1 Cluster Population Dynamics

To further investigate the cluster growth into stable aerosol particles and to determine the formation rate, all dynamic processes such as cluster collisions with vapour molecules and each other, fragmentation into smaller clusters, and deposition onto surfaces should be considered. Gibbs free formation energies yield insight into the relative clusters stabilities, but to get information about growth pathways or relative abundances, kinetic effects must be taken into account. The time evolution and behaviour of a population of clusters can be obtained by integrating the time derivatives of cluster concentrations. These birth-death equations (BDEs) include all possible processes where the clusters can be formed or destroyed. The cluster population dynamics can be simulated using the Atmospheric Cluster Dynamics Code (ACDC),\textsuperscript{164} which generates the BDEs for a set of clusters, and solves them explicitly by numerical integration using the \texttt{ode15s} solver of MATLAB.\textsuperscript{165} Usually the stationary steady-state situation is under study when determining aerosol particle formation and then the dynamic simulation can be run until the cluster concentrations are not changing. The BDEs for a cluster $C$ can be written as

$$\frac{d}[C]{dt} = \sum_{A \leq B}^{A \leq C} (\beta_{A+B \rightarrow C} [A] [B] - \gamma_{C \rightarrow A+B} [C]) + \sum_{C=D-A}^{A \leq C} (\gamma_{(D) \rightarrow A+C} [D] - \beta_{A+C \rightarrow D} [A] [C]) + S_C - L_C [C] \quad (7)$$

Here $[C]$ is the concentration of cluster $C$, $\beta_{A+B \rightarrow C}$ is the collision rate coefficient between $A$ and $B$, $\gamma_{C \rightarrow A+B}$ is the evaporation rate coefficient of cluster $C$, $S_C$ is an external source term, and $L_C$ is an external loss term corresponding to coagulation onto pre-existing surfaces. The positive terms are related to formation and negative to the evaporation of cluster $C$. Figure 6 illustrates the processes affecting the concentration of cluster $C$. For clarity, the processes are presented for a homomolecular system, but ACDC can be applied to arbitrary multicomponent systems (see Papers I and XI).
Figure 6: A schematic picture of terms related to formation and destruction of homomolecular cluster $C$. Green arrows represent positive terms creating cluster $C$ and red arrows are negative terms removing cluster $C$. Collisions occur from left to right and evaporation from right to left. External source and loss terms are in vertical direction.

### 2.3 Theoretical Tools

Theoretical approaches to determine the formation free energy change can be classified into three categories depending on the scale at which the interactions between the nucleating compounds are treated: classical liquid drop model, force field methods, and electronic structure theory. The simplest theoretical framework, classical liquid drop model, treats clusters as spherical bulk-liquid droplets, and requires as input only the liquid density, molecular mass, surface tension, and saturation vapour pressure of the compound. Methods based on force fields — classical density functional theory, molecular dynamics, and Monte Carlo methods — are used to describe the interactions between molecules in terms of their functional groups. The basic idea is that a molecular system consists of atoms and their interaction can be described by simple interaction terms without explicitly accounting for quantum mechanical effects. A typical energy expression in molecular mechanics force field methods contains bonded interactions (bond stretching, angle bending, and torsional distortion) and non-bonded interactions (electrostatic and van der Waals).

Macroscopic substance properties or classical force field based methods are usually relatively easy to apply from computational point of view, and thus can be used to study the behaviour of an ideal macroscopic system. Actually, the classical liquid drop model fails for small clusters, and therefore, it should not be applied to draw any quantitative conclusions at the molecular level. To calculate thermodynamic properties of specific atmospheric molecular
clusters, electronic structure calculations are mandatory.

2.3.1 Global Minimum Energy Structure

When using electronic structure theory to obtain thermodynamic properties, common assumptions are that the cluster formation Gibbs free energies can be used as an indicator of the cluster stability, and that the global minimum energy cluster structure dominates the atmospheric cluster distributions, thereby offering an approximative way to describe the properties of a multitude of clusters. The central question becomes how to find the global minimum energy configuration. Unfortunately, there is no simple and universally applicable answer to this. Finding the lowest energy structure for small clusters is usually a fairly straightforward task using just chemical intuition. However, when the cluster contains several molecules, estimating the global minimum energy structure becomes challenging, because the number of local minima on the potential energy surface rises fast with the number of molecules in the cluster.

A commonly-used approach to construct cluster structures is to utilize pair potential molecular dynamics simulations, for example, the simulated annealing technique.\textsuperscript{177} \textbf{Paper I} uses cluster structures created by simulated annealing.\textsuperscript{143} In this three-step model all clusters are simulated at a high temperature starting with random initial configurations to explore the configuration space in depth. After that, molecules are cooled down in order to get real chemical bonded clusters. Finally, clusters are simulated close to absolute zero temperature to reach an energetic minimum structure, which is then used as an initial guess for the density functional theory (DFT)\textsuperscript{178} geometry optimization (see Section 3.3 for DFT).\textsuperscript{88}

Another common option to obtain the cluster structure is to begin with a large number of different cluster configurations and narrow the pool of clusters incrementally by finding the lowest energy structures with increasingly higher-level computational methods.\textsuperscript{179,180} It should be emphasized that different methods yield different potential energy surfaces, meaning that the global minimum energy structure might also be different. \textbf{Papers III–VI, VIII,} and \textbf{XI} apply a semiempirically guided technique where a large number of clusters are created by distributing a molecule or cluster around the target molecule or cluster (see Figure 7). Then all structures are initially optimized using the semiempirical PM6 method\textsuperscript{181} (see Section 3.2.9) and single point energies for the converged structures are calculated using DFT with a small basis set. Then the different conformations are identified based on the total energy and dipole moment. The lowest energy conformations are subsequently optimized and vibrational
frequencies are calculated using DFT. Then the conformers are sorted again, and the lowest energy conformers are optimized and frequencies calculated at a higher level of theory. By narrowing the pool of cluster structures systematically, a large portion of the configuration space is sampled, and one should obtain a good guess for the global minimum energy structure.

Figure 7: A schematic picture of cluster sampling technique used in Papers III–VI and VIII.

Multiple Conformers
The validity of the assumption, that global minimum energy structure can be used to approximate the properties of a multitude of clusters, has been tested, for example, by Temelso et al. and Partanen et al.\textsuperscript{182,183} Temelso and co-workers have studied the sulfuric acid hydrates containing up to six water molecules. Because hydrogen bonds are highly flexible, the energy barrier for transforming one conformer to another, for instance through the rotation of a bond, can be assumed to be low. Therefore, one can expect that an ensemble of different conformers would be present for each cluster, referred to as global anharmonicity. The contribution of different conformers has been taken into account by using the Boltzmann averaged reaction enthalpy and Gibbs free energy for each sulfuric acid hydrate over the low-energy conformers. By accounting for multiple conformers the $\Delta G$ value is slightly larger than in the case of only
global minimum energy structure, meaning that Boltzmann averaging makes the cluster less stable.

Partanen et al. has showed that the calculation of thermal average is over all the relevant conformers leads to erroneous results even at the qualitative level, as the incorporation of higher energy conformers leads to an increase in the Gibbs free energy value. Actually, the presence of multiple conformers increases the number of energy levels and microstates, which means that $\Delta G$ must decrease. Partanen et al. has accounted for multiple conformers using statistical mechanics and compared the results with Boltzmann averaged energies. They found that the average difference in Gibbs free energies is 0.78 kcal/mol for the sulfuric acid hydrates reported by Temelso et al. This implies that when a large number of low-lying conformers is present, global anharmonicity has a larger impact on the thermochemical properties than local anharmonicity (vibrational anharmonicity see Section 3.4). Due to the large Gibbs free energy differences between different conformers, however, it is of utmost importance to identify the correct global minimum energy structure. In practice, this means that one conformer can be used in clustering studies, but a comprehensive conformational search must be done in order to locate the global minimum energy conformer.\textsuperscript{183}

### 3 Quantum Chemical Methods

Starting from Dirac’s equations, which offer the most complete description of $N$-electron systems,\textsuperscript{184} a large number of approximations have to be introduced until one arrives at usable practical quantum chemical methods. It is often applicable to neglect or treat relativistic effects only approximately, and focus on the electronic ground state — allowing the use of an exact non-relativistic time-independent Schrödinger equation:\textsuperscript{185}

$$\hat{H} \Psi(R, r) = \left(\hat{T}_e + \hat{T}_n + \hat{V}_{ne} + \hat{V}_{ee} + \hat{V}_{nn}\right) \Psi(R, r) = E \Psi(R, r),$$  \hspace{1cm} (8)

where $E$ is the ground state energy of the system and $\Psi(R, r)$ is the corresponding wave function depending on the position of all nuclei ($R$) and electrons ($r$). The Hamiltonian $\hat{H}$ describes the potential and kinetic energy of the system, \textit{i.e.}, the kinetic energy of the electrons $\hat{T}_e$ and nuclei $\hat{T}_n$ as well as the electrostatic interactions between nuclei and electrons $\hat{V}_{ne}$, electrons themselves $\hat{V}_{ee}$, and nuclei themselves $\hat{V}_{nn}$\textsuperscript{186}. In many cases it is recommended to apply the Born–Oppenheimer (BO) approximation where the motion of the nuclei is assumed to be negligible compared to the motion of the electrons.\textsuperscript{187} This is justified because light
electrons move significantly faster than heavier nuclei and almost instantaneously respond to any changes in the relative position of the nuclei. Consequently this permits the separation of the Hamiltonian into its electronic and nuclear parts, where the electronic part can be solved separately while keeping the nuclear positions fixed. The mathematical description is known as the stationary $N$-electron Schrödinger equation

$$
\hat{H}_{\text{BO}} \Psi = \sum_{i=1}^{N} \left( -\frac{1}{2} \nabla_i^2 - \sum_{j=1}^{M} \frac{Z_j}{|\vec{r}_i - \vec{R}_j|} + \frac{1}{2} \sum_{i \neq j}^{N} \frac{1}{|\vec{r}_i - \vec{r}_j|} \right) \Psi,
$$

(9)

where the BO Hamiltonian operator $\hat{H}_{\text{BO}}$ includes all the physics necessary to describe the $N$-electron system. The $N$-electron wave function $\Psi$ depends on $N$ discrete spin variables and $3N$ spatial variables and it completely describes any non-relativistic $N$-electron system. Solving this equation yields an eigenvalue spectrum whose lowest eigenvalue corresponds to the ground state energy of the given system. Each nuclear configuration yields a different set of energy levels, in fact, the eigenvalues change continuously with the nuclear configuration. However, there is no analytical solution for many-electron systems since the two-electron operator cannot be factorized, and thus more approximations are needed.

The general structure of the $N$-electron wave function is not fully known. According to the Pauli principle, since electrons are fermions they cannot occupy the same quantum state within a quantum system simultaneously and the wave function has to be antisymmetric with respect to interchange of electrons. Generally speaking, same spin electrons avoid each other. This kind of electron correlation movement is called Fermi correlation. Typically in electron correlation methods, the total wave function $\Phi_{(r_1, r_2, \ldots, r_N)}$ is constructed from a finite set of one-electron wave functions $\phi_N$, in such a way that the Slater determinant fulfils the requirement of the Pauli principle:

$$
\Phi_{(r_1, r_2, \ldots, r_N)} = \frac{1}{\sqrt{N!}} \begin{vmatrix}
\phi_1(r_1) & \phi_2(r_1) & \cdots & \phi_N(r_1) \\
\phi_1(r_2) & \phi_2(r_2) & \cdots & \phi_N(r_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(r_N) & \phi_2(r_N) & \cdots & \phi_N(r_N)
\end{vmatrix}.
$$

(10)

It should be noted that the introduced approximations do not always work. The Born–Oppenheimer approximation will break down in some cases, for instance, when the energy gap between the ground state and the excited state is small, such as in metal surfaces, or there is coupling of more than one BO potential energy surfaces (PES), such as in photochemical reactions. The time-independent Schrödinger equation leads to stationary states, which
do not change with time.\textsuperscript{192} However, in the study of physical phenomena for which the potential energy of the system explicitly depends on time, treating time dependence is crucial.\textsuperscript{193,194} For example, in spectroscopy when the system interacts with electromagnetic radiation, the excitations depend on time and thus the energy becomes time-dependent. For heavy elements the non-relativistic approximation breaks down.\textsuperscript{195} This is because of a large positive nuclear charge makes core electrons move fast, close to the speed of light, and the relativistic mass of 1\textit{s} electrons increase. The Bohr radius (which is the most probable distance between the nuclear and the electron) is inversely proportional to the electron mass, and thus the orbital contracts, which also affects the other orbitals.\textsuperscript{196} Generally, the \textit{s} and \textit{p} orbitals contract and \textit{d} and \textit{f} orbitals expand. For instance, the colours of silver and gold can be traced back to the energy difference between the \((n - 1)d\) and \(ns\) orbitals in the atom.\textsuperscript{197} This transition is in the ultraviolet region for silver, giving the metallic luster. For gold the transition is in the visible region, however, only when relativistic effects are taken into account. The non-relativistic Schrödinger equation predicts gold to be of the same colour as the silver.\textsuperscript{198} Understanding the limitations of the applied approximations is extremely important in quantum chemistry, especially because more approximations need to be introduced.

### 3.1 Basis Sets

In all quantum chemical methods described in this thesis, the electrons are placed in molecular orbitals (MOs) in terms of suitable basis functions.\textsuperscript{199} A basis set is defined as a set of functions used to create the MOs, which are expanded as a linear combination of atomic orbitals (LCAO) with coefficients \(c_r\) to be determined

\[
\psi = \sum_r c_r \chi_r. \tag{11}
\]

The atomic orbitals (AOs) \(\chi_r\) used in the expansion (11) constitute the basis set for the calculation. Usually the functions used to create the MOs are AOs centred on atoms, but they can also be centred on bonds or on lone electron pairs.\textsuperscript{199} Typically calculations are performed with a finite set of basis functions, which can be Slater or Gaussian types. Slater type orbitals (STOs) are similar to the eigenfunctions of the hydrogen-like atom and they have a direct physical interpretation, however, they are computationally challenging since most of the required integrals must be calculated numerically.\textsuperscript{200} Gaussian type orbitals (GTOs), in contrast, are computationally more convenient, but a single GTO gives a wrong physical
description for a hydrogen-like atom since it decays too fast from the nucleus and does not exhibit a cusp at the nucleus.\textsuperscript{201} Hence, a common solution is to approximate STOs as a linear combination of Gaussian functions, which yields a more accurate description of the electron density near the nucleus than a single GTO, but in a computationally easier form than STO.\textsuperscript{202} The form of Gaussian functions is

\[ \chi^{\text{GTO}} = N(x - X)^k(y - Y)^l(z - Z)^m e^{-\zeta (r - R)^2}, \]  

(12)

where \( N \) is the normalization constant and \( \zeta \) is the exponent providing the radial extent of the function. The center of such a primitive function is \( R(X, Y, Z) \), which is typically a nuclear position. The sum of \( k, l, \) and \( m \) defines the angular momentum, \( i.e. \), the orbital subshell \( s, p, d, \) etc.\textsuperscript{188}

Today, there are hundreds of basis sets composed of GTOs. The smallest possible basis set is called a minimal basis set, in which each atomic orbital in a Hartree–Fock calculation (including unoccupied orbitals) is described with a single basis function (see Section 3.2.1 for Hartree–Fock method).\textsuperscript{186} For instance, each atom in the first row of the periodic table has a minimal basis set of two \( s \)-type functions and three \( p \)-type functions. The minimal basis sets are not flexible enough for accurate representation of the orbitals. The addition of multiple basis functions to describe an AO increases the computational accuracy, however, the cost of computation as well. To optimize the computational effort, \( i.e. \), getting the maximal accuracy with a minimal computational cost, the core and valence electrons should be treated separately.\textsuperscript{203} Core AOs are relatively independent of the chemical environment, meaning that a single basis function is often enough for their description. Valence AOs instead participate in the chemical bonding, thus requiring a more flexible description, namely multiple basis functions corresponding to each valence atomic orbital. These basis sets are called valence double-\( \zeta \), triple-\( \zeta \), quadruple-\( \zeta \), etc., indicating how many basis functions are used to treat valence AOs.\textsuperscript{170}

In molecular environments, orbitals become distorted from their atomic shapes, meaning that they are polarized. To describe the effects of polarization functions having one additional node, \( i.e. \), an angular moment one greater than the valence space, should be added.\textsuperscript{204} Polarization functions increase the mathematical flexibility, which in turn allows molecular orbitals to adapt to their environment. Polarization functions are important for reproducing chemical bonding and they are required for quantitative calculations. When a system contains electrons which are not localized close to nuclei, diffuse functions are needed.\textsuperscript{205} These functions have small exponents and they decay very slowly with the distance from the nucleus, meaning
that the probability to find an electron far away from the nucleus rises. Diffuse functions are necessary for systems which contain loosely-bound electrons or when long-range interactions are important, for example, anions, hydrogen bonds, dipole moments, and polarizabilities. The addition of diffuse functions is computationally very expensive. It has been demonstrated that partial augmentation often yield as good results as the fully augmented basis sets, at significantly lower computational cost (see Paper II).

**Basis Set Superposition Error**

When calculating weak molecular interactions such as non-covalently bound dimer interaction energies, basis functions from one molecule can help compensate for the basis set incompleteness on the other molecule in the dimer. Hence, the dimer will be artificially too stable, and the difference is known as the basis set superposition error (BSSE). In the limit of a complete basis set, the BSSE will be zero, but in practice this requires very large basis sets. An approximate way of assessing BSSE is the counterpoise (CP) correction. The Boys and Bernardi formula for the CP corrected binding energy of AB dimer formed from fragments A and B is:

\[
\Delta E_{\text{binding}}^{\text{CP}} = \Delta E_{\text{binding}} + E_{\text{AB}}^A(A) + E_{\text{AB}}^B(B) - E_{\text{AB}}^A(A) - E_{\text{AB}}^B(B),
\]

where \( \Delta E_{\text{binding}} \) is the uncorrected binding energy of AB dimer, \( E_{\text{AB}}^A(A) \) and \( E_{\text{AB}}^B(B) \) are energies for monomers A and B calculated with the geometry they have in the dimer, and \( E_{\text{AB}}^A(A) \) and \( E_{\text{AB}}^B(B) \) are energies for monomers A and B calculated at the dimer geometry and with the full dimer basis set.

Figure 8 presents an example of BSSE in the case of a sulfuric acid–dimethylamine complex. Binding energies are calculated using DLPNO–CCSD(T) method with aug-cc-pV\( x \)Z basis sets, where the cardinal number \( x=2–5 \), with and without CP correction (see Section 3.2.8 for DLPNO–CCSD(T)). The BSSE is the difference between uncorrected and CP corrected values. As can be seen from Figure 8, BSSE decreases with higher cardinal number, but even using aug-cc-pV5Z the values do not coincide (see Paper VIII for more discussion).
3.2 Wave Function Theory

In wave function based methods, both the accuracy and the computational cost are highly dependent on the level of theory. Most wave function methods converge towards the exact energy and all properties simultaneously. The accuracy is dependent on the treatment of electron correlation, the basis set size, and the Hamiltonian used. The computational cost is often referred to as scaling with respect to system size. The system size $N$ means simply the number of basis functions, which is dependent on the number of atoms and the flexibility of the solution, i.e., the basis set used. The time taken by algorithm $T$ can be written using the scaling law as

$$T = aN^b,$$

where $a$ is the prefactor and $b$ is the scaling exponent. The computational bottleneck in wave function based methods is the high scaling exponent, which restricts the most accurate methods to the smallest systems. The holy grail in developing new and efficient algorithms is a linear scaling together with a small prefactor.
3.2.1 Hartree–Fock

The starting point for most approximate quantum chemical wave function theory is the Hartree–Fock (HF) method, where each electron interacts only with the average electrostatic field of all other electrons. The orbitals are optimized according to the variational principle and the formed Slater determinant would be, in the limit of an infinite basis set, an exact solution of the Hartree–Fock Hamiltonian. Since the wave function is built by spin orbitals depending on one electron, only the same-spin electrons can interact with each other through the Slater determinant, which means that the electron–electron repulsion term is not properly treated. The Hartree–Fock wave function only accounts for the Fermi correlation (repulsion between same spin electrons) but not the Coulomb correlation (Coulomb repulsion between negative charges) because the instant electron–electron interaction is missing. Therefore, HF method convergences reasonably fast to the complete basis set limit. Typically, this scheme can recover more than 99% of the total electronic energy, however, being still far away from chemical accuracy (defined as within 1 kcal/mol of the exact solution). The missing 1% in the HF method has a crucial impact on chemistry, relating to the ability of an electron to respond to the other electrons motion. Classically speaking, each electron avoids other electrons as much as possible, and with a certain probability move into the virtual orbitals if they come close to each other. This type of electron correlation is neglected in the Hartree–Fock method. Therefore, the electrons are located too closely to each other meaning that bond lengths are too short, which leads to overestimation of vibrational frequencies and activation energies.

In addition, dispersion interaction is completely missing in the HF approach. Dispersion interaction is a long-range electron correlation effect, which is often very important in the case of describing weakly-bound molecular clusters. Non-bonded fragments can interact, depending on the distance, repulsively or attractively. In the HF method, the repulsion is taken into consideration in the self-consistent field (SCF) stage. However, when describing dispersion forces, electron correlation is necessary to take into account. Each molecule has always a small, variable dipole moment due to the rapid movement of electrons. This non-permanent dipole moment creates attraction by polarizing surrounding molecules, and the HF method does not account for this type of dispersion forces. The dispersion forces also affect the stability of molecules, for example, the stability of branched alkanes over linear ones is due to electron correlation. Because of this, the Hartree–Fock method is not recommended when the electron correlation between reactants and products changes, since it does not treat the reactants and products equivalently. To reach chemical accuracy — or
in some cases even a proper physical description — the treatment of electron correlation is mandatory. Therefore, numerous approaches are developed upon the HF solution to cover at least part of the correlation energy.  

3.2.2 Electron Correlation

A strong feature of Hartree–Fock method is that it is variational, meaning that the HF energy always corresponds to an upper limit to the ground state energy and the result can be improved systematically by including more electron correlation. The correlation energy can be divided into three different terms: 1) Fermi correlation, which arises from the Pauli antisymmetry of the wave function and, as mentioned earlier, is taken into account already in the Hartree–Fock method, 2) dynamic correlation, which is associated with the instantaneous correlation among the electrons arising from their mutual Coulomb repulsion, and 3) static correlation, which arises from near-degeneracy of electronic configurations. Therefore, the missing correlation energy $E_{\text{corr}}$ consists of parts 2) and 3) and it is defined as the difference between the exact energy $E_{\text{exact}}$ and the single-determinant HF energy $E_{\text{HF}}$ in the same basis as

$$E_{\text{corr}} = E_{\text{exact}} - E_{\text{HF}}.$$  

All approximations in the solution of the Schrödinger equation should be unambiguous and precisely defined as well as improvable in a systematic fashion. There exists several different approaches to construct an approximative electronic wave function; starting from the simplest Hartree–Fock model, where the wave function is represented by a single Slater determinant, up to the most complex full configuration interaction (FCI) model, where the wave function is represented as a variationally determined superposition of all determinants in the $N$-electron Fock space. Between these levels, there are a large amount of different approaches, which employ additional contributions of electron correlation with variable accuracy and computational cost. It should be noted that none of the methods is suitable to all systems — therefore, one is likely to spend a lot of quality time to find a theoretical level to apply for a given problem.

The frozen core approximation (FCA) is usually used as a default in electronic correlation calculations. It is based on the fact that chemical reactions happen mainly via valence electrons, and that the core electrons are inactive from a chemical point of view. Therefore, the lowest-lying molecular orbitals are constrained to remain doubly-occupied in all configurations, which reduces the number of configurations. A justification for the FCA is that the core
electrons of an atom are less sensitive to their environment than the valence electrons. Thus the error introduced by freezing the core orbitals is nearly constant for molecules containing the same types of atoms. Because of this error cancellation, the core electrons can be left inactive in a correlation treatment when handling relative energies. However, core electrons do affect the absolute energies, and thus FCA is not a good approximation for total electronic energies. When one need to include the core electrons into correlation treatment, specialized core-correlation designed basis sets are needed.\textsuperscript{186}

Both dynamic and static correlation effects can be taken into account by mixing in Slater determinants for more electron configurations $\Phi_i$ to the HF one $\Phi_0$

$$\Psi = c_0 \Phi_0 + \sum_i c_i \Phi_i, \quad (16)$$

where $c_0$ is the coefficient for HF solution and $c_i$ is the coefficient for excited electron configuration determinant. If $c_0$ is assumed to be close to 1 and a large number of excited determinants $\Phi_i$ are added, each of which is assumed to give only a small contribution, then the method primarily treats dynamic correlation. On the other hand, if it assumed that there are just a few excited determinants with coefficients close to the reference one, then the method primarily treats static correlation.

Static correlation is a long-range correlation effect, which deals with only few, but crucial determinants. It needs to be taken into account in situations where multiple determinants are required to cover the electronic structure of a state, \textit{i.e.}, when a single Slater determinant yields a qualitatively wrong description of the electron configuration.\textsuperscript{170} Generally speaking, static correlation is not needed for closed-shell systems at their equilibrium geometries, but it might be necessary when stretching a bond or bending an angle. For example, when twisting the double bond of ethylene, at a ninety degrees twist angle the systems behaves like a biradical, and hence the use of a multireference method is needed.\textsuperscript{220} A common way to take static correlation into account is the complete active space self-consistent field (CASSCF) method.\textsuperscript{221} It is a special form of a multiconfigurational SCF method and can be thought of as an extension of the Hartree–Fock method. In the CASSCF method a FCI is performed for an active space, which is constructed from $n$ electrons in $m$ orbitals. CASSCF is a powerful method to study static correlation effects, however, calculations are fairly complex and ultimately require a lot of insight from the user in order to be successful. It should be noted that CASSCF calculations are not designed to provide accurate absolute energies. The purpose of a CASSCF computation is to provide a qualitatively correct wave function for a good starting point of dynamic electron correlation calculation. For example,
the Complete Active Space Second Order Perturbation Theory (CASPT2) can be used to add
dynamic correlation by perturbation theory on top of the CASSCF solution.\textsuperscript{222} The number
of configurations increases factorially with the size of active space, and therefore the limit
of feasibility is roughly around 14 active orbitals or about one million configuration state
functions (CSFs) in the active space. For large active spaces, a new promising approach is the
Density Matrix Renormalization Group (DMRG) which yields results close to the CASSCF
method.\textsuperscript{223,224} Since multireference methods have not been used in any of the papers included
in this thesis, they will not be treated further here.

Dynamical correlation has a significant role for systems studied in this thesis. It is a short-
range correlation effect, which refers to capturing the effect of the instantaneous electron
repulsion by allowing the electrons to respond rapidly to the movement of the other electrons.
It is based on the assumption that the single-determinant description is qualitatively correct,
and thus the correction can be done by throwing in lots and lots of determinants with very
small weight each. There are three main methods to include dynamic correlation within
wave function theory: configuration interaction (CI),\textsuperscript{225} Møller–Plesset (MP) perturbation
theory,\textsuperscript{226} and coupled cluster (CC) theory.\textsuperscript{227}

\subsection{Configuration Interaction}

Configuration interaction is a variational method in which the trial wave function is given as a
linear combination of determinants with the expansion coefficients determined by requiring
the energy to be a minimum

\[ \Psi_{\text{CI}} = a_0 \Phi_0 + \sum_S a_S \Phi_S + \sum_D a_D \Phi_D + \cdots = \sum_{i=0} a_i \Phi_i. \] \hfill (17)

The excited electron configurations are obtained by exciting electrons from occupied orbitals
to virtual orbitals so that the total spin of the system does not change. The molecular orbitals
(MO) used for building the excited Slater determinants are taken from HF calculations and
held fixed. The created wave function is then optimized with respect to the total energy and
the new energy is lower than the HF energy. If all possible excitations are taken into account
(FCI), the obtained energy would be exact in the given basis set.\textsuperscript{228} However, the FCI method
is not feasible for all but the very smallest systems because of the number of excited Slater
determinants increases factorially with the system size \(N^N\), and therefore, the amount of
excitations is typically truncated. The nomenclature for excitations is dependent on how many
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electrons are excited in all possible combinations, such as single is S, double is D, triple is T, and so on.\footnote{225}

According to the Brillouin’s theorem, the CIS method does not improve the HF result as all matrix elements between the HF wave function and singly excited determinants are zero.\footnote{229} However, although the ground state is equal, single excitations may be used as approximations to excited states and they allow the CI wave function to relax the MOs. Thus the lowest model which yields improvement over HF results is CID. There is only a marginal computational increase in effort of CISD over CID since the number of singly excited determinants is relatively small. Single excitations enter the wave function indirectly as they have non-zero matrix elements with the doubly excited determinants. Moreover, single excitations do affect the electronic charge distribution and therefore properties such as the dipole moment and polarizability. The CISD method scales $N^6$ and it is only CI method applicable for a wide variety of systems. The inclusion of the triply excited determinants, CISDT, and the quadruply excited determinants, CISDTQ, increases the scaling to eight and tenth power, respectively. While the FCI method is size consistent, all truncated CI methods suffer from a huge drawback by not being size consistent, which results in a non-physical scaling of the error with the system size.\footnote{170} Although many attempts have been made to partially repair this problem, for instance the Davidson correction, the CI methods are not of great use for ground states anymore.

### 3.2.4 Møller–Plesset Perturbation Theory

The idea behind perturbation theory is that the Hartree–Fock solution only differs slightly from the desired exact solution, and thus the solution may be improved by adding electron correlation as a small perturbation. For instance, when the HF wave function contains considerable multi-reference character, single determinant MP theory will display weak convergence. Therefore, for systems containing nearly degenerate orbitals, the reference wave function might be qualitatively wrong, and then MP methods are not recommended.\footnote{217}

After the Schrödinger equation for the reference Hamiltonian operator is solved, the Schrödinger equation for the perturbed system can be written as

$$
\hat{H}\Psi_n = \left(\hat{H}_0 + \lambda\hat{H}'\right)\Psi_n = E_n\Psi_n,
$$

where the parameter $\lambda$ takes values from zero to one, representing the extremes of the unperturbed and fully perturbed systems, respectively. $\hat{H}_0$ is the unperturbed Hamiltonian
and $\lambda \hat{H}'$ is the perturbation that describes electron correlation. The first order correction is the average of the perturbation operator over the zeroth order wave function and is already included in the HF energy. Therefore, the lowest method which yields improvement over HF results is MP2. The second order correction to the energy is

$$E^{(2)} = \sum_{m \neq n} \frac{|\langle \Psi^{(0)}_m | \hat{H}' | \Psi^{(0)}_n \rangle |^2}{E^{(0)}_n - E^{(0)}_m}. \quad (19)$$

Here is used the Dirac bracket notation, which is explained for instance in Ref. 188.

MP2 represents the simplest single reference correlation method and it is often a significant improvement over Hartree–Fock, recovering typically 80–90% of the correlation energy.\textsuperscript{186} It scales as $N^5$, being computationally the most economic way to include electron correlation. A drawback of the MP method is the non-variational nature, which means that higher order corrections do not necessarily yield better results, and the energy may be lower than the exact energy.\textsuperscript{230} It turns out that the MP2 method typically overshoots the correlation effect, such as overestimating $\pi-\pi$ interactions and overbinding molecules.\textsuperscript{231} However, it describes hydrogen bonds well. Another advantage is that MP perturbation theory (unlike other perturbation methods) is size consistent.

### 3.2.5 Coupled Cluster

One of the most mathematically elegant techniques for estimating the electron correlation energy is coupled cluster (CC) theory.\textsuperscript{232} It has become a cornerstone of modern \textit{ab initio} computational chemistry. The coupled cluster method represents a well-defined and systematic approach to include dynamical correlation effects. In CC theory, an exponential cluster operator is used to account for electron correlation as

$$\Psi_{\text{CC}} = e^{\hat{T}} \Phi_0. \quad (20)$$

The non-Hermitian exponent operator is expressed as the sum of all excitation operators $\hat{T}_n$

$$\hat{T} = \hat{T}_1 + \hat{T}_2 + \hat{T}_3 + \ldots + \hat{T}_n, \quad (21)$$

where $\hat{T}_1$ contains single excitations, $\hat{T}_2$ double excitations, and so on. The exponential term in Equation (20) can be written as

$$e^\hat{T} = 1 + \hat{T} + \frac{\hat{T}^2}{2!} + \frac{\hat{T}^3}{3!} + \ldots = \sum_{k=0}^{\infty} \frac{\hat{T}^k}{k!}. \quad (22)$$
The coupled cluster method provides the exact solution to the time-independent Schrödinger equation when all excitations are included, but in practice, the series expansion is truncated to include only specific electron excitation operators.\textsuperscript{217} The level of truncation is indicated in a similar way by letters as in the CI method. The simplest method which improves HF result is CCD, which contains only double excitations. In the CCD method, the Taylor expansion of the exponential function gives

$$
\Psi_{\text{CCD}} = \left( 1 + \hat{T}_2 + \frac{\hat{T}_2^2}{2!} + \frac{\hat{T}_2^3}{3!} + \ldots \right) \Phi_0.
$$

(23)

The first two terms in the parenthesis in Equation (23), $1 + \hat{T}_2$, are equal to CID method, but the remaining terms involve products of excitation operators. This means that the square of $\hat{T}_2$ generates quadruple excitations, the cube of $\hat{T}_2$ generates hextuple excitations, and so on. Even though the excitations are truncated to a finite order, higher excitations are still included, and this corrects the failure of CI method, \textit{i.e.}, CC methods are size consistent at any given order. Moreover, due to the exponential parametrization of the wave function, a certain amount of orbital relaxation is introduced, which greatly enhances the stability in multi-reference cases. Unfortunately, the truncated CC theory is not variational.\textsuperscript{199}

In practice, the increase in accuracy of including single excitations in addition to doubles is worth the cost, and this leads the CCSD method with $\Lambda^6$ scaling.\textsuperscript{233,234} Although considering only singles and doubles, CCSD still gives the exact results for two-electron system within a given basis. The CCSD method typically recovers 90–95\% of the correlation energy. By itself CCSD is not a highly accurate method, for instance, it underestimates $\pi$–$\pi$ interactions remarkably. However, it represents a feasible and robust electronic structure approach that is an excellent starting point for the calculation of the remaining correlation energy and molecular properties, at least for single-reference systems.

The CC2 method is an approximate second-order coupled cluster model which was constructed with emphasis on the calculation of molecular properties rather than on total energies.\textsuperscript{235} It should be noted that particularly important for molecular properties are the singles which give an approximate orbital relaxation. Consequently CC2 approximates the CCSD doubles equations to the form occurring in first order but with the singles retained to provide an approximate description of orbital relaxation. For ground states, CC2 allows for a relaxation of connected single excitations, which are neglected in MP2, but this does not lead to a systematically improved accuracy.\textsuperscript{236} Because the doubles are correct to the first order, the CC2 energy is correct to the second order and is expected to be of similar quality as the MP2
energy.\textsuperscript{236,237} The CC2 method scales $N^5$ like MP2, but in contrast to MP2, excitation energies and transition moments can be obtained in CC2.\textsuperscript{235} CC2 has been develop for calculations on excited states and was never intended for ground state calculations; however, Kurtén \textit{et al.} and Ortega \textit{et al.} have utilized the method for the ground states of reactions and clustering in the atmosphere (see Section 3.5.1 and \textbf{Paper I} for discussion).\textsuperscript{238,239} Inclusion of connected triple excitations to the CCSD model defines CCSDT which scales $N^8$, and hence it is not common in practical use. The CC3 method is based on approximating the CCSDT model and it scales $N^7$.\textsuperscript{240} The hierarchy for coupled cluster models can be expressed as CC2, CCSD, CC3, CCSDT, where the computational effort increase by a factor of $N$ in each level. Also energies and properties increase in accuracy at each step with a convergence towards the FCI solution that is unique to the coupled cluster theory.\textsuperscript{232}

To reach chemical accuracy, the most successful method is CCSD(T),\textsuperscript{241} in which single and double excitations are included with a full treatment and an estimate to the connected triples contribution is calculated non-iteratively using perturbation theory.\textsuperscript{233} In general, the inclusion of perturbative triplets slightly overestimates the triples correction, and does so by an amount about equal to the ignored quadruples. Therefore, CCSD(T) usually yields relative energies very close to the FCI limit, and indeed, it has come to be the effective gold standard for single-reference calculations.\textsuperscript{242} Due to the very high computational expense and the poor scaling, $N^7$, it is unsuitable for routine applications and restricted only to small systems (see \textbf{Paper I}). However, it is widely used for benchmarking more approximate methods as well as studying ground state properties of small molecules. If higher quality results than obtained from CCSD(T) are required, also other error sources, such as non-relativistic, frozen core, and Born–Oppenheimer approximations, must usually be accounted for.\textsuperscript{199} But as one might guess, the most accurate quantum chemical methods are limited to the very smallest systems containing a maximum of a few atoms or a few tens of electrons. Due to the computational restrictions, it is not surprising that a huge amount of effort is used to develop approximative methods which obtain a major increase in speed without a significant loss of accuracy.
3.2.6 Resolution of the Identity

When one desires to apply calculations to large molecules, the full integral transformation from the atomic orbital (AO) to the molecular orbital (MO) basis becomes extremely memory intensive and the most time-consuming part of the calculation.\textsuperscript{243} The resolution of the identity (RI) approximation (known also as density fitting) allows performing the AO to MO transformation and some of the contractions with lower-index integrals instead of four-index integrals and removes the need to save any four-index integrals on disk.\textsuperscript{244} It effectively reduces the computational requirements of the transformation step without a notable loss of accuracy. Resolution of the identity equation connects every complete basis set to the identity operator on that space. First the product of two basis functions \( |\alpha\beta\rangle \) is expanded in an auxiliary basis set \( P \) as

\[
|\alpha\beta\rangle = \sum_{P}^{M_{\text{aux}}} c_{P} P
\]

and then four-index integrals are replaced by products of lower-index integrals as

\[
\langle \alpha\beta|\gamma\delta \rangle = \sum_{PQ}^{M_{\text{aux}}} c_{P} c_{Q} \langle \alpha\beta|P\rangle \langle P|Q\rangle^{-1} \langle Q|\gamma\delta \rangle,
\]

where \( \langle P|Q\rangle \) are two-center and \( \langle \alpha\beta|P\rangle \) are three-center integrals. The expansion coefficients \( c_{P} \) are determined by minimizing the fitting error, for example, using a Coulomb metric. Here is used the second quantization, which is explained for example in Ref. 170.

The number of three-center integrals is much smaller than four-center integrals, which reduces the formal scaling, however, actual timing shows that the total computational cost is reduced by approximately an order of magnitude.\textsuperscript{245} This means, in fact, that the RI approximation reduces only the pre-factor. In addition, the calculation time per three-center integral is up to a factor of ten smaller than four-center integral. Some of the necessary integrals are fitted in an auxiliary basis set, which means from a user’s point of view that an auxiliary basis set also must be chosen. The RI-fitted Coulomb energy always undershoots the exact Coulomb energy, however, in relative energies the error cancels out with reasonable auxiliary basis sets.\textsuperscript{246} Hence, the RI approximation reduces the integral calculation cost remarkably by only introducing minor errors to the calculation and the use of it is strongly recommended.\textsuperscript{247}
3.2.7 Explicit Correlation

One common problem in electron correlation methods is a frustratingly slow convergence towards the exact energy with respect to the basis set size.\textsuperscript{248} This originates from the usage of antisymmetrized products of Slater determinants to construct two-electron (and higher-rank) basis sets.\textsuperscript{249} Slater determinants fail to model the exact wave functions at short interelectronic distances. The difficulties of describing short-range dynamical correlation are related to the singularities in the Hamiltonian which give rise to the Coulomb cusp in the wave function.\textsuperscript{250} The Coulomb cusp is caused by the instant electron–electron interaction and it cannot be described properly with smooth functions. The theory of explicit correlation can be used as an alternative to basis set extrapolation. In basis set extrapolation techniques, one performs calculations with lower cardinal number basis sets and extrapolates the results to correspond complete basis set limit (CBS).\textsuperscript{251} Basis set extrapolation requires an arbitrary fitting, whereas explicitly correlated methods solve the convergence problem by using a wave function that depends explicitly on terms of the interelectronic distances. Therefore, explicit correlation technique is theoretically better justified than basis set extrapolation.\textsuperscript{252}

However, for many-electron systems an explicit introduction of the interelectronic distance coordinate directly into the wave function is not an easy computational problem. Adding terms to the wave function approach that contains the interelectronic coordinates explicitly speeds up the basis set convergence.\textsuperscript{253} Thus explicitly correlated methods yield near basis set limit results for correlation energies in conjunction with significantly smaller orbital basis sets. The terms added can be linear in the interelectronic distances, which is denoted R12 methods.\textsuperscript{254} At long range, a linear correlation factor yields an unphysical behaviour and hence different correlation factors have been tested. Currently, the most popular choice is the F12 method, in which an exponential function of the interelectronic distances $r_{12}$ is used. The correlation factor in the F12 method is taken to be a simple Slater function

$$F(r_{12}) = \exp(-\beta r_{12}),$$ \hspace{1cm} (26)

where $\beta$ is the length-scale parameter accounting for the strength of the interelectronic interaction. In practice, the Slater function is approximated by a linear combination of Gaussians. For example, the CCSD-F12 wave function\textsuperscript{255} can be expressed as

$$\Psi_{\text{CCSD-F12}} = e^{T_1 + T_2} \Psi_0,$$ \hspace{1cm} (27)

where single excitations are

$$T_1 = t_i^a \hat{E}_{ai}$$ \hspace{1cm} (28)
and double excitations are

\[ \hat{T}_2 = T_{ab}^{ij} \hat{E}_{ai} \hat{E}_{bj} + \tau_{ij}^{abc} \hat{E}_{\alpha i} \hat{E}_{\beta j}. \]  

(29)

Indices \( i \) refer to occupied orbitals, \( a \) to virtual orbitals, and \( \alpha \) to a complete orbital basis set. \( t^i_a \) and \( T_{ab}^{ij} \) are the conventional singles and doubles amplitudes, respectively. In F12 theory, the correlation factor is used to approximate the additional amplitudes \( \tau_{ij}^{abc} \) as

\[ \tau_{ij}^{abc} = \langle \alpha \beta | \hat{Q}_{12} \hat{F}_{12} | kl \rangle T_{kl}^{ij}, \]  

(30)

where \( \hat{Q}_{12} \) is a projector which ensures strong orthogonality of the explicitly correlated terms to the HF reference function and to the conventional double excitations.

The disadvantage of the explicitly correlated approach is the emergence of numerous three- and four-electron integrals, which in practices restricts methods to small systems. Therefore, the many-electron integrals are calculated using the resolution of the identity approximation so that only two- and three-electron integrals remain. The faster convergence of explicitly correlated methods means that fewer high angular momentum functions are needed, and not surprisingly, the basis set requirements of such methods are different than regular electron correlation methods. In practise, this means that when using F12 methods one should specify a special orbital basis set (OBS) as well as a complementary auxiliary basis set (CABS) in order to control the error coming from the RI approximation.\(^{256}\) The development of F12 basis sets is still in early stages. Currently, the cc-pV\( n \)Z-F12 basis sets (where \( n=2–5 \)) are available for a restricted range of elements.\(^{257,258}\) It should be noted that in contrast to what their names suggest, F12 basis sets are a fair bit larger than the corresponding cc-pV\( n \)Z basis sets. In the case of carbon, for example, the cc-pVDZ basis set contains six basis functions, whereas cc-pVDZ-F12 contains 12. Calculations performed at the CCSD(T)-F12/cc-pVDZ-F12 level of theory\(^{259}\) yields results of CCSD(T)/cc-pVQZ quality.\(^{260,261}\) This implies significantly faster basis set convergence with some additional computational cost. The extra computational effort necessary for F12 calculations is due the additional two-electron integrals. The computations can be strongly accelerated by means of the RI approximation utilized for the F12 part.\(^{262}\) Generally, it is then recommended to use one cardinal number higher basis set for the RI approximation, for example, in conjunction with a cc-pVTZ-F12 basis set, one should apply a cc-pVQZ/C fitting basis.\(^{263}\)
3.2.8 Local Electron Correlation Approaches

Introducing explicit correlation into the wave function greatly accelerates the basis set convergence, but unfortunately the scaling behaviour remains the same. Methods that aim at reduced scaling are based on the fact that the dynamic electron correlation is a short-range effect.\(^{264}\) Notably, although correlation is a local effect it is not arbitrarily local. Pair correlation energies falls off as \(R^{-6}\) covering a region of space that extends over 2–3 chemical bonds (sometimes more in a conjugated \(\pi\)-system). The aim of local correlation methods is to reduce the unpleasant scaling with system size — ideally to (sub)linear — and to preserve the accuracy of wave function based correlation approaches.\(^{265}\) This can be done only if the introduced error exploiting the locality is not spoiling the intrinsic accuracy of the method. In order to keep the desired accuracy, the method should cover at least 99.9\% of the basis set correlation energy, \(i.e.,\) the correlation energy in a given basis.

Methods that exploit the locality of electron correlation can be divided loosely into two complementary classes: piecewise and direct local approaches. Piecewise methods use locality by dividing the molecule into subsystems and performing small calculations for them at the same time. These results are combined to estimate the total correlation energy. Piecewise local approaches are for instance the divide-and-conquer (DC) proposed by Yang and Lee\(^{266,267}\) and developed by Li and Li,\(^{268}\) divide-expand-consolidate (DEC) by Jørgensen \textit{et al.},\(^{269,270}\) and clusters-in-molecules (CIM) by Li \textit{et al.}\(^{271,272}\) Advantage of these approaches is that they are highly efficient parallel and readily extended to properties.

Direct local correlation methods aim to achieve a truncation of the virtual space while performing the calculation on the entire system. Locality is used in the algorithm to avoid calculating terms close to zero or factors that are unity. Saebø and Pulay suggested spanning the virtual orbital space by projected atomic orbitals (PAOs).\(^{264,273}\) Whereas conventional unoccupied orbitals span the entire molecule, PAOs are obtained by projecting the occupied orbital space out of the atomic orbitals and largely preserve the localized character of the atomic orbitals. Elaborating on the concept of PAOs, a variety of correlation methods have been developed and implemented. For example, Schütz and Werner demonstrated linear scaling local methods of LMP2,\(^{274}\) LCCSD,\(^{275}\) LCCSD(T),\(^{276}\) and LCCSDT.\(^{277}\) These local methods have revolutionized the applicability of reliable correlation methods to large molecular systems. In order to reduce the computational effort, Schütz and Werner have applied density fitting for local methods and developed DF-LMP2, DF-LCCSD, and DF-LCCSD(T).\(^{278-280}\) A major benefit of the concept of correlation domains is that they allow
linear scaling with respect to CPU, disk and main memory. A major drawback, in turn, is that they need to be specified prior to a calculation, which results in limited error control. Also methods that implement orbital-specific virtuals (OSVs) are proposed. OSVs are not pair-specific, but orbital-specific virtual orbitals, meaning that there is a correlating set of virtual orbitals specific for each occupied molecular orbital. Using OSV approaches it is possible to achieve linear scaling with respect to system size, and 92–97% of the triples correction can be covered.

Already in the 1965, Edmiston and Krauss introduced pair natural orbitals (PNOs). A few years later Meyer and Ahlrichs et al. continued with the concept of pair natural orbitals. However, only in recent years have PNOs been under active development. The general idea of the PNO-based approach is to construct approximate natural orbitals that are specific for each electron pair. The PNO space for a given electron pair is local and located in the same region of space as the corresponding electron pair. This means that PNOs, in contrast to PAOs, are pair specific and lead to a very compact representation of the virtual space. The most severe bottlenecks of the PNO approach are the laborious integral transformations, which can be avoided by using the RI approximation. Local pair natural orbital (LPNO) methods, in which the internal space is spanned by localized internal orbitals, have been successfully applied for medium-size systems. The first LPNO method implemented was the coupled-electron pair approximation (CEPA). Afterwards the CCSD method was developed within the LPNO framework. The LPNO methods always make use of the RI approximation, which means from the user’s point of view that an auxiliary basis set must be provided. The LPNO–CCSD method scales \( N^5 \) which restricts it for systems about 100 atoms, and therefore, it was subsequently redesigned to address its inherent scaling.

**DLPNO–CCSD(T)**

The LPNO approach was further developed by combining the concepts of PNOs and PAOs, which led to the near linear scaling domain-based local pair-natural orbital CCSD (DLPNO–CCSD) method. The addition of quasi-perturbative treatment of the triple excitations yielded the DLPNO–CCSD(T) method, which allows calculations on molecules with hundreds of atoms or with nearly 9000 basis functions. The DLPNO–CCSD(T) method differs slightly from the corresponding canonical methods by employing the \( T_0 \) approximation for the evaluating of triples. In the \( T_0 \) approximation all off-diagonal Fock matrix elements are neglected, which yields a significant computational speed-up. Neese and co-workers demonstrated the very first CCSD(T) level calculations on an entire protein consisting of 644 atoms (Crambrin). Figure 9 shows the scaling behaviour of conventional CCSD(T) and
[D]LPNO-approximated coupled cluster methods. All the [D]LPNO methods are implemented in the Orca quantum chemistry program.\textsuperscript{293}

![Figure 9: Scaling behaviour of the canonical CCSD(T), LPNO–CCSD, DLPNO–CCSD, and DLPNO–CCSD(T) methods for linear hydrocarbons. Figure adapted from reference 294.](image)

It should be noted that various approximations are needed in order to reach near linear scaling. The theory of the DLPNO–CCSD(T) method has been described in detail by Neese and co-workers,\textsuperscript{292} and here only the most important features are explained. The DLPNO method is essentially a black-box method, with three tunable parameters: $T_{\text{CutPairs}}$ which controls a perturbative selection of significant pairs, \textit{i.e.} which pairs are included in the CCSD iterations, $T_{\text{CutPNO}}$ which is the PNO occupation number which largely controls the accuracy, \textit{i.e.} the number of PNOs per electron pair, and $T_{\text{CutMKN}}$ which defines the domain size for the local fit to the PNOs within the RI scheme. First the localization of the occupied orbitals is obtained from a single determinant reference wave function computation. The total electron correlation is given by the sum over electron pair correlation energies. In strong-pair approximation the strong and weak pairs are defined based on MP2 pair correlation estimates ($T_{\text{CutPairs}}$). The strong pairs enter the coupled cluster iterations, whereas for weak pairs only MP2 additive corrections to the total correlation energy are calculated (Figure 10).\textsuperscript{288} The correlation virtual space of each strong pair consists of PNOs which are constructed from the MP2 pair densities. The MP2 correction is calculated when the occupation number of PNO is larger than the
threshold $T_{\text{CutPNO}}$. Then the required PNOs and integrals are expanded in terms of PAO domains, whose sizes are controlled by $T_{\text{CutMKN}}$. Default threshold values in Orca version 3 are $T_{\text{CutPairs}} = 10^{-4}$, $T_{\text{CutPNO}} = 3.33 \times 10^{-7}$, and $T_{\text{CutMKN}} = 10^{-3}$.

![Figure 10](image)

Figure 10: The electron pairs are divided into weak and strong pairs based on a local MP2 estimate of the pair correlation energy. The strong pairs are explicitly included in the coupled cluster procedure, whereas the weak pairs are added afterwards to the total correlation energy. Figure adapted from reference 288.

Benchmark studies have shown the DLPNO–CCSD(T) method to be a reliable and an affordable way to cover electron correlation for large molecules (see Paper I). Typically DLPNO–CCSD(T) covers 99.8–99.9% of the canonical coupled cluster correlation energy. Since DLPNO does not require the user to adjust any parameters, it can be used in a black-box fashion. Gradients are not yet available for [DL]PNO methods, but they are under active development. For instance, Hättig and co-workers have presented a preliminary implementation of gradients for the PNO–MP2 method. In addition, multireference (DLPNO–NEVPT2) and explicitly correlated (DLPNO–MP2-F12) methods are already implemented and further development is under process.

The increasing complexity of local correlation methods makes codes difficult to develop. A major challenge is the lack of robust software for handling sparse tensor operations. Neese and co-workers have introduced a sparse map infrastructure for dealing with sparse tensor operations.
data structures and algorithms which appear in local correlation approaches. Here all essential computational steps are achieved in a linear scaling fashion, for example, the integral transformation, PNO construction triples correction, and amplitude iterations. On the basis of the concept of sparse maps, a linear scaling DLPNO–CCSD(T) method is presented in 2016 and calculations with more than 20000 basis functions and 1000 atoms are reported. The new DLPNO–CCSD(T) method is about seven times faster and uses four times less disk space than the old one. For instance, the single point energy calculation for the Crambrin protein using old DLPNO–CCSD(T) method with a def2-SVP basis set takes 30 days of CPU time and 1.3 TB disk space, and the same calculation with linear scaling DLPNO takes only 5 days of CPU time and 0.4 TB disk space. In addition, new DLPNO reduces the error in absolute correlation energies by approximately a factor of two compared to the old DLPNO method. In 2015, Liakos and co-workers defined three default thresholds, which are used to control the absolute desired accuracy. Default thresholds are LoosePNO, NormalPNO, and TightPNO. Authors recommend to use LoosePNO for preliminary studies, NormalPNO for general thermochemistry and kinetics, and TightPNO for non-covalent interactions and conformational equilibria. NormalPNO and TightPNO provide relative energies within 1 kcal/mol of canonical CCSD(T) calculations.

Figure 11 shows an example of sulfuric acid–ammonia complex binding energies calculated using old DLPNO with default criteria, new DLPNO with TightPNO criteria, and in comparison with canonical RI-CCSD(T)-F12 using different basis sets. New DLPNO with TightPNO estimates binding energies to be on average 0.31 kcal/mol lower than the old DLPNO with default criteria, with a variation of 0.28 to 0.37 kcal/mol. All other DLPNO binding energies differ less than 0.7 kcal/mol compared to the highest level RI-CCSD(T)-F12/VQZ-F12, except when using a double-zeta basis set without diffuse functions. It can be noticed that DLPNO/aug-cc-pVTZ corresponds well to the canonical binding energies, and DLPNO/def2-QZVPP gives results close to DLPNO/aug-cc-pV5Z. Since DLPNO does not cover all of the correlation energy of canonical CCSD(T), it does not converge to the same value as canonical coupled cluster. From a computational point of view this means that when choosing the basis set, user should decide whether to trust error cancellation to be systematic and use aug-cc-pVTZ or to get binding energies close to DLPNO basis set limit and utilize def2-QZVPP. Recent benchmark studies have shown that DLPNO/aug-cc-pVTZ does indeed consistently yield results in good agreement with canonical coupled cluster calculations.
Figure 11: Binding energies (kcal/mol) for sulfuric acid–ammonia complex using RI-
CCSD(T)-F12 and DLPNO–CCSD(T) methods as a function of basis set cardinal number $x$. Old refers to the Orca3 version of DLPNO with default criteria, and new in turn to the Orca4 DLPNO with TightPNO criteria.

The new linear scaling DLPNO method as well as the three default thresholds have been implemented in Orca version 4, and were only released for use in 2017. Therefore, in the studies of this thesis Papers I–VI as well as Papers VIII, X, and XI, the old DLPNO–CCSD(T) method was utilized.

3.2.9 Semi-empirical Quantum Chemistry Methods

Semi-empirical methods are based on the Hartree–Fock formalism, but several approximations have been introduced and some parameters have been obtained from empirical data. Empirical parameters allow inclusion of some electron correlation into the methods. In contrast to the HF approach, semi-empirical methods are fitted to a set of empirical parameters and the two-electron part of the Hamiltonian is not explicitly included. Because some of the two-electron integrals are approximated, semi-empirical calculations are much faster than \textit{ab initio} calculations. The central assumption of semi-empirical models is the zero differential overlap (ZDO) approximation, which neglects all products of basis functions that depend on the same electron coordinates when located on different atoms. The error introduced using semi-empirical methods is compensated through the use of parameters determined comparing calculations with experimental data.
Semi-empirical methods can be grouped as complete neglect of differential overlap (CNDO), intermediate neglect of differential overlap (INDO), and neglect of diatomic differential overlap (NDDO) approaches.\textsuperscript{310,311} Papers III–VI, VIII, and XI utilize the parametric method number 6 (PM6) for initial optimization of a large set cluster structures. PM6 is an NDDO type semi-empirical method, which is parametrised for 70 elements. Compared to previous NDDO models, the main improvement of PM6 is that the prediction of the energies and geometries involves in hydrogen bonding. The detailed parametrisation can be found from Ref. 181.

### 3.3 Density Functional Theory

Density functional theory (DFT) is based on the theorems of Hohenberg and Kohn, which state that the ground-state electron density uniquely determines the electronic energy according to the variational principle. The electron density has the same number of variables independent of the system size, since each spin density depends only on three spatial coordinates. In modern Kohn-Sham DFT the energy is written as a functional of the electron density, and the effective external potential is generated from a fictive non-interacting reference system.\textsuperscript{313} All parts of the Hamiltonian cannot be formulated in this way, and in addition the parameters which define a given functional have to be introduced. Therefore, DFT is not systemically improvable.\textsuperscript{314}

The general form of the Kohn–Sham DFT energy functional is

\[
E_{\text{DFT}}[\rho(r)] = T_e[\rho(r)] + V_{\text{ne}}[\rho(r)] + V_{\text{ee}}[\rho(r)] + E_{\text{XC}}[\rho(r)],
\]

where \(T_e[\rho(r)]\) is the kinetic energy of non-interacting electrons, \(V_{\text{ne}}[\rho(r)]\) is the attractive interaction between nuclei and electrons, \(V_{\text{ee}}[\rho(r)]\) is the repulsive interaction between electrons, and \(E_{\text{XC}}[\rho(r)]\) is the exchange–correlation term. In other words, the Schrödinger equation is reformulated in terms of the electron density, and exchange and correlation interactions are included via an exchange–correlation functional. Unfortunately, the exact exchange–correlation functional — which connects the electron density to the kinetic energy and the electron-interaction energies — is unknown.\textsuperscript{313} Otherwise the obtained solution would be exact. Hence the main task in Kohn–Sham DFT is to derive approximations to the exchange–correlation energy functional.
3.3.1 Density Functionals

The accuracy of DFT methods is dependent on the exchange–correlation functional. Since it is not known, various approximate functionals have been developed to calculate different molecular properties.\textsuperscript{315} There is no straightforward way to say whether one functional is better than another. On the basis of the analysis of Perdew, exchange–correlation functionals can be divided into five levels along Jacob’s ladder so that successive levels correspond to better approximations that bring us closer to the heaven of chemical accuracy.\textsuperscript{316}

The first level on Jacob’s ladder is called the local density approximation (LDA), which approximates the exchange–correlation energy density at a given position as a function of the electron density at that same local position.\textsuperscript{317} Since the density is assumed to be a slowly varying function in LDA, but the electron density is typically rather far from spatially uniform in a real chemical system, the LDA is not useful for molecular systems. However, it can be used to model for example metal surfaces, where the electron density of the system varies gradually.\textsuperscript{318}

The second level is the generalized gradient approximation (GGA),\textsuperscript{319} for which the electron density approximation also depends on the gradient of the density at that given position.\textsuperscript{320} Since the exchange and correlation energies depend not only on the electron density but also on the derivatives of the density, GGAs have shown to be a significant improvement over LDAs.\textsuperscript{321} At the third level comes the meta-GGA,\textsuperscript{322} for which the exchange and correlation functionals depend on higher order derivatives of the electron density or on the local kinetic energy density of the Kohn–Sham orbitals. The computational cost of a meta-GGA is comparable to that of a GGA, and the meta-GGA is typically (but not always) a bit more accurate than the GGA.\textsuperscript{323}

The fourth and fifth levels of Jacob’s ladders are formed by combining the GGA or meta-GGA functional with an amount of exact Hartree–Fock exchange or MP2 correlation energy, called hybrid and double-hybrid functionals, respectively. The most popular hybrid functional is B3LYP, which combines the Becke-3-parameter exchange functional with Lee–Yang–Parr correlation functional.\textsuperscript{324–326} An example of a double hybrid functional is B2PLYP, which contains B88 exchange, two parameters that were fitted and perturbative mixture of MP2 and LYP.\textsuperscript{327} In addition, there are other methods to include the virtual orbitals, for instance the random phase approximation. Inclusion of the virtual space is expected to yield large improvement on dispersion interaction effects, which are a significant problem for almost all common functionals.\textsuperscript{318}
Dispersion Corrections
Dispersion interactions depend on electron correlation, but most of the functionals neglect the long-range dispersion and only local contributions to the electron correlation are included. Typically, DFT functionals do not model correlation outside the Fermi hole (which arises from the fact that electrons have a low probability of being found close to each other), and thereby neglect long-range dispersion effects.\textsuperscript{328} Notably, the quality of modelling dispersion effects is highly functional dependent. For instance, when considering equilibrium distances for van der Waals complexes, some density functionals such as PW91 provide at least qualitatively correct interaction potentials,\textsuperscript{329} whereas some other functionals like B3LYP and BLYP predict purely repulsive potentials.\textsuperscript{318} Therefore, functionals that are able to model dispersion interactions are extensively developed. For example, density functionals such as M06-2X have been parametrized to systems governed by dispersion interactions.\textsuperscript{330} Implicit inclusion of dispersion has shown some success for describing weakly-bound complexes.\textsuperscript{331} Both PW91 and M06-2X have been shown to perform well for atmospheric molecular clusters (see Papers I–III).\textsuperscript{332,333} Paper IX shows that the PW91 functional yields good transition state structures, and it can be utilized for geometries and frequencies when studying organic reaction mechanisms. It should be mentioned that M06-2X as well as other Minnesota functionals converge remarkably slowly towards the complete basis set limit, especially when calculating intermolecular interaction energies (see Paper II).\textsuperscript{334}

Most of the current dispersion-corrected approaches includes the dispersion interactions as an external correction to the density functional. Grimme has suggested the DFT-D approach,\textsuperscript{335} which treats dispersion as an additional empirical term $E_{\text{disp}}$ to the DFT energy $E_{\text{DFT}}$ as

$$E_{\text{DFT-D}} = E_{\text{DFT}} + E_{\text{disp}}.$$  \hspace{1cm} (32)

Since the dispersion correction is an add-on term, it does not directly alter the wave function, electron density, or any other molecular property.\textsuperscript{336} However, geometry optimizations with dispersion corrections will lead to a different geometry than without because the dispersion correction contributes to the forces acting on the atoms.\textsuperscript{337} Mardirossian and Head-Gordon have developed a range-separated hybrid-GGA $\omega$B97X-D functional, which contains ten parameters and nonlocal correlation effects.\textsuperscript{338} It has been demonstrated to predict good structures and thermochemical parameters for non-covalent molecular clusters (see Papers I–III).\textsuperscript{332,339} Also other approaches to include dispersion corrections have been developed, for example, non-local van der Waals density functionals (vdW-DFs)\textsuperscript{340–342} and atom-centered one-electron potentials (1ePOT).\textsuperscript{343–345}
3.4 Thermochemical and Vibrational Analysis

The electronic structure calculations discussed above only yield ground state electronic energies at the temperature $T=0$ K. In order to obtain free energies, thermochemical parameters must be taken into account. Molecular systems have translational, vibrational, and rotational degrees of freedom. A usual way to proceed is to first assume that the different energetic contributions are uncoupled, meaning that the different degrees of freedom can be separated from each other. Then the total energy ($\epsilon_{\text{tot}}$) can be written as a sum of translational ($\epsilon_{\text{tr}}$), rotational ($\epsilon_{\text{rot}}$), vibrational ($\epsilon_{\text{vib}}$), and electronic ($\epsilon_{\text{el}}$) energies as

$$
\epsilon_{\text{tot}} = \epsilon_{\text{el}} + \epsilon_{\text{tr}} + \epsilon_{\text{vib}} + \epsilon_{\text{rot}},
$$

and the partition function for the system $q_{\text{tot}}$ can be expressed as a product of four components

$$
q_{\text{tot}} = q_{\text{el}}q_{\text{tr}}q_{\text{vib}}q_{\text{rot}}.
$$

The Gibbs free energy $G_{\text{tot}}$ is dependent on the total enthalpy $H_{\text{tot}}$ and entropy $S_{\text{tot}}$ as

$$
G_{\text{tot}} = H_{\text{tot}} - TS_{\text{tot}}.
$$

For an uncoupled system, the total enthalpy and entropy can be expressed as a sum of the four contributions

$$
H_{\text{tot}} = H_{\text{el}} + H_{\text{tr}} + H_{\text{vib}} + H_{\text{rot}}
$$

$$
S_{\text{tot}} = S_{\text{el}} + S_{\text{tr}} + S_{\text{vib}} + S_{\text{rot}}.
$$

Each component of enthalpy $H_X$ is calculated from partition functions $q_X$ as following

$$
H_X = k_B T^2 \left( \frac{\partial \ln q_X}{\partial T} \right)_V + k_B T V \left( \frac{\partial \ln q_X}{\partial V} \right)_T
$$

and the entropy components $S_X$ are calculated as

$$
S_X = k_B T \left( \frac{\partial \ln q_X}{\partial T} \right)_V + k_B \ln (q_X).
$$

The gap of electronic energy between the ground state and the lowest excited state is normally large enough that the excited states can be assumed to be unpopulated at chemically interesting temperatures. Thus the electronic contribution is commonly taken to be the ground state energy of the global minimum energy structure, and the electronic partition function is then

$$
q_{\text{el}} = g_0 e^{-\frac{\epsilon_0}{k_B T}},
$$
where $E_0$ and $g_0$ denote the ground-state electronic energy and degeneracy, respectively. For non-degenerate singlet ground-state wave functions $g_0 = 1$.

Usually, the translational motion of the systems is taken to be that of ideal gas particles, and the translational partition function can be written as

$$q_{tr} = \left( \frac{2\pi M k_B T}{\hbar^2} \right)^{\frac{3}{2}} \left( \frac{k_B T}{p} \right),$$

(41)

where $\hbar$ is Planck constant, $p$ is the partial pressure, and $M$ is the mass. The ideal gas volume is defined as $V = \frac{k_B T}{p}$.

The rotational movement of a system is often assumed to be rigid and independent of the rotational and vibrational quantum numbers. Thus the parameters needed for the calculation are the rotational symmetry number $s$ of the system, which is typically equal to 1 for larger structures, and the moments of inertia about the principal axes of inertia $I_n$. The rotational partition function can be approximated using classical mechanics as

$$q_{rot} = \sqrt{\frac{\pi}{s}} \left( \frac{8\pi^2 k_B T}{\hbar^2} \right)^{\frac{3}{2}} \sqrt{I_1 I_2 I_3}.$$  

(42)

Using the harmonic oscillator approximation, the vibrational degrees of freedom are uncoupled in a normal coordinate system, and the vibrational partition function for non-linear systems can be written over $3N - 6$ vibrational modes as

$$q_{vib} = \prod_{i=1}^{3N-6} \frac{e^{-\frac{\hbar \nu_i}{k_B T}}}{1 - e^{-\frac{\hbar \nu_i}{k_B T}}},$$

(43)

where $N$ is the number of atoms and $\nu_i$ is the frequency corresponding to normal mode $i$. The computation of vibrational partition function is challenging since it requires a vibrational analysis, i.e., the second derivatives of the electronic energy with respect to $3N$ nuclear coordinates must be calculated. It should be emphasized that vibrational analysis is valid only when the first derivatives of the energy with respect to displacement of the atoms are zero. The gradient $g$ holds the first partial derivatives of the potential $U$ with respect to displacement of the atoms in cartesian coordinates $q_n$ as

$$g = \begin{bmatrix} \frac{\partial U}{\partial q_1} \\ \frac{\partial U}{\partial q_2} \\ \vdots \\ \frac{\partial U}{\partial q_{3N}} \end{bmatrix} = 0.$$  

(44)
In practise this means that the geometry used for vibrational analysis must be optimized at the same level of theory as the second derivatives were generated with. The Hessian $H$ is a $3N \times 3N$ matrix and it can be expressed as the second partial derivatives of the potential $U$ with respect to displacement of the atoms

$$
H = \begin{bmatrix}
\frac{\partial^2 U}{\partial q_1^2} & \cdots & \frac{\partial^2 U}{\partial q_1 \partial q_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 U}{\partial q_n \partial q_1} & \cdots & \frac{\partial^2 U}{\partial q_n^2}
\end{bmatrix}.
$$

(45)

Diagonalization of the mass weighted Hessian matrix yields the $3N$ eigenvectors of the system, namely the normal modes. Three of the normal modes are related to the translational motion and three to the rotational motion (for non-linear systems), hence there are a total of $3N - 6$ vibrational modes. In theory, the frequencies for rotation and translation modes should be zero, but due to the numerical disturbance they remain close to zero in practical calculations. If all the vibrational frequencies are positive the optimized geometry corresponds to the minimum energy structure. When one negative frequency is obtained the structure corresponds to a transition state, which means that the energy is maximized along one Hessian eigenmode and minimized along the remaining $3N - 7$ eigenmodes.

Within the rigid rotor-harmonic oscillator (RRHO) approximation, the molecular systems are assumed to behave as equilibrated ideal gas particles and the effect of temperature is included by the molecular structures vibrating harmonically about their equilibrium geometries and rotating rigidly as a single entity. Unfortunately, real molecular systems are not rigidly rotating harmonic oscillators, and the RRHO approximation may lead to large uncertainties and even non-physical thermal contributions to the Gibbs free energy (see Paper II). Therefore, numerous approaches have been developed to at least partially correct for the worst errors of the RRHO approximation.

Anharmonic calculations for large molecules are difficult due to the nonseparability of the Hamiltonian. The simplest way to account for vibrational anharmonicity is to derive scaling factors for small systems and simply apply them for larger systems by multiplying the harmonic frequencies by the scaling factor in an ad hoc fashion in the standard formulae. This approach is used in Paper II for large acid–base clusters. It should be noted that for instance intermolecular bonds are normally more anharmonic than intramolecular bonds, but by applying scaling factors different types of vibrations are treated similarly.

For medium-sized systems, one possible way to calculate anharmonic vibrational spectra is to apply the ab initio vibrational self-consistent field (VSCF) approximation.
calculations can be performed from the first principles, and thus fitting of PES or using empirical parameters are not needed. The vibrational problem is treated in a similar manner as the HF approach so that in any given vibrational state of the system each vibrational mode is described by the averaged potential of all other modes. The VSCF potential requires multidimensional grid-point calculations, which are subsequently used for the numerical solution of the one-dimensional VSCF equations. The determination of the VSCF Hamiltonian requires on the order of \( 6N \) single-point energy calculations. Since all the VSCF equations are solved numerically until the convergence is reached, the convergence might cause problems for some systems such as non-covalently bound molecular clusters. The VSCF results can be improved by adding correlation between the different modes, for example, using the second order perturbation theory (VSCF-PT2)\(^{352} \) as in **Paper VII**.

Another option is to treat the anharmonicity as a perturbation to the RRHO system and calculate the anharmonic oscillator energy levels using perturbation theory. The method is called vibrational second order perturbation theory (VPT2).\(^{353} \) In VPT2 the anharmonic corrections are calculated from third and fourth order derivatives of the PES along the normal mode coordinates. The cubic and semi-diagonal quartic force constants are calculated by finite differentiation of the Hessian. If analytical second derivatives are available, then the required third and fourth derivatives can be computed easily using finite differentiation. The cost of VPT2 level is in the order of \( 6N \) times that of a single harmonic vibrational calculation. The VPT2 method yields only frequencies and not intensities, and thus it is not commonly used for spectroscopy studies. Another drawback of VPT2 is that it is subject to the problem of near degeneracies.

In 2011, Temelso *et al.* investigated the role of anharmonicity in hydrogen-bonded water clusters.\(^{354} \) They determined scaling factors by comparing harmonic vibrational frequencies with VPT2 anharmonic fundamentals of 16 water clusters. They found that the intermolecular modes are substantially more anharmonic than intramolecular bending and stretching modes, which demonstrates the importance of separating the modes into different classes. Also the disparity in derived scaling factors between water clusters and covalently-bound molecules highlights the need to apply different scaling factors for hydrogen-bonded systems. Temelso *et al.* showed that the anharmonic effects lower the Gibbs free formation energy substantially, however, the energetic ordering of different isomers remain the same.\(^{355} \) For large acid–base clusters, **Paper II** shows that vibrational anharmonicity affects a maximum lowering of 2 kcal/mol in the thermal contribution to the Gibbs free energy. However, the error arising from anharmonic frequencies is significantly smaller than the error due to the high-amplitude

\[ \text{47} \]
modes.

In addition to anharmonicity, internal rotation effects are inherent in most large systems, for instance molecular clusters, for which molecules or some part of the cluster can pseudorotate freely. Then the vibrational potential has multiple shallow minima and the motion is better described as an internal rotation or a pseudorotation. However, the identification of the internal rotations is difficult since the low-lying frequency modes might include both internal rotations and large amplitude collective bending motions of atoms, and in addition, some of them might be a mixture of both. Moreover, there is no simple analytic solution for hindered rotor problems and special approximations must be used. Different approaches to correct partition functions, when internal rotations are identified, are suggested in the literature. However, these methods often require the use of internal coordinates, which have not been extended to non-covalently bound systems. To avoid these issues, Grimme has suggested so-called quasi-harmonic approximation (QHA), where the low-lying frequencies are treated as a free rotor. This approach is utilized in Paper II to correct the failure of the RRHO approximation in weakly-bound molecular clusters.

The vibrational entropy of a harmonic oscillator with frequency \( \omega \) is

\[
S_V = R \left[ \frac{\hbar \omega}{k_B (e^{\hbar \omega/k_B T} - 1)} - \ln \left( 1 - e^{-\hbar \omega/k_B T} \right) \right],
\]

where \( R \) is the gas constant. The second term of Equation (46) approaches asymptotically infinity for \( \omega \to 0 \) yielding an unphysical entropy at low frequency values. In QHA, the contribution of low-lying frequencies to the entropy is replaced by a corresponding rotational entropy as

\[
S_R = R \left\{ \frac{1}{2} + \ln \left[ \left( \frac{8 \pi^3 \mu' kT}{\hbar^2} \right)^{1/2} \right] \right\},
\]

where \( \mu' \) is an effective moment of inertia, calculated from the moment of inertia \( \mu \) for a free-rotor and the average moment of inertia \( B_{av} \) as Equation (48). An effective moment of inertia is restricted to reasonable values by using \( B_{av} = 10^{-44} \) kg m\(^2\) as a limiting value for very small \( \omega \). An effective moment of inertia can be written as

\[
\mu' = \frac{\mu B_{av}}{\mu + B_{av}}.
\]

A weighting function is used to interpolate between harmonic vibrational entropy \( S_V \) for \( \omega >> \omega_0 \) and pure rotational entropy \( S_R \) for small \( \omega \) close to the cut-off frequency \( \omega_0 \) as follows

\[
S = w(\omega) S_V + [1 - w(\omega)] S_R,
\]
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where \( w(\omega) \) is the Head-Gordon damping function (with \( \alpha = 4 \)) \(^{365}\)

\[
\begin{align*}
    w(\omega) &= \frac{1}{1 + (\frac{\omega}{\omega_0})^\alpha}. \\
\end{align*}
\] (50)

Now the only parameter which has to be fixed is the cut-off value \( \omega_0 \). Paper II applies a cut-off frequency of 100 cm\(^{-1}\), as proposed in the literature.\(^{365,366}\) In principle, the QHA partition function should be close to the ideal hindered rotor partition function with a reasonable cut-off frequency. The QHA method does not require any extra computational power, and therefore, it can be applied to large molecular clusters. Funes-Ardois and Paton have implemented QHA in the Python script GoodVibes.py,\(^{367}\) and it is also available in Orca version 4.

### 3.5 Gibbs Free Formation Energy

When all the partition functions are known, the Gibbs free formation energy for the cluster \( AB \) formed from monomers \( A \) and \( B \) can be calculated as

\[
\Delta G = \Delta E - k_B T \ln \left[ \frac{q_{\text{vib}}(AB)q_{\text{rot}}(AB)q_{\text{tr}}(AB)}{q_{\text{vib}}(A)q_{\text{vib}}(B)q_{\text{rot}}(A)q_{\text{rot}}(B)q_{\text{tr}}(A)q_{\text{tr}}(B)} \right],
\] (51)

where \( \Delta E \) corresponds to the ground-state electronic energy difference between the cluster and its monomers. The largest contribution to the Gibbs free energy comes from the ground-state electronic energy, and one can visualise that the procedure described above to be a kind of extrapolation scheme from the zero-temperature to desired temperature.\(^{186}\) Marking the second term of Equation (51) as the thermal contribution to the Gibbs free energy (\( \Delta G_{\text{therm}} \)), the Gibbs free formation energy can be simply written as

\[
\Delta G = \Delta E + \Delta G_{\text{therm}}.
\] (52)

#### 3.5.1 Towards a Cost-Effective and Robust Approach

The aim of most quantum chemical studies is to obtain the best possible accuracy of the properties of interest with minimal computational costs. Since the accuracy as well as required resources are strongly dependent on the combination of the method and basis set, finding a suitable level of theory for a specific problem is of utmost importance (see Papers I and II).\(^{239,332}\) It should be kept in mind that the best possible result obtained with a given level of theory does not mean the correct result in absolute sense. From a chemical point of view
the accuracy of absolute energy is not important whereas the relative energies, i.e. the energy differences along to the reaction coordinate, are the values of interest.

Often experience and literature offer a good starting point for finding a proper quantum chemical level which leads to trustworthy results. The comparison with highly accurate benchmark calculations or with reliable measurement data is further needed to confirm the applicability for a specific problem. Geometry optimization and vibrational frequencies are less sensitive to the level of theory used in the calculations than the energies themselves (see Papers I–III). As discussed in the previous section, the second partial derivatives of the energy must be computed in order to get the thermochemical properties, meaning that it is computationally the most expensive part. Density functional theory often yields reliable molecular geometries and vibrational frequencies and is therefore commonly used. In addition, relatively small basis sets are usually suitable for DFT methods since they converge relatively fast. This means that a larger basis set would only have a negligible effect on these quantities but a large effect on computational effort (see Papers II and VI). In contrast, the electronic energies are very sensitive to the level of theory, and correlated wave function methods are usually needed to obtain energies within the chemical accuracy, especially for non-covalently bound molecular clusters (see Paper I). Unfortunately, correlated wave function methods converge slowly with respect to the basis set size, and a large basis set is necessary for accurate energy calculations (see Papers VI and VIII). Due to these reasons, it is common practice to optimize the geometry and to calculate thermochemical properties at a lower level of theory, and then perform the electronic energy corrections using more sophisticated correlated methods (see Papers I–VI and VIII–XI).

3.5.2 Review of Computational Approaches used in Atmospheric Clustering Studies

Nadykto et al. has utilized the PW91/6-311++G(3df,3pf) level of theory to calculate Gibbs free energies in atmospheric nucleation studies. Gibbs free energies, especially for large clusters, are not experimentally directly measurable quantities, and thus the comparison between computational and experimental results has to be made through cluster kinetics. Kjærgaard et al. has determined experimentally Gibbs free energies for small two-component molecular clusters (the complexes of methanol or ethanol with dimethylamine). However, in practice the measurable quantity for observing particle formation processes is the cluster concentration. From a theoretical point of view this means that extra approximations are needed to model large sets of interacting clusters. Therefore, other error sources might become
important. Answering questions such as
“How well can kinetic gas theory describe molecular cluster collisions?”
“What do experimental instruments actually measure?”
“What is the sensitivity of an instrument to detect clusters with low concentrations?”
“How much does the composition of neutral cluster change when charging it before detecting?”
is an extremely difficult task. Hence, one should be cautious when making conclusions
from experimental and theoretical comparisons. Nadykto et al. has showed that nucleation
rates calculated using the PW91/6-311++G(3df,3pf) level give a good correspondence with
experimental nucleation rates.\textsuperscript{372,375,376} \textbf{Paper II} shows that the PW91 functional with the
6-311++G(3df,3pd) basis set gives a mean absolute error of 0.9 kcal/mol in the binding
energy compared to a large aug-cc-pV5Z basis set, indicating that it has not reached the
complete basis set limit. In addition, \textbf{Paper III} shows that PW91/6-311++G(3df,3pd) yields a
difference of 2.5 kcal/mol in the binding energies compared to the CCSD(T)-F12a/VDZ-F12
level. Therefore, there is reason to believe that the good correspondence is originating from
cancellation of errors — and thus it would not be systematic — or it is also possible that
experimental and theoretical findings do not describe the exactly same quantity.

Kurtén et al. has utilized the RI-CC2 method for single point energies to improve the
quality of the binding energies.\textsuperscript{84,238} RI-CC2 is an approximate coupled cluster singles and
doubles method with a resolution of the identity approximation.\textsuperscript{237} In 2008, Ortega et al.
has introduced a B3RICC2 multi-step approach,\textsuperscript{239} where the geometry is optimized and
frequencies are calculated at the B3LYP/CBSB7 level and single point energies are calculated
using the RI-CC2 method with an aug-cc-pV(T+d)Z basis set. The B3RICC2 approach has
commonly been used in atmospheric new-particle formation studies.\textsuperscript{64,151,377–380} The idea is
in principle well founded, since the electronic energy corrections eliminate random errors in
DFT binding energies. However, as Hättig has pointed out, the CC2 method is developed for
excited states,\textsuperscript{236} and accordingly overestimates the correlation effect of ground states, \textit{i.e.},
binding energies tend to be too negative. In addition, it has been shown that CC2 energies
are usually not more accurate than MP2 energies for ground states, and that actually the
overbinding of CC2 might be even higher than that of MP2.\textsuperscript{380,381} RI-CC2 is approximately
10–20 times more expensive than MP2 calculations due to an iterative solution of the cluster
equations. Therefore, it is difficult to justify the usage of CC2 even over the MP2 method.
Furthermore, the CBSB7 basis set corresponds to Pople’s triple-zeta basis, which contains two
additional \textit{d} polarization functions on second rows atoms, one \textit{d} function on first row atoms
and a \textit{p} function on hydrogen atoms, but it includes no diffuse functions (6-311G(2d,d,p)).\textsuperscript{382}
\textbf{Paper II} shows the importance of including diffuse functions. The B3LYP functional is also
Table 1 compares Gibbs free formation energies for sulfuric acid–ammonia and sulfuric acid–dimethylamine clusters calculated with different levels of theory. The highest theory level, RI-CCSD(T)-F12/VQZ-F12//M06-2X/6-31++G**, yields Gibbs free formation energies of $-5.3$ and $-11.5$ kcal/mol for $(\text{H}_2\text{SO}_4)(\text{NH}_3)$ and $(\text{H}_2\text{SO}_4)(\text{NH}(\text{CH}_3)_2)$, respectively. The RI-CC2 energy corrections yield a significant overbinding (always more than 1 kcal/mol). In the case of $(\text{H}_2\text{SO}_4)(\text{NH}(\text{CH}_3)_2)$ when using B3RICC2, the overbinding is up to 3.9 kcal/mol. The PW91/6-311++G(3df,3pd) level performs well for $(\text{H}_2\text{SO}_4)(\text{NH}(\text{CH}_3)_2)$ but it overbinds 2.5 kcal/mol for $(\text{H}_2\text{SO}_4)(\text{NH}_3)$. This implies that the good correspondence for $(\text{H}_2\text{SO}_4)(\text{NH}(\text{CH}_3)_2)$ is due to a lucky cancellation of errors, and thus even the sign of the PW91 error is not systematic. The DLPNO–CCSD(T)//DFT level (see Section 4.1) systematically underbinds, with an error of less than 1 kcal/mol for both systems in Gibbs free formation energies.

Table 1: Gibbs free formation energies (kcal/mol) for sulfuric acid–ammonia and sulfuric acid–dimethylamine complexes at 298.15 K and 1 atm.

<table>
<thead>
<tr>
<th>Method, Ref</th>
<th>$(\text{H}_2\text{SO}_4)(\text{NH}_3)$</th>
<th>$(\text{H}_2\text{SO}_4)(\text{NH}(\text{CH}_3)_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3RICC2, 239</td>
<td>$-6.4$</td>
<td>$-15.4$</td>
</tr>
<tr>
<td>RI-CC2/aV(T+d)Z//RI-MP2/aV(D+d)Z, 84</td>
<td>$-6.6$</td>
<td>$-13.7$</td>
</tr>
<tr>
<td>PW91/6-311++G(3df,3pd), 89</td>
<td>$-7.8$</td>
<td>$-11.4$</td>
</tr>
<tr>
<td>DLPNO–CCSD(T)//DFT, Paper III</td>
<td>$-4.6$</td>
<td>$-10.6$</td>
</tr>
<tr>
<td>RI-CCSD(T)-F12/VQZ-F12//M06-2X/6-31++G**,</td>
<td>$-5.3$</td>
<td>$-11.5$</td>
</tr>
</tbody>
</table>

4 Results and Discussion

This chapter presents the main results obtained in Papers I–VI. The author’s contribution in the research articles of this thesis is specified. The author is solely responsible for the introductory part of the thesis.
4.1 Computational Methods Assessment

When studying the molecular-level formation mechanisms and stabilities of atmospheric molecular clusters, the equilibrium structures as well as vibrational frequencies for all participating monomers and clusters are needed. Thermochemical parameters can be calculated once the vibrational frequencies are known. This means that a lot of computational power is needed, and the most reasonable method of choice is thereby DFT. Single point energy calculations require much less computational power than the geometry optimization and frequency calculations, and once the structure is optimized, electronic energy corrections can be calculated with a higher level method. All geometry optimizations and frequency calculations have been run using Gaussian09 revisions B.01 and D.01. All DLPNO–CCSD(T) single point energies have been computed using Orca version 3.0.3. For CCSD(T)-F12 calculations, both Molpro (versions 2012.1 and 2015.1) and Orca have been used.

4.1.1 Sensitivity and Accuracy of Density Functional Theory

In order to know which functional and basis set combinations are suitable for modelling non-covalently bound cluster formation, we have tested the performance of different levels of theory for predicting structures, thermochemistry, and binding energies (Papers I–III). In Paper I, we have chosen six small cluster formation reactions to represent some of the key interactions in atmospheric molecular clusters. We have investigated the variation in the Gibbs free energy using 11 different functionals with the 6-311++G(3df,3pd) basis set as well as MP2 with aug-cc-pV(D+d)Z and aug-cc-pV(T+d)Z basis sets. We found a large scatter in the binding energies depending on which DFT functional is utilized, with variations up to 4.0 kcal/mol between PW91 and CAM-B3LYP-D. However, only a little variation was observed between different functionals in the thermal contributions to the Gibbs free energy, with the largest difference of 1.1 kcal/mol between M11 and B3LYP-D. The use of coupled cluster electronic energy corrections on top of the DFT or MP2 geometries significantly reduces the scatter in the binding energies, with the largest variation being reduced to 0.6 kcal/mol. This indicates that all tested functionals can be used to obtain geometries and frequencies, but electronic energy corrections are needed to reduce the scatter in binding energies.

In Paper III we have studied the sensitivity and accuracy of M06-2X, PW91, and ωB97X-D functionals with 6-31++G(d,p) and 6-311++G(3df,3pd) basis sets compared to the DLPNO–
CCSD(T)/def2-QZVPP and the CCSD(T)-F12a/VDZ-F12 levels of theory. Table 2 shows the binding energies and thermal contributions with different levels of theory for a small diperoxy acid–sulfuric acid complex \((\text{C}_3\text{H}_4\text{O}_6)(\text{H}_2\text{SO}_4)\). Figure 12 presents the structure of the \(\text{C}_3\text{H}_4\text{O}_6\) diperoxy acid molecule, which is used as a model compound in benchmark studies.

![Figure 12: The structural formula of \(\text{C}_3\text{H}_4\text{O}_6\) compound.](image)

We showed in Paper III that different functionals yield highly varying binding energies for \((\text{C}_3\text{H}_4\text{O}_6)(\text{H}_2\text{SO}_4)\) with a maximum variation of 6.9 kcal/mol. We found that the thermal contribution to the Gibbs free energy varies much less, with values from 13.3 to 15.4 kcal/mol. A negligible change in the thermal contribution was detected when reducing the basis set from 6-311++G(3df,3pd) to 6-31++G(d,p). We observed only a small variation in the DLPNO–CCSD(T)/def2-QZVPP binding energies with a maximum of 1.3 kcal/mol and in the CCSD(T)-F12a/VDZ-F12 binding energies with a maximum of 0.7 kcal/mol. The DLPNO binding energies underbind compared to canonical coupled cluster with an average underbinding of 1.6 kcal/mol. The ratio between the coupled cluster results is found to vary with an average value of 1.10. This implies that the DLPNO–CCSD(T)/def2-QZVPP level of theory can be used as a lower bound for the binding energies.

<table>
<thead>
<tr>
<th></th>
<th>(\Delta G_{\text{therm}})</th>
<th>(\Delta E_{\text{DFT}})</th>
<th>(\Delta E_{\text{DLPNO}})</th>
<th>(\Delta E_{\text{F12}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-31++G(d,p)</td>
<td>14.9</td>
<td>-21.7</td>
<td>-15.5</td>
<td>-16.9</td>
</tr>
<tr>
<td>M06-2X</td>
<td>14.2</td>
<td>-15.6</td>
<td>-15.0</td>
<td>-17.6</td>
</tr>
<tr>
<td>PW91</td>
<td>13.4</td>
<td>-19.5</td>
<td>-16.2</td>
<td>-17.5</td>
</tr>
<tr>
<td>(\omega)B97X-D</td>
<td>13.4</td>
<td>-20.4</td>
<td>-16.1</td>
<td>-17.4</td>
</tr>
<tr>
<td>6-311++G(3df,3pd)</td>
<td>15.4</td>
<td>-20.4</td>
<td>-16.1</td>
<td>-17.4</td>
</tr>
<tr>
<td>M06-2X</td>
<td>14.4</td>
<td>-14.8</td>
<td>-15.7</td>
<td>-17.3</td>
</tr>
<tr>
<td>PW91</td>
<td>13.3</td>
<td>-18.4</td>
<td>-16.3</td>
<td>-17.5</td>
</tr>
<tr>
<td>(\omega)B97X-D</td>
<td>13.3</td>
<td>-18.4</td>
<td>-16.3</td>
<td>-17.5</td>
</tr>
</tbody>
</table>
Paper II examines the basis set convergence of M06-2X, PW91, and \( \omega \)B97X-D functionals by comparing different basis sets with a large aug-cc-pV5Z basis to make sure that the DFT/basis combination yields results close to the basis set limit. Figure 13 presents the accuracy of binding energies compared to the aug-cc-pV5Z basis set (red bars) and the relative time compared to the smallest 6-31G* basis set (blue squares). Including diffuse functions is known to be important for a correct description of loosely bound electrons, however, Paper II shows that in most cases partially augmented basis sets yield as accurate results as the fully augmented basis sets with significant gain in computational efficiency. Double-zeta basis sets with some diffuse functions are sufficient for geometry optimizations and thermochemical parameters. For binding energies, at least augmented triple-zeta basis sets are needed to reach the complete basis set limit.

Figure 13: Relative time (blue squares) and accuracy of binding energies (red bars) for the \((\text{H}_2\text{SO}_4)(\text{NH}_3)\) cluster calculated using the PW91 functional with double and triple-zeta basis sets. Figure modified from Paper II.
The tested functionals, M06-2X, PW91, and ωB97X-D, appear to perform relatively similar for structures and thermal contributions over the studied cluster formation reactions. However, in some cases a single density functional might vary up to a few kcal/mol. To compensate these outliers, we recommend to average over multiple functionals by utilizing more than one functional and calculating the average value. In Papers III–VI we have used M06-2X, PW91, and ωB97X-D functionals with a 6-31++G** basis set for predicting structures and thermochemistry. In binding energies, the variation between different functionals remains large even with a large basis set. The problem with DFT is that there is no straightforward way to say which functional performs best. Therefore, we recommend to calculate single point energies using a high-level correlation method on top of the DFT structures to eliminate the large variation between functionals.

**Paper II** compares errors arising from vibrational anharmonicity and low-lying vibrations in rigid rotor-harmonic oscillator approximation. We derived anharmonic scale factors using vibrational second order perturbation theory (VPT2) and utilized the quasi-harmonic approximation as suggested by Grimme.\textsuperscript{364} We showed that when the low-lying frequencies (≤100 cm\(^{-1}\)) are treated separately, the errors arising from the anharmonicity of the remaining frequencies are small regardless of system size. However, the quasi-harmonic correction for low-lying frequencies is a few percent of the total harmonic thermal contributions, when using a cut-off value of 100 cm\(^{-1}\), which is much larger than the error arising from vibrational anharmonicity. We suggested that the study of the accuracy of the quasi-harmonic approximation should be extended to a wider test set since low-lying frequencies seem to be significant error source for large molecular clusters.

In order to investigate whether the findings for neutral clusters are still valid for anionic clusters, in **Paper VI** we have computed thermal contributions to the Gibbs free energy for negatively charged molecular clusters using the M06-2X functional with several double and triple-zeta basis sets. We have taken a test set of 4 anionic cluster formation reactions and calculated the mean absolute errors (MAEs) relative to the largest aug-cc-pVTZ basis set, and the relative computational times relative to the smallest cc-pVDZ basis set (see Figure 14). This study shows that a small 6-31++G** basis set is indeed sufficient in order to obtain the thermochemical parameters also for anionic clusters.
Papers I–III further confirm that the DFT binding energy is the largest source of errors in calculating Gibbs free energies for molecular clusters, and that the thermal contribution is well reproduced by density functional theory. In addition, we show in Papers II and VI that DFT with a small basis set, for instance 6-31++G**, is a cost-effective and accurate combination to obtain geometries and vibrational frequencies for atmospheric molecular clusters. However, a high-level correlation method is needed to correct inaccurate DFT electronic energies.

4.1.2 Applicability and Robustness of DLPNO–CCSD(T)

The accuracy of the calculated Gibbs free energies has been a concern in theoretical nucleation studies for several years. As discussed in the previous section, DFT even with a small basis set yields good geometries and thermal contributions, and the variation between different theory levels is relatively small. In contrast, binding energies are very sensitive to the applied level of theory. Different functionals often yield variation up to several kcal/mol, and since functionals are not systematically improvable, there is no a universal way to choose the best functional based on theory.

Canonical CCSD(T) calculations on atmospheric molecular clusters are valuable but limited to very small clusters due to the steep scaling of computational cost with respect to system
size. Obtaining information about larger clusters is essential to bridge the gap between theory and experiments. Therefore, a method which yields results close to the CCSD(T) method but which is applicable even for large clusters is needed. In Papers I and III–VI we have adopted a multi-step approach similar to Ortega et al.,\textsuperscript{239} but instead of the RI-CC2 method we have utilized DLPNO–CCSD(T) for electronic energy corrections. In addition, instead of using B3LYP for optimization and frequencies, we have utilized three functionals (M06-2X, PW91, and $\omega$B97X-D) which have shown to perform well for atmospheric molecular clusters.\textsuperscript{332,333}

**Paper I** explores the applicability of the DLPNO–CCSD(T) method for atmospheric clustering studies. First we benchmarked DLPNO against the explicitly correlated canonical CCSD(T)-F12a method for small molecular clusters. Then we extended the analysis to medium-sized acid–base clusters. On the basis of these results, we further extended the study to large clusters and applied the DLPNO–CCSD(T) method to clusters consisting of up to five sulfuric acid and up to five ammonia or dimethylamine molecules. It should be emphasized that atmospheric acid–base clusters up to 10 molecules have previously been out of reach with accurate coupled cluster methods.

Table 3 shows the sulfuric acid dimer binding energies calculated using pure DFT, DLPNO–CCSD(T), and CCSD(T)-F12a. Binding energies vary from 15.9 kcal/mol to 21.1 kcal/mol when using DFT, but the scatter is significantly reduced when coupled cluster corrections are used. The DLPNO method systematically underbinds compared to the F12 method. Since the underbinding of DLPNO is consistent, DLPNO can be used as a lower bound for the CCSD(T) binding energies.

Table 3: Binding energies $\Delta E$ (kcal/mol) for the formation of sulfuric acid dimer calculated using DFT/6-311++G(3df,3pd), DLPNO–CCSD(T)/def2-QZVPP, and CCSD(T)-F12a/VDZ-F12 levels of theory. Table modified from **Paper I**.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta E_{\text{DFT}}$</th>
<th>$\Delta E_{\text{DLPNO}}$</th>
<th>$\Delta E_{\text{F12}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M06-2X</td>
<td>-19.1</td>
<td>-17.4</td>
<td>-17.9</td>
</tr>
<tr>
<td>PW91</td>
<td>-17.2</td>
<td>-17.0</td>
<td>-17.8</td>
</tr>
<tr>
<td>$\omega$B97X-D</td>
<td>-18.4</td>
<td>-17.5</td>
<td>-17.9</td>
</tr>
<tr>
<td>B3LYP</td>
<td>-15.9</td>
<td>-17.2</td>
<td>-17.9</td>
</tr>
<tr>
<td>M06-2X-D</td>
<td>-19.3</td>
<td>-17.4</td>
<td>-17.9</td>
</tr>
<tr>
<td>CAM-B3LYP</td>
<td>-18.5</td>
<td>-17.3</td>
<td>-17.8</td>
</tr>
<tr>
<td>B3LYP-D</td>
<td>-19.7</td>
<td>-17.5</td>
<td>-18.0</td>
</tr>
<tr>
<td>CAM-B3LYP-D</td>
<td>-21.1</td>
<td>-17.4</td>
<td>-17.8</td>
</tr>
</tbody>
</table>
**Paper I** shows that DLPNO significantly reduces the scatter in the binding energies which are present in DFT calculations. Furthermore, the DLPNO error is a systematic underestimation compared to canonical coupled cluster. This error systematically depends on cluster size, which indicates that an empirical scaling factor can be derived. We calculated binding energies for small acid–base clusters and found the ratio between F12/DLPNO binding energies to be in the range of 1.01 to 1.04, with a mean ratio of 1.03. By scaling the DLPNO results by this factor the MAE is reduced from 1.3 to 0.3 kcal/mol, with a maximum error of 0.5 kcal/mol. It is worth noting that the F12/DLPNO scaling factors are not universal, as different systems behave differently in this respect. For example, in **Paper III**, we derived a scaling factor of 1.10 for ketodiperoxy acid–sulfuric acid clusters. It should be noted that the underbinding error might be due to basis set incompleteness error and too loose pair natural orbital criteria. DLPNO–CCSD(T) with an aug-cc-pVTZ basis set and a TightPNO criteria gives better results compared to the canonical CCSD(T) method. These energies are at least as good as the scaled binding energies, without applying empirical scaling.

**Paper I** extends the DLPNO calculations to large sulfuric acid–base clusters consisting of up to 10 molecules. In addition, we compared sulfuric acid dimer formation based on the DLPNO–CCSD(T)/def2-QZVPP//M06-2X/MG3S Gibbs free energies with previously published RI-CC2/aug-cc-pV(T+d)Z//B3LYP/CBSB7 results as well as experimental data obtained at the CLOUD chamber and flow tube experiments using the Atmospheric Cluster Dynamics Code (ACDC). The DLPNO//M06-2X level predicts lower formation of sulfuric acid dimers than both B3RICC2 and experiments performed at the CLOUD chamber for ammonia clusters. The agreement of results is much better for dimethylamine clusters, while B3RICC2 overestimates the dimer formation. In the case of flow tube experiments, DLPNO//M06-2X predicts significantly lower formation of sulfuric acid dimers for both ammonia and dimethylamine, but B3RICC2 yields good correspondence with the flow tube experiments. Although in worse agreement with the flow tube experiments, the DLPNO//M06-2X results should be more reliable than B3RICC2, as they come from a higher level of theory. The remaining errors are assumed to originate from other sources such as the rigid rotor-harmonic oscillator approximation, incomplete basis set, different global minima, and the effect of hydration.

Since basis set incompleteness might affect errors in correlated binding energy calculations, in **Paper VI** we have explored the basis set convergence of the DLPNO–CCSD(T) method. Test calculations were performed for small cluster formation reactions using cc-pV\(x\)Z and aug-cc-pV\(x\)Z basis sets, where \(x=2\text{--}5\), and def2-\(x\)ZVPP and ma-def2-\(x\)ZVPP basis sets,
where $x=3\text{--}4$. We confirmed that the def2-QZVPP basis set offers good accuracy with low computational costs and it is a sufficient basis set for large molecular clusters (see Figure 15).

![Figure 15: Mean absolute errors in the DLPNO–CCSD(T) binding energy (kcal/mol) relative to the aug-cc-pV5Z basis set (red bars) and the computational time relative to the cc-pVDZ basis set (blue squares).](image)

**Paper VI** presents DLPNO–CCSD(T)/def2-QZVPP level of theory calculations for molecular clusters up to 105 atoms (6305 basis functions). Therefore, DLPNO calculations are run using local transformation (LT) type 3, which reduces memory requirements significantly without a loss in accuracy by calculating the local RI transformation on the fly. For instance, **Paper VI** shows that the required memory for the most expensive pair of resolution of identity transformation for the $(C_8H_{12}O_6)_2(H_2SO_4)$ cluster (59 atoms) is 102 GB when using LT1 and 22 GB when using LT2. LT3 reduces the memory cost even more, and for the largest 105 atoms cluster, 30 GB is a sufficient amount of memory per core. Overall, **Papers I, III, and VI** confirm that the DLPNO–CCSD(T) method is a reasonable choice for calculating binding energies for large atmospheric molecular clusters.
4.2 Applications

Highly oxidized organic compounds formed from terpenes are believed to play a major role in the formation and early growth of atmospheric aerosol particles.\textsuperscript{125,126,128} Papers III–VI examine the strength of molecular interactions between oxidized organic compounds and sulfuric acid and evaluate the ability of oxidized organic compounds to act as a stabilizer in sulfuric acid induced clustering. Furthermore, they explore the effect of bases, ions, and water on the clustering of oxidized organic molecules and sulfuric acid. Papers III–VI apply a semiempirical technique for cluster structure sampling, M06-2X, PW91, and $\omega$B97X-D functionals with 6-31++G** basis set (Paper III utilizes also the 6-311++G(3df,3pd) basis set) for geometries and frequencies, and DLPNO–CCSD(T)/def2-QZVPP level of theory for single point energies. Unless otherwise mentioned, Gibbs free energies are presented in kcal/mol and calculated using the RRHO approximation at 298.15 K temperature and 1 atm pressure.

4.2.1 Organic Peroxyacid Compounds

Terpenes can be oxidized rapidly in reactions initiated by an addition of OH radicals, NO$_3$, or O$_3$ to a double bond and a subsequent reaction with molecular oxygen.\textsuperscript{130,131} Due to the complex molecular structure of terpenes, their autoxidation processes and specific structures of individual ELVOC species have not yet been fully resolved.\textsuperscript{133} The most commonly used precursor for studying biogenic secondary organic aerosols is $\alpha$-pinene C$_{10}$H$_{16}$, which has a structure consisting of a cyclohexene unit, a butyl ring, and three methyl groups (see Figure 16). In laboratory studies, cyclohexene C$_6$H$_{10}$ is often used as a simpler model compound, as its oxidation chemistry partly resembles that of $\alpha$-pinene. The formation of highly oxidized diperoxy acid compounds with additional keto and hydroperoxy substituents are reported from cyclohexene autoxidation.\textsuperscript{129} As a proxy for monoterpene oxidation products, in Papers III and IV, we have evaluated the potential of ketodiperoxy acid C$_8$H$_8$O$_7$ to enhance sulfuric acid induced new-particle formation. Information about the clustering ability of this ketodiperoxy acid can further illuminate the direct involvement of monoterpene oxidation products in atmospheric clustering processes.
Figure 16: The structure of $\alpha$-pinene, where its cyclohexene structure is marked in pink (left) and $C_6H_8O_7$ ketodiperoxy acid (right). Figure modified from Paper III.

Figure 17 shows the molecular structures of the $C_6H_8O_7$ dimer and the $(C_6H_8O_7)(H_2SO_4)$ complex. In Paper III we identified that $C_6H_8O_7$ interacts very weakly with itself and with sulfuric acid. This is due to the intramolecular hydrogen bonds in the ketodiperoxy acid monomer, which stabilize the isolated molecule with respect to its clusters. The formation of $(C_6H_8O_7)_2$ is thermodynamically unfavourable with Gibbs free energy of 3.1 kcal/mol. It involves breaking four intramolecular hydrogen bonds and forming four weaker intermolecular interactions. The low Gibbs free formation energy of $(C_6H_8O_7)(H_2SO_4)$ complex ($\Delta G = -0.2$ kcal/mol) is also due to the thermodynamic stability of the ketodiperoxy acid monomer, which hinders the molecular interactions with sulfuric acid.

Figure 17: Ketodiperoxy acid–sulfuric acid complex $(C_6H_8O_7)(H_2SO_4)$ (left) and ketodiperoxy acid dimer $(C_6H_8O_7)_2$ (right). Colour coding: C=brown, O=red, S=yellow, and H=white.

We calculated the Gibbs free energies up to $(C_6H_8O_7)_2(H_2SO_4)_2$ cluster size and demonstrated that none of the formation pathways predict the formation of clusters containing two $C_6H_8O_7$. In addition, we studied the ability of ketodiperoxy acid to interact with aqueous sulfate ions. We showed that short-chained diperoxy acid compounds might contribute to aerosol growth, by partitioning into the aqueous aerosol phase. Paper III indicates that not only the oxygen-to-carbon ratio but also the number of strong hydrogen binding groups are important for
determining the ability of oxidized organic molecules to participate in atmospheric clustering, which is also confirmed by Kurtén et al.\textsuperscript{132}

\textbf{Paper IV} continues the study of the molecular interaction between sulfuric acid and a ketodiperoxy acid compound by investigating the stabilizing effect of water, ammonia, and dimethylamine. Water and bases form hydrogen bonds to a vacant carbonyl group in the \( \text{C}_6\text{H}_8\text{O}_7 \) compound. The \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(\text{NH}_3) \) and \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)((\text{CH}_3)_2\text{NH}) \) clusters exhibit a proton transfer from sulfuric acid to the bases which is not the case in the sulfuric acid–ammonia cluster. Figure 18 shows the \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(X) \) cluster structures, where \( X=\text{H}_2\text{O}, \text{NH}_3, \text{or} (\text{CH}_3)_2\text{NH} \). We found that the presence of water, ammonia, or dimethylamine enhances the molecular interaction between \( \text{C}_6\text{H}_8\text{O}_7 \) and \( \text{H}_2\text{SO}_4 \) compounds. However, the reaction free energies are only slightly negative, meaning that \( \text{C}_6\text{H}_8\text{O}_7 \) is likely to evaporate rapidly. The addition of a second ketodiperoxy acid to the \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(X) \) cluster is thermodynamically unfavourable in all cases. Adding a second sulfuric acid to the \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(X) \) cluster is favourable, but in all cases it is less favourable than the corresponding reaction without ketodiperoxy acid present. The addition of a second ketodiperoxy acid to the \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)((\text{CH}_3)_2\text{NH}) \) cluster is not favourable. Several other formation paths were considered, but none of them predict the formation of clusters containing two ketodiperoxy acids.

![Molecular structures of \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(\text{H}_2\text{O}) \) (left), \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)(\text{NH}_3) \) (middle), and \( (\text{C}_6\text{H}_8\text{O}_7)(\text{H}_2\text{SO}_4)((\text{CH}_3)_2\text{NH}) \) (right) clusters. Colour coding: C=brown, O=red, S=yellow, N=blue, and H=white.](image-url)
To further investigate the origin of the weak bonding of the peroxyacid moiety, we have compared the smaller performic and peracetic acids to formic and acetic acids. We analysed the natural bonding orbitals (NBOs) in order to get an indication of the hydrogen bond strength and the dimer formation energy. The occupation number of the antibonding OH orbital tells how much electron density is transferred to the opposing oxygen atom and into the hydrogen bond. When carboxylic acids form dimers, OH antibonding orbitals exhibit a significant increase in the occupation numbers. This favours dimer formation by strengthening intermolecular hydrogen bonds. In the case of peroxyacids, the occupation number of the OH antibonding orbital is higher for monomer than for dimer. This is because of the intramolecular hydrogen bonds in monomers are stronger than the intermolecular hydrogen bonds in the dimer structure. In addition, we investigated the ability of formic and performic acids to donate and accept protons in order to get an indicator of the strength of intermolecular hydrogen bonds. We used a chloride ion for probing the hydrogen bond donor strength and hydrogen chloride to probe the hydrogen bond acceptor strength. We demonstrated that the strength of hydrogen bond donor is identical for formic and performic acids. However, the hydrogen bond acceptor strength is four times lower for performic acid.

**Paper IV** confirms that strong intramolecular hydrogen bonds in the peroxyacid monomer reduce the potential of peroxyacids to participate in dimer or cluster formation and that the weak clustering ability of the peroxyacid compounds is due to the lack of strong hydrogen bond acceptors. The participation of water, ammonia, or dimethylamine does not promote the interaction enough to make ketodiperoxy acid–sulfuric acid clustering occur under atmospheric conditions. Thus we concluded that autoxidation products consisting mainly of peroxyacid, hydroperoxide, and carbonyl groups cannot have an important role in the first steps of new-particle formation. Thereby they may only contribute to aerosol mass in the subsequent growth of freshly nucleated particles. We showed that the oxygen-to-carbon ratio alone cannot be used as a proxy for the volatility of oxidized organic compounds and hence their potential to enhance cluster formation. **Paper IV** indicates that oxidation products with carboxylic acid groups would be better candidates to participate in atmospheric clustering, since they are able to form stronger intermolecular hydrogen bonds. This is further confirmed in **Paper X**.
4.2.2 Multi-Carboxylic Acids

Paper V examines the molecular interactions between 3-methyl-1,2,3-butanetricarboxylic acid (MBTCA, identified from α-pinene oxidation) and sulfuric acid up to cluster sizes of (MBTCA)$_3$(H$_2$SO$_4$)$_3$. The formation of the (MBTCA)(H$_2$SO$_4$) complex occurs by forming three hydrogen bonds, for which the reaction free energy is $-6.2$ kcal/mol. The interaction between MBTCA and sulfuric acid is slightly more favourable than the interaction between sulfuric acid molecules ($\Delta G = -5.2$ kcal/mol) or sulfuric acid and ammonia ($\Delta G = -4.6$ kcal/mol). The formation of (MBTCA)(H$_2$SO$_4$) is still less favourable than the formation of the sulfuric acid–dimethylamine cluster, for which the reaction free energy is $-10.6$ kcal/mol. The interaction between two MBTCA molecules is weak ($\Delta G = -2.2$ kcal/mol), and thus the formation of the heterodimer between sulfuric acid and MBTCA is more favourable than the formation of either homodimers. Figure 19 shows (MBTCA)(H$_2$SO$_4$) and (MBTCA)$_2$ cluster structures.

![Figure 19: Molecular structures of (MBTCA)(H$_2$SO$_4$) (left) and (MBTCA)$_2$ (right) clusters. Colour coding: C=brown, O=red, S=yellow, and H=white.](image)

The first two additions of MBTCA compounds to the (MBTCA)(H$_2$SO$_4$) heterodimer are thermodynamically more favourable than the corresponding first two additions of sulfuric acid molecules. This is because a higher cluster stabilization is achieved when the amount of sulfuric acid–carboxylic acid interactions is maximized. The (MBTCA)$_2$(H$_2$SO$_4$) cluster is able to form seven hydrogen bonds, while (MBTCA)(H$_2$SO$_4$)$_2$ forms six. Also (MBTCA)$_3$(H$_2$SO$_4$) can form nine hydrogen bonds, but (MBTCA)(H$_2$SO$_4$)$_3$ only forms eight. The addition of a second sulfuric acid to the (MBTCA)$_2$(H$_2$SO$_4$) cluster is particularly favourable ($\Delta G = -9.9$ kcal/mol), and the addition of MBTCA to the (MBTCA)(H$_2$SO$_4$)$_2$ cluster is even more
favourable ($\Delta G = -11.6$ kcal/mol). The stability of the (MBTCA)$_2$(H$_2$SO$_4$)$_2$ cluster is comparable to the sulfuric acid–dimethylamine complex, and thus it might be relatively stable against re-evaporation. The (MBTCA)$_2$(H$_2$SO$_4$)$_2$ cluster is able to form ten hydrogen bonds, with eight of them connecting between sulfuric acid–carboxylic acid groups, and the remaining two between carboxylic acid groups.

The (MBTCA)$_3$(H$_2$SO$_4$)$_2$ cluster forms 12 hydrogen bonds, and it can be formed by adding a sulfuric acid molecule to the (MBTCA)$_3$(H$_2$SO$_4$) cluster ($\Delta G = -10.7$ kcal/mol), or by adding an MBTCA molecule to the (MBTCA)$_2$(H$_2$SO$_4$)$_2$ cluster ($\Delta G = -5.6$ kcal/mol). Also the (MBTCA)$_2$(H$_2$SO$_4$)$_3$ cluster has a total of 12 hydrogen bonded interactions, but in contrast to the (MBTCA)$_3$(H$_2$SO$_4$)$_2$ cluster, they all are between sulfuric acid and MBTCA. Therefore, both pathways for forming the (MBTCA)$_2$(H$_2$SO$_4$)$_3$ cluster by addition of sulfuric acid or MBTCA monomer to the pre-existing cluster are highly favourable, with reaction free energies of $-10.6$ kcal/mol and $-18.4$ kcal/mol, respectively. The formation of (MBTCA)$_2$(H$_2$SO$_4$)$_4$ or (MBTCA)$_3$(H$_2$SO$_4$)$_3$ clusters by adding sulfuric acid to (MBTCA)$_2$(H$_2$SO$_4$)$_3$ or (MBTCA)$_3$(H$_2$SO$_4$)$_2$ clusters yield high reaction free energies, because the reactant clusters are very stable. The higher formation free energies for forming larger clusters with more than three sulfuric acid and three MBTCA molecules could mean that more sulfuric acid molecules are needed to maximize the amount of sulfuric acid–carboxylic acid interactions. As three MBTCA monomers have a total of nine carboxylic acid groups, it indicates that 4–5 sulfuric acid molecules are required to maximize the amount of direct hydrogen bonded interactions. Figure 20 summarizes the reaction free energies of forming sulfuric acid–MBTCA clusters.

![Figure 20: Gibbs free energy diagram for MBTCA–sulfuric acid clusters at 298.15 K and 1 atm. M represents MBTCA and A is sulfuric acid. Colour coding: red $> -5$ kcal/mol, yellow $-5$ to $-10$ kcal/mol, and green $<-10$ kcal/mol. Figure adapted from Paper VI.](image)

In **Paper V**, we have obtained the actual Gibbs free energy surface of the sulfuric acid–MBTCA clusters at atmospheric concentrations of [H$_2$SO$_4$] = 10$^7$ cm$^{-3}$ and [MBTCA] = 10$^7$
cm\(^{-3}\) at 298.15 K from the law of mass action. For any given cluster there is no growth direction that leads to a lower Gibbs free formation energy, i.e., the addition of either MBTCA or sulfuric acid molecules always leads to a higher formation free energy. Figure 21 shows that the Gibbs free energy increases towards the system boundaries meaning that the growth within the system is unfavourable. There does not exist a critical cluster within the simulation box.

![Figure 21: Actual free energy surface (kcal/mol) of the MBTCA–sulfuric acid grid at 298.15 K, when [sulfuric acid]=10\(^7\) cm\(^{-3}\) and [MBTCA]=10\(^7\) cm\(^{-3}\). Figure modified from Paper V.](image)

To form new particles the collision rate of monomers to the clusters must exceed the cluster evaporation rates beyond some cluster size. We calculated the ratio between the sulfuric acid or MBTCA monomer collision rates and the total evaporation rate. For all cases the ratio is below 1, which indicates that clusters evaporate faster than they collide with sulfuric acid or MBTCA monomers. The (MBTCA)\(_2\)(H\(_2\)SO\(_4\))\(_2\) and (MBTCA)\(_2\)(H\(_2\)SO\(_4\))\(_3\) clusters are more stable against evaporation than all other clusters. While these clusters cannot grow by further addition of sulfuric acid or MBTCA, they could act as seeds for further growth by taking up other stabilizing vapour molecules. Paper V leads to the conclusion that MBTCA and sulfuric acid by themselves could not drive new-particle formation under realistic conditions in the atmospheric lower boundary layer.
Paper VI examines the effect of bisulfate $\text{HSO}_4^-$, ammonium $\text{NH}_4^+$, and ammonia $\text{NH}_3$ on the clustering of sulfuric acid and pinic acid or MBTCA. Ions may contribute to the clustering process by stabilizing condensing species from evaporating. Bisulfate and ammonium are believed to be key participants in ion-induced nucleation. Ammonia, for instance, is able to stabilize larger sulfuric acid or organic acid containing particles. We have investigated the ability of ammonia and ions to enhance cluster formation and growth by decreasing the overall evaporation rates of the clusters containing sulfuric acid and multi-carboxylic acids.

We have studied pinic acid clusters up to the $(\text{C}_9\text{H}_{14}\text{O}_4)\text{H}_2\text{SO}_4\text{X}$ size, where $\text{X}=\text{HSO}_4^-$, $\text{NH}_3$, or $\text{NH}_4^+$. When bisulfate or ammonium is present, the Gibbs free binding energies are about 20 kcal/mol more negative compared to the two-component sulfuric acid–pinic acid clusters. In the case of two-component pinic acid–sulfuric acid clusters, none of the reaction steps is very favourable. The interaction between bisulfate and sulfuric acid is very strong, and thus the addition of pinic acid to the sulfuric acid–bisulfate clusters is unfavourable. Bisulfate-containing clusters can more likely grow via the pinic acid–bisulfate cluster, which is stabilized by two hydrogen bonds with bisulfate and carboxylic acid groups. Ammonia interacts weakly with pinic acid or sulfuric acid, and none of the formation routes are thermodynamically favourable. Only one hydrogen bond is formed between ammonia and pinic acid. The interaction between ammonium and pinic acid or sulfuric acid is strong due to the formation of two hydrogen bonds. Pinic acid is able to form strong, nearly linear hydrogen bonds with ammonium, whereas sulfuric acid forms hydrogen bonds with angles of 140°.

Figure 22 shows the overall evaporation rates, i.e., the sum over all evaporation and fragmentation processes ($\sum\gamma$) at 273.15 K. All evaporation rates are high, with the exception of the sulfuric acid–bisulfate clusters and the pinic acid–ammonium cluster. Therefore, the growth of pinic acid containing clusters is very unlikely, which has also been shown in the previous study of the neutral sulfuric acid–pinic acid clusters by Elm et al. The evaporation rates of two-component sulfuric acid–pinic acid clusters are usually lower than those of corresponding bisulfate, ammonia, or ammonium containing clusters. All clusters containing both sulfuric acid and bisulfate are evaporating towards two-component sulfuric acid–bisulfate clusters since their interaction is significantly stronger than any other interaction. The ammonium ion interacts strongly with carboxylic acid groups, and therefore, ammonium-containing three-component clusters evaporate towards two-component pinic acid–ammonium clusters.
Figure 22: Overall evaporation rates $\sum \gamma$ (sum over all decomposition processes) for pinic acid clusters at 273.15 K. Figure adapted from Paper VI.

Figure 23 presents the calculated Gibbs free energies for MBTCA containing clusters up to the size of $(C_8H_{12}O_6)_{3}(H_2SO_4)_{3}(X)_1$, where $X=$HSO$_4^-$, NH$_3$, or NH$_4^+$. Bisulfate and ammonium ions bind strongly with MBTCA by forming hydrogen bonds, but the interaction between ammonia and MBTCA is weak. Bisulfate and ammonium are reducing the Gibbs free formation energies by 20–40 kcal/mol compared to the two-component MBTCA–sulfuric acid clusters. Since the interaction with sulfuric acid and bisulfate or ammonium is strong, the low Gibbs free energy values are mainly originating from the interaction between sulfuric acid and ions, especially in the case of bisulfate.
Figure 23: Gibbs free formation energies (kcal/mol) for MBTCA clusters at 298.15 K.

The overall evaporation rates for MBTCA clusters at 273.15 K are presented in Figure 24. Similarly to the case of pinic acid, bisulfate increases the evaporation rates of the three-component clusters due to the very high stability of two-component sulfuric acid–bisulfate clusters. Therefore, all three-component clusters evaporate fast towards sulfuric acid–bisulfate clusters. The presence of ammonia or ammonium can either increase or decrease the evaporation rates by several orders of magnitude. The two-component MBTCA–ammonium clusters are particularly stable against evaporation because the interaction between ammonium and carboxylic acid groups is strong. The most stable three-component cluster consists of one ammonia, three MBTCA, and two sulfuric acid molecules, and if it is able to form, it might act as a seed for addition of other stabilizing vapour molecules.
Figure 24: Overall evaporation rates $\sum \gamma$ (sum over all decomposition processes) for MBTCA clusters at 273.15 K. Figure adapted from Paper VI.

**Paper VI** shows that under atmospheric conditions and realistic vapour pressures it is unlikely that organic acid containing clusters can grow into large stable clusters. Thus we concluded that organic acids and sulfuric acid even together with bisulfate, ammonia, or ammonium cannot drive the observed new-particle formation events via clustering mechanisms. However, experimental studies have found oxidized organic compounds to participate in the initial steps of atmospheric new-particle formation, especially via ion-induced pathways.\textsuperscript{97,126,128} In addition, we showed in Paper X that multi-carboxylic acids are the most prominent candidates of oxidized organic compounds to form stable clusters with sulfuric acid. Therefore, the results of Paper VI lead to the conclusion that some other mechanisms are required to explain experimentally observed formation events (see Section 5 for possible explanations).
4.3 Overview of Papers and the Author’s Contribution

Paper I
We utilized a domain-based local pair natural orbital coupled cluster with singles, doubles, and perturbative triples (DLPNO–CCSD(T)) method for atmospheric acid–base clustering. We calculated binding energies for a set of small to medium-sized acid–base clusters using DFT, DLPNO–CCSD(T)/def2-QZVPP, and CCSD(T)-F12/VDZ-F12 levels of theory. We confirmed that the DLPNO–CCSD(T) results are much more reliable than DFT results, but they yield a systematic underbinding for studied systems. Therefore, we applied a scaling factor of 1.03 to the DLPNO–CCSD(T) binding energies in order to reduce the mean absolute error from 1.3 kcal/mol down to 0.3 kcal/mol compared to the reference CCSD(T)-F12 values. This novel approach solved the previous problem related to inaccurate energies, originating from pure DFT approach or energy corrections calculated using the RI-CC2 method. In fact, this was the first study where a method close to the canonical CCSD(T) accuracy was employed to large acid–base clusters with up to 10 molecules. The author performed all coupled cluster benchmark calculations for small complexes and compared DFT and CC methods in the case of medium-size clusters. The author extended the study for large acid–base clusters and wrote the first draft of that part of the paper.

Paper II
We studied the basis set convergence of density functionals with respect to the binding energy, the thermal contribution to the Gibbs free energy, and the optimized geometry. Our test set contained six hydrogen-bonded cluster formation reactions which represent some of the most important non-covalent interactions in molecular clusters. To further investigate whether the findings for the small complexes are also valid for larger clusters, we extended the calculations for clusters up to four acid and four base molecules. We utilized three density functionals which are commonly used in atmospheric clustering studies with correlation consistent, Pople-type, and polarization consistent basis sets with different amounts of diffuse and polarization functions. We showed that partially augmented basis sets yield as accurate results as fully augmented basis sets at lower computational expense, and that the small 6-31++G(d,p) basis set is sufficient for obtaining geometries and frequencies of atmospheric molecular clusters. In addition, we studied the effects of anharmonic and quasi-harmonic corrections on the thermal contribution to the Gibbs free energy. We found the vibrational anharmonic corrections to be relatively small, but the quasi-harmonic corrections yield for large clusters several kcal/mol difference compared to the RRHO approximation. The author
performed all quantum chemical calculations except anharmonic ones, introduced and applied the quasi-harmonic approximation as the first for molecular clusters, and wrote the paper.

Paper III
We studied the molecular interactions between sulfuric acid and a ketodiperoxy acid C$_6$H$_8$O$_7$ formed via autoxidation of cyclohexene. We showed that C$_6$H$_8$O$_7$ interacts very weakly with both itself and sulfuric acid because of strong intramolecular hydrogen bonds in the peroxyacid groups of C$_6$H$_8$O$_7$. We concluded that the oxygen-to-carbon ratio cannot solely be used as a proxy for volatility in clusters involving oxidized organic compounds since the number of strong hydrogen binding groups is equally important. This study was the very first where DLPNO–CCSD(T) method was utilized to evaluate the stability of atmospheric clusters. The author performed all coupled cluster benchmark calculations, estimated approximate DLPNO–CCSD(T) binding free energies for the interaction between aqueous sulfate and (C$_6$H$_8$O$_7$) in a water solvent, and applied the DLPNO–CCSD(T) method for ketodiperoxy acid–sulfuric acid clusters.

Paper IV
We evaluated the ability of water, ammonia, and dimethylamine to stabilize sulfuric acid and C$_6$H$_8$O$_7$ ketodiperoxy acid clusters. We found that the presence of water or base molecules enhances the molecular interaction between a single ketodiperoxy acid and sulfuric acid. The addition of a second ketodiperoxy acid to the cluster is thermodynamically unfavourable in all cases. To further investigate the origin of the weak binding of peroxyacid compounds we utilized atoms in molecules (AIM) and natural bonding orbital (NBO) analysis. The weak molecular interaction is caused by the lack of a strong hydrogen bond acceptor and the formation of a strong intramolecular hydrogen bond in peroxyacid monomer structure. We concluded that autoxidation products containing only peroxyacid, hydroperoxide, and carbonyl groups cannot be key species in the first steps of new-particle formation. The author was responsible for all of the DLPNO–CCSD(T) electronic energy corrections for ketodiperoxy acid and sulfuric acid clusters with water, ammonia, and dimethylamine.

Paper V
We investigated the formation of atmospheric clusters consisting of sulfuric acid and the $\alpha$-pinene oxidation product 3-methyl-1,2,3-butanetricarboxylic acid (MBTCA). We found that the formation of the sulfuric acid–MBTCA heterodimer is more favourable than either of the sulfuric acid or MBTCA homodimers. The molecular interaction between MBTCA and sulfu-
ric acid is thermodynamically favourable and a large stabilization of the cluster is achieved when the amount of sulfuric acid–carboxylic acid interactions is maximized. We showed that clusters consisting of 2–3 MBTCA and 2–3 sulfuric acid molecules are particularly stable and their stability is comparable to the sulfuric acid–dimethylamine cluster. In order to evaluate the stability of clusters under atmospheric conditions and realistic vapour pressures, we obtained the actual Gibbs free energy surface of the clusters from the law of mass action and calculated the ratio of the rate of collisions with sulfuric acid or MBTCA molecules to the total evaporation rate of each cluster. Cluster kinetics calculations showed that the cluster growth is limited by a weak formation of the largest sulfuric acid–MBTCA clusters studied. The author performed all DLPNO–CCSD(T) calculations for MBTCA–sulfuric acid clusters.

**Paper VI**

We evaluated how bisulfate, ammonia, and ammonium affect the clustering of organic acids and sulfuric acid. We showed that the presence of ions enhances the first steps of cluster formation as bisulfate stimulates the clustering through the addition of sulfuric acid and ammonium instead of the addition of organic acids. At atmospheric conditions, however, further cluster growth is limited due to the weak interaction and fast evaporation of the larger three-component clusters. Therefore, it is unlikely that organic multi-carboxylic acids and sulfuric acid, even together with bisulfate, ammonia, or ammonium can drive new-particle formation via clustering mechanisms. We suggested that other mechanisms such as chemical reactions are required to explain observed new-particle formation events in the presence of oxidized organic compounds. The author carried out the cluster sampling, benchmarking, quantum chemical calculations and cluster kinetics. The author wrote the paper.

**5 Future Perspectives**

An overview of the key findings and conclusions of Papers I–VI is given in previous section. The research presented in this thesis demonstrates that quantum chemistry is a powerful tool for studying the molecular-level formation mechanisms and stabilities of atmospheric clusters. This thesis addresses that care must be taken when choosing the computational method for a given problem, as calculations performed with inadequate methods often lead to erroneous conclusions. The robustness of the DLPNO–CCSD(T)//DFT level is studied and the accuracy and the applicability for large molecular clusters is confirmed. State-of-the-art quantum chemical methodologies are presented, and recommended to be applied for future
clustering studies. In addition, the quasi-harmonic approach to correct the failure of the RRHO approximation in the case of weakly-bound molecular clusters is presented. We suggested extending the study of the accuracy of the quasi-harmonic approximation to a wider test set, because the low-lying frequencies might be a significant error source (up to several kcal/mol) for large molecular clusters.

The applications presented in this thesis offer a computational aspect of sulfuric acid clustering with oxidized organic compounds. The results indicate that non-basic organic compounds are unlikely to have a strongly enhancing role in the initial steps of sulfuric acid driven new-particle formation in atmospheric conditions via a clustering mechanism. However, experimental studies have shown that oxidized organic compounds participate in the initial steps of new-particle formation.\textsuperscript{126,128} Due to the disagreement between theoretical and experimental findings, some other mechanisms or compounds are needed to explain the experiments.

**Chemical Reactions**

In addition to non-covalent interactions, also chemical reactions should be considered when studying atmospheric new-particle formation involving oxidized organic compounds. One possible reason for the discrepancy between experimental and theoretical results might be the formation of covalently-bound dimers or organosulfates.\textsuperscript{392--394} Both field and smog chamber measurements have found that SOAs contain oligomeric macromolecules, which might be formed in either gas- or particle-phase reactions.\textsuperscript{395--398} A large number of different monomers are present in the atmosphere, which means that even more dimer products exist. Reaction kinetics and thermodynamics of dimer or organosulfate formation as well as the relative significance of participating compounds are unclear. Therefore, computational studies are needed to augment measurements in order to probe the detailed reaction mechanisms and molecular structures. The formed dimer or organosulfate products very likely have a lower saturation vapour pressure than the reacting monomers due to a higher molecular mass and a larger number of functional groups.\textsuperscript{132,399} These clusters would be more stable against evaporation; therefore, cluster-phase reactions might play a significant role in atmospheric new-particle formation and growth.

**Strong Bases**

It has been demonstrated that strong bases with low abundance might be key players in the first steps of sulfuric acid driven particle formation.\textsuperscript{92} Future studies on, for instance, guanidine (HNC(NH\textsubscript{2})\textsubscript{2}) and its derivatives might be interesting research subjects in atmospheric sciences. Guanidine is a strong organobase, which has been found in urine as a normal product
of protein metabolism.\textsuperscript{400,401} It can also be emitted from anthropogenic sources such as plastic and explosive production.\textsuperscript{402,403} The cation form of guadine is guanidinium, which is extraordinarily stable due to the Y-aromaticity, plane symmetry, and resonance stabilization.\textsuperscript{404} The molecular interaction of the sulfuric acid–guanidine complex is four times stronger than sulfuric acid–ammonia and almost two times stronger than sulfuric acid–dimethylamine complexes (see Figure 25). Therefore, sulfuric acid–guanidine clusters could act as seeds for further growth via the uptake of other vapour molecules, for instance, more abundant amines with lower basicity or oxidized organic compounds. This implies that a wide range of different chemical species is required to explain the atmospheric particle formation events. On that account, it is important to uncover the central compounds driving the cluster formation in different environments.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure25.png}
\caption{Molecular structures and Gibbs free formation energies (DLPNO–CCSD(T)/aug-cc-pVTZ//M06-2X/6-31++G**) at 298.15 K and 1 atm for sulfuric acid complexes with guanidine (left), dimethylamine (middle), and ammonia (right). Colour coding: C=brown, O=red, S=yellow, N=blue, and H=white.}
\end{figure}

\textbf{Concluding Remarks}

Further studies — both experimental and theoretical — are needed to explore the importance of oxidized organic compounds in the new-particle formation in the atmosphere. In order to elucidate the exact cluster formation mechanisms, the role of chemical reactions and the stabilizing effect of strong bases must be taken into consideration. The quantum chemical approaches presented in this thesis offer a cost-effective way to produce state-of-the-art thermodynamic data for clustering studies. Highly accurate electronic structure calculations are required to get a better understanding of molecular-level cluster formation mechanisms in the atmosphere.
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