Evidence for cue-independent spatial representation in the human auditory cortex during active listening
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Few auditory functions are as important or as universal as the capacity for auditory spatial awareness (e.g., sound localization). That ability relies on sensitivity to acoustical cues—particularly interaural time and level differences (ITD and ILD)—that correlate with sound-source locations. Under nonspatial listening conditions, cortical sensitivity to ITD and ILD takes the form of broad contralaterally dominated response functions. It is unknown, however, whether that sensitivity reflects representations of the specific physical cues or a higher-order representation of auditory space (i.e., integrated cue processing), nor is it known whether responses to spatial cues are modulated by active spatial listening. To investigate, sensitivity to parametrically varied ITD or ILD cues was measured using fMRI during spatial and nonspatial listening tasks. Task type varied across blocks where targets were presented in one of three dimensions: auditory location, pitch, or visual brightness. Task effects were localized primarily to lateral posterior superior temporal gyrus (pSTG) and modulated binaural-cue response functions differently in the two hemispheres. Active spatial listening (location tasks) enhanced both contralateral and ipsilateral responses in the right hemisphere but maintained or enhanced contralateral dominance in the left hemisphere. Two observations suggest integrated processing of ITD and ILD. First, overlapping regions in medial pSTG exhibited significant sensitivity to both cues. Second, successful classification of multivoxel patterns was observed for both cue types and—critically—for cross-cue classification. Together, these results suggest a higher-order representation of auditory space in the human auditory cortex that at least partly integrates the specific underlying cues.

Across species, one of the most important functions of hearing is the capacity to localize and orient to sound sources throughout 360° of extrapersonal space. This function relies on the neural processing of a variety of acoustical cues, but particularly on interaural time (ITD) and level differences (ILD) that convey sound-source directions in the horizontal dimension (azimuth). The acoustical basis of these cues is well understood: sound arrives earlier and with greater intensity at the ear nearest the source. The magnitudes of both cues depend systematically on azimuth angle, sound frequency, and head size/shape. Acoustic reflections from surfaces of the outer ear and of the listening room further alter these cues in a frequency- and cue-specific manner.

In the absence of echoes and reverberation, ITD and ILD cues vary more or less in parallel (i.e., redundantly) and human listeners appear to use the cues interchangeably. However, ITD is the psychophysically dominant cue for localization when sounds contain energy below ~1.5 kHz (1–3). For higher-frequency sounds, ILD tends to dominate, although ITD carried by fluctuations in the sound envelope also contributes (4). Whether and how these various cues are integrated into a unified representation of auditory space remains poorly understood. Complicating that process, echoes, reverberation, and competing sounds can introduce significant disparities between the various cues. A potential benefit of “late” (i.e., cortical) integration could be the ability to optimally weight the cues across various listening contexts.

Neural sensitivity to ITD and ILD cues is observed throughout the auditory system, typically in the form of greater response (e.g., higher firing rate) to contralateral than to ipsilateral sound sources (5, 6). In auditory cortex (AC), this contralateral response pattern holds true for ILD spike rate response functions (7–9), but the evidence is more mixed (e.g., including strong ipsilateral and trough-shaped responses) for ITD (10, 11).

Human fMRI studies have consistently mirrored these results, reporting broad contralateral tuning in AC in response to ILD cues (12–14). Importantly, contralateral sensitivity to ILD cues evident in the blood oxygenation level-dependent (BOLD) signal represents binaural processes that cannot be explained by monaural intensity effects alone (15). As in the literature from animal models, reports of human cortical sensitivity to ITD have also been mixed, with some studies reporting moderate–strong contralateral dominance (16–19), some weak contralateral dominance (13, 14, 20), and others a nonexistent sensitivity to ITD (21, 22).

Whether cortical sensitivity to ILD and ITD represents cue-specific or cue-independent representations of auditory space is hotly debated. Evidence for cue-specific representation includes both EEG (22–25) and lesion results (26, 27). Evidence for integrated ITD and ILD processing includes results of EEG (28) and magnetoencephalography (MEG) (29) studies. Importantly, several studies reported mixed results (25, 29), and one is led to conclude that the representations are neither fully integrated nor fully independent. One possibility is that multiple AC regions exhibit different patterns of sensitivity to ITD and ILD but that...
far-field electrophysiological measures fail to distinguish their contributions. The current study aimed to address this possibility by exploiting fMRI’s greater ability to resolve different patterns of cue sensitivity across cortical regions.

Also incompletely understood is how behavioral tasks modulate ILD- and ITD-specific responses. Task-dependent modulation of AC activity has been demonstrated across a variety of experimental paradigms and methodological techniques, including animal electrophysiology (30–32), human electrocorticography (33, 34), EEG/MEG (35–38), monkey fMRI (39), and human fMRI (40–45). The current study aimed to ascertain whether spatial listening alters the form of ITD and ILD sensitivity in human AC. In particular, task-dependent modulations might help explain why cortical ITD sensitivity appears so much weaker than cortical ILD sensitivity, if broad “default” tuning gives way to sharper cue-specific tuning during active spatial listening.

To investigate the cortical representation of ILD and ITD in AC during active spatial listening, we designed an fMRI experiment to present parametrically varying ILD or ITD (in separate runs; Fig. S1). Concurrently, the task variable was varied in blocks in which participants engaged in an auditory localization, auditory pitch, or visual brightness task. Within each block, trials contained brief changes (“shifts”) along those stimulus dimensions (location, pitch, and visual). Trials with different shift types were presented with equal likelihood regardless of the task block; however, participants were instructed to ignore all shifts except those designated as targets by the task block. Thus, the experimental paradigm required active spatial listening during the location task blocks, compared with intrasensory auditory-pitch (nonspatial task during pitch blocks) and intersensory visual-brightness conditions.

Parametric manipulation of binaural cues during fMRI allows the measurement of binaural response functions, which typically exhibit strong response to the contralateral hemisphere (Fig. 1A). Previous ILD-based results (14) and task-related attention studies (34, 36, 43, 45–49) suggest two competing hypotheses regarding how the spatial listening task (compared with the pitch or visual task) might modulate binaural cue (both ILD and ITD) response functions. Spatial listening might enhance the response overall, regardless of cue value (Fig. 1B). Alternatively, spatial listening might enhance the selectivity of responses to particular cue values, for example, increasing the contralateral response (Fig. 1C). Importantly, different types of changes might impact the processing of ITD versus ILD: Sharpening of ILD tuning might enhance contralateral responses, whereas sharpening of ITD tuning might reveal underlying selectivity that is masked by omnidirectional sound-evoked responses during nonspatial listening. Testing that hypothesis is particularly critical because existing psychophysical evidence for ITD dominance (which appears to contradict the existing fMRI data) has been obtained only in focused spatial-listening tasks (2, 3).

**Results**

**Task Performance Was Equivalent for ITD and ILD Cues.** Participants (n = 10) demonstrated sufficient capability to discriminate shifts along the targeted dimension in both the ILD and ITD runs (Fig. S1). Hit and false-alarm rates were used to compute the index of detection d’ for each cued block type. Performance on the location task averaged d’ = 1.16 (mean ± 0.41 (SD) on ILD runs and d’ = 1.04 ± 0.45 on ITD runs and did not vary between the two cue types (t2 = 0.65, not significant). Overall detection performance tended to be better in the pitch (d’ = 2.6 ± 0.8 for ILD and 2.5 ± 0.9 for ITD) and visual (d’ = 2.7 ± 1.05 for ILD and 2.4 ± 1.06 for ITD) tasks.

**Active Spatial Listening Modulates Binaural Cue Response Functions.** Cortical activity in response to parametrically varying spatial cues (ILD or ITD) was measured across 10 participants while they were actively engaged in one of three different types of tasks. Response functions were calculated for left and right hemisphere based on sound responsive voxels located in the defined AC region of interest (ROI) (processing pipeline 1, Fig. S2). Separate functions were calculated for location, pitch, and visual tasks measured across ILD (Fig. 2A) and ITD (Fig. 2B) runs. Values correspond to the mean beta weight measured across participants at each binaural cue condition and were input to repeated-measures ANOVA with factors cortical hemisphere (two levels), binaural cue (five levels), and task (three levels). ILD. For ILD, a significant interaction between hemisphere and binaural cue (F4,36 = 26; P < 0.001) was observed. Response comparisons for right versus left hemisphere at each ILD condition were conducted for each task, with significant differences indicated by asterisks at the top of each panel in Fig. 2. The degree of contralaterality (CI, contralaterality index) is shown in the right column of Fig. 2 for each hemisphere for each task. CI values significantly greater than 0.5 indicated that the response function was biased (i.e., had greater activation) toward the contralateral hemisphere. Overall, a response was considered to be contralateral based on significant differences in cue-dependent response between left and right hemisphere, combined with significant CI.
Significant contralateral bias was observed in the left hemisphere during the location (t₀ = 4.0; P < 0.001) and pitch (t₀ = 2.5; P < 0.05) but not visual task. Conversely, the right hemisphere displayed significant contralateral bias during the pitch (t₀ = 2.8; P < 0.05) and visual (t₀ = 4.6; P < 0.01) but not location task. Notably, during the location task, large right-hemisphere responses were observed following stimulation at ipsilateral +20 dB, in contrast to the more typical contralateral profile observed in left hemisphere during the location task, and for both hemispheres in nonspatial listening tasks (Fig. 2A). For comparison, the right-hemisphere response to +20 dB ipsilateral ILD was larger during the location task than during visual (t₀ = 2.8; P < 0.05, uncorrected) or pitch tasks (t₀ = 2.70; P < 0.05, uncorrected).

The full ANOVA revealed no interaction between hemisphere and task but did show a significant main effect of task (F₂,₁₈ = 8.5; P < 0.01). Follow-up analyses of task effects reveal the same rank order pattern in left and right hemispheres where location > visual > pitch. Paired tests of each task combination revealed significant differences in the left hemisphere: location > pitch (t₀ = 4.2; P < 0.01), location > visual (t₀ = 2.9; P < 0.05) and in the right hemisphere: location > pitch (t₀ = 4.3; P < 0.01), visual > pitch (t₀ = 2.7; P < 0.05). That is, overall cortical activity significantly increased during the location task compared with the pitch and visual tasks.

**ITD**. Fig. 2B plots the corresponding data for ITD runs. The factorial repeated-measures ANOVA revealed a significant interaction between hemisphere and binaural cue (F₄,₁₆ = 20.1; P < 0.001). Observed response differences between the left and right hemispheres were smaller and exhibited less systematic contralateral dominance than for ILD. This result is particularly apparent in the relative flatness of the right hemisphere response functions. These hemispheric differences are consistent with several other studies (17, 19, 20) demonstrating stronger ITD sensitivity in the left compared with right AC.

The ITD ANOVA also revealed no interaction between hemisphere and task but a significant main effect of task (F₂,₁₈ = 7.8; P < 0.01). An identical rank-order pattern was observed for ITD task effects as was seen for ILD, where location > visual > pitch in both hemispheres. Significant differences were observed in the left hemisphere: location > pitch (t₀ = 4.3; P < 0.01), location > visual (t₀ = 3.1; P < 0.05) and the right hemisphere: location > pitch (t₀ = 3.9; P < 0.01). Thus, in ITD runs as in the ILD runs, significantly greater overall cortical activity was observed during the location task than during pitch or visual tasks.

**Distinct AC Regions Sensitive to Binaural-Cue and Task Manipulations.** The response functions plotted in Fig. 2 suggest greater sensitivity to ILD than to ITD in sound-activated voxels of AC. One explanation for relatively weak ITD tuning using this approach includes the possibility that only a small subset of sound-driven voxels are also modulated by ITD. In this case, the sound–silence criterion might fail to include highly ITD-selective voxels. To exclude this possibility, and any possibility that the defined AC ROI omitted ITD sensitivity, a separate voxelwise analysis was conducted across all surface voxels, extracted and individually aligned to a common cortical surface (Fig. 3A and Fig. S2, processing pipeline 2). Fig. 3 plots group-mean surface-voxel responses on the cortical surface for each value of ILD (Fig. 3B) and ITD (Fig. 3C). Separate maps displaying response magnitude are plotted for each hemisphere, binaural cue (Fig. 3B and C, columns), and task (Fig. 3B and C, rows). The cortical surface maps are generally in agreement with the response function results (Fig. 2), with a few exceptions that may help to illuminate cortical ITD representation.

ILD response magnitudes exhibited a systematic contralateral bias in each hemisphere for all tasks, with the exception of the large response in the right hemisphere to the ipsilateral +20 dB condition during the location task (Fig. 3B). ITD responses in the left hemisphere were generally organized contralaterally with the strongest responses observed following presentation of the 800-µs stimuli (Fig. 3C). The point of maximal response on each map (denoted by white crosses) was consistently observed in medial posterior superior temporal gyrus (pSTG), posterior to Heschl’s gyrus on both ILD and ITD maps. In the right hemisphere, ITD responses appear bilateral during the location task, generally contralateral during the visual task, and nearly non-existent during the pitch task. The bilateral response pattern during the location task helps illustrate the statistics in Fig. 2; for example, no clear modulation as a function of ITD is observed, but there is an overall larger response during the location task compared with the other tasks.

**Factorial Analysis of Binaural and Task Effects on the Cortical Surface.** To better localize regions of binaural and task sensitivity on the cortical surface, factorial repeated-measures ANOVA was run at each surface voxel, with factors of binaural cue (five levels) and task (three levels) separately for each hemisphere. Independent ANOVAs were conducted for ILD and ITD runs. No significant interactions between binaural cue and task were observed in either hemisphere.

Main effects are presented in Fig. 4, where F values (unthresholded) are plotted for the effects of binaural cue (Fig. 4A) and task (Fig. 4B) at each surface voxel on the cortical surface projection. Regions of significant main effects, thresholded using random field theory (α = 0.01), are replotted over the full surface of both hemispheres in Fig. 4 C and D: Blue corresponds to...
significant regions for ILD runs, yellow for ITD runs, and red to overlapping region significance for both ILD and ITD runs. Thresholded results are plotted across the full cortical surface to contrast the regional diversity of sensitivity to binaural cues compared with task effects. The results provide strong evidence of overlapping ITD and ILD sensitivity (and potentially of cue-independent spatial representation) in a region of AC posterior and slightly lateral to Heschl’s gyrus (HG) in medial pSTG (red region in Fig. 4C). Significant task effects were found more broadly, in a variety of regions throughout each hemisphere (Fig. 4D). The strongest task effects in the vicinity of AC were localized to right STG in a region further posterior and more lateral than the area sensitive to location cues (43). These main effects were observed similarly in both hemispheres, suggesting a robust and common bilateral pattern of binaural and task sensitivity in AC. A qualitative comparison, however, suggests that joint sensitivity in AC to ILD and ITD may encompass a larger area in the left than the right hemisphere, whereas task-related effects may be more extensive in the right than in the left hemisphere.

Voxel-Pattern Classification Supports a Cue-Integrated Opponent-Channel Representation of Auditory Space. Univariate measures of fMRI brain activity provide a parsimonious avenue for analyzing data and interpreting results, but the tests on activation...
differences are made only on a voxel-by-voxel basis. As an alternative, classification analysis of multivoxel patterns provides a means for accessing a greater proportion of the available response information. Voxels with consistently low feature-specific activation may be equally informative as those with high feature-specific activation. Thus, multivoxel pattern analysis provides a means for accessing information otherwise inaccessible via conventional univariate assessment (50–52). To that end, we used a linear support vector machine (SVM) classifier to investigate the presence of binaural spatial information within patterns of voxel activity. Voxel patterns used in this analysis were restricted to sound-responsive voxels within the defined AC ROI (processing pipeline 1, Fig. S2).

Within-cue classification. Classification performance along a single cue dimension (only ILD or only ITD) is presented in Fig. 5A and B. Confusion matrices indicate the probability of classification for ILD or ITD value. For each matrix, the “target” (horizontal) indicates the presented stimulus, and “response” (vertical) indicates the SVM classification. Classification probabilities were calculated with independent cross-validation routines for the left, right, and a combined hemisphere dataset. In accord with the univariate activation patterns, ILD classification (Fig. 5A) was highest for rightward sounds in the left hemisphere (36% correct for +20 dB, \(P < 0.001\)) and leftward sounds in the right hemisphere (29% correct for −20 dB, \(P = 0.002\)). Classification analysis using the dataset composed of both left and right hemispheres resulted in the highest ILD classification probabilities at both lateral positions (40% correct for −20 dB, \(P < 0.001\); 47% correct for +20 dB, \(P < 0.001\)). ITD classification (Fig. 5B), though poorer, was also greatest at contralateral conditions in both left (26% correct for +800 μs, \(P = 0.028\)) and right (22% correct, −800 μs, not significant) hemispheres and greatest for the combined dataset (24% correct for −800 μs, not significant; 30% correct for +800 μs, \(P = 0.001\)). These observations were further quantified by computing the rms classification error (Fig. 5, column 4) for each condition, relative to a permuted dataset indicating chance performance (dashed line; asterisks denote better-than-chance classification at \(P < 0.05\)). In close agreement
to the accuracy results, the lowest classification error (with respect to chance) was observed for contralateral ILD and ITDs in the left and right hemisphere and lateral positions in the combined hemispheric dataset (Fig. 5, column 4).

**Cross-cue classification.** Within-cue classification results provide strong evidence for contralateral representation of both ILD and ITD (Fig. 5) but do not address whether those patterns are shared across the two types of cues. Activity patterns across the cortical surface suggest at least a partial overlap in the regions sensitive to modulation of ITD and ILD (Fig. 4). In a final analysis, we examined whether voxel patterns from one cue can be used to classify the other. This is a more direct test of whether ITD- and ILD-based representations share informative features. The approach was the same as for within-cue classification but with the SVM trained on data from ILD trials and tested with voxel patterns from ITD trials, or vice versa. Fig. 6A shows confusion matrices for the left, right, and combined hemisphere datasets trained with ILD and tested with ITD. The results are strikingly similar to within-cue classification, with the highest accuracies and lowest errors observed at contralateral spatial locations in the left (peak accuracy of 31%, \( P < 0.001 \) for +800 \( \mu s \)/+20 dB) and right hemispheres (peak accuracy of 28.4%, \( P < 0.001 \) at −800 \( \mu s \)/−20 dB) and at lateral positions for the combined hemisphere dataset: 28% accuracy, \( P = 0.002 \) for −800 \( \mu s \)/−20 dB and 27% accuracy, \( P = 0.002 \) for the +800 \( \mu s \)/+20 dB condition. Fig. 6B plots classification by an SVM trained on ITD trials and tested with ILD trials. Again, accurate contralateral classification was observed, where left hemisphere was most accurate (26%, \( P = 0.025 \)) for rightward +800 \( \mu s \)/+20 dB stimuli and right hemisphere was most accurate (27%, \( P = 0.012 \)) for leftward −800 \( \mu s \)/−20 dB stimuli. As with the preceding results, the best classification for the “trained with ITD/tested with ILD” analysis were observed for the combined hemisphere dataset at lateral positions: 32% accuracy, \( P < 0.001 \) for −800 \( \mu s \)/−20 dB and 36% accuracy for +800 \( \mu s \)/+20 dB.

**Discussion**

ITD cues pervade our natural listening environment and provide a strongly salient means for localizing sound horizontally. The psychophysical literature suggests that ITD is the dominant cue for human spatial hearing (2, 3). However, previous attempts to parametrically measure cortical sensitivity to ITD have had limited success compared with equivalent assessments of ILD tuning. One potential explanation for this disconnect is that engagement in spatial tasks might differently affect cortical sensitivity to ITD and ILD cues. To test this idea, cortical sensitivity to ILD or ITD stimuli was measured while participants performed an auditory location, auditory pitch, or visual-brightness task. We hypothesized that active spatial listening during the location task would modulate cortical sensitivity to ITD and ILD differently compared with the auditory pitch or visual tasks.

---

**Fig. 5.** Within-cue classification. Confusion matrices present classification probability when a linear classifier is (A) trained and tested using ITD trials and (B) trained and tested using ITD trials for left (LH), right (RH), and combined hemisphere (CH) datasets. Targets and responses are represented on the \( x \) and \( y \) axis, respectively. Arrow on colorbar indicates chance probability. Column 4 quantifies the rms error (with respect to chance) as a function of binaural cue for each dataset. Chance is indicated by dashed gray line. Asterisks indicate significance based on comparison with permuted dataset (\( P < 0.05 \)) for left (blue), right (red), and combined (black) hemispheres.

**Fig. 6.** Cross-cue classification. Confusion matrices present classification probability when a linear classifier is (A) trained with ILD trials and tested with ITD trials and (B) trained with ITD trials and tested with ILD trials. Results corresponding to left (LH), right (RH), and combined hemispheres (CH) are presented with targets and responses on the \( x \) and \( y \) axis, respectively, as in Fig. 5. Arrow on colorbar indicates chance probability. Column 4 quantifies the rms error (with respect to chance) as a function of binaural cue for each dataset. Chance is indicated by dashed gray line. Asterisks indicate significance based on comparison with permuted dataset (\( P < 0.05 \)) for left (blue), right (red), and combined (black) hemispheres.
Spatial Listening Effects on Binaural Response Functions. Analyses of tuning functions revealed strong contralateral activity in response to ILD cues (Figs. 2A and 3B), in agreement with previous reports (14, 15). The effect of task on ITD tuning was more complex, however. Significant main effects for ILD were observed during the pitch and visual tasks in both hemispheres. During the location task left AC appeared strongly tuned to contralateral ILDs, whereas right-AC activity revealed large response magnitudes to both contralateral and ipsilateral ILDs (Figs. 2A and 3B). As a result of bilateral activity in right hemisphere (in response to −20 and +20 dB ILD), significant CI was found for the pitch and visual task but not for the location task. This result adds additional support to the hypothesis that right AC contains a more complete (bilateral) spatial representation than left AC, as suggested by several previous functional imaging (12, 17, 19, 20, 53) and unilateral lesion studies (27, 54, 55). Combined with the finding that overall response magnitudes were greater in the location task than in the other tasks, these ILD results suggest a combination of the two effects hypothesized in Fig. 1: Spatial listening enhances responses overall but also alters response functions by emphasizing some cue values over others (albeit in a cue- and hemisphere-specific manner).

As in previous studies (14), sensitivity to ITD was found to be weaker than sensitivity to ILD. Although a significant interaction in the ITD response functions was observed between cue value and hemisphere (Fig. 2B), statistically significant contralateral bias for ITD was only observed in left AC during the pitch task. This lack of significant ITD modulation during the location task strikes an interesting contrast to greater overall activation in that task, suggesting that the increased activation was not cue-specific and did not enhance cortical sensitivity to ITD. That result, hypothesized in Fig. 1B, is further illustrated by cortical surface maps of response magnitude that reveal strong ITD-independent responses during the location task, particularly in the right hemisphere (Fig. 3C). It is worth noting the parallel to a lesion study demonstrating profound bilateral (both left and right hemisphere) deficits in ITD-based localization for individuals with lesions in right hemisphere but only contralateral hemisphere deficits with lesions in left hemisphere (27). Together, the results suggest a strong right AC engagement during active spatial listening regardless of sound-source location. In that case, the apparent lack of response modulation by ITD may reflect the nature of ITD representation (for instance, balanced contralateral and ipsilateral activity), rather than a genuine lack of ITD sensitivity, in right AC.

Spatial Listening Effects on the Cortical Topography of Binaural Sensitivity. Topographic analysis of surface voxels using a multi-factor ANOVA revealed sensitivity to ILD and ITD cues in both left and right hemispheres. Statistically significant regions for the main effects of ILD and ITD overlap were identified posterior to Heschl’s gyrus in medial pSTG (Fig. 4C), conventionally defined as planum temporale in the Destrieux atlas and Talairach coordinates (56–58). ILD cue sensitivity qualitatively encompassed a larger surface area than ITD, and the statistically defined region was larger in the left than in the right hemisphere for both cues. The results suggest that ITD sensitivity may be restricted to a smaller AC subregion than ILD sensitivity (14). That difference could, in turn, reflect differences in ITD and ILD sensitivity of AC regions favoring different spectral frequencies (e.g., low frequencies for ITD and high frequencies for ILD) (1, 59). Another important factor is that monaural intensity differences partially contribute to response modulation by ILD but not ITD (15). Thus, the region of overlap could encompass the entirety of binaural sensitivity, whereas the broader extent of apparent ILD modulation reflects other factors (e.g., loudness) that do not covary with ITD. Regardless, the current results indicate the existence of an AC region with combined sensitivity to both cues, a prerequisite for the existence of cue-independent AC representations of space per se.

Regions associated with significant task effects in both ILD and ITD runs were observed in both hemispheres in lateral pSTG, with a greater representation in right than in left AC. Topographically, these results are consistent with the locus of modulations observed during auditory attention (33, 40, 49) and spatial discrimination tasks (47, 60). Despite significant differences in experimental design and analysis, the results reported here defining regional sensitivity to sound location and auditory task processing are strikingly similar to those reported by Häkkinen et al. (43). In both studies, maximal sensitivity to location was found in medial STG just posterior to Heschl’s gyrus, whereas task effects were observed particularly in lateral pSTG. One view of these regional differences is that they reflect the anatomical organization of the cortical processing hierarchy, with greater degrees of abstract perceptual and/or cognitive representation along the posteroventral dimension (61, 62).

Relevance to Neural Codes for Auditory Space. According to the opponent-channel theory of spatial representation in AC (63), sound-source locations are encoded by differences in the responses of neurons tuned to contralateral versus ipsilateral locations. Importantly, that theory posits the existence of (at least) two broadly tuned neural “channels” within each cortical hemisphere: One tuned contralaterally and the other tuned ipsilaterally. Although BOLD fMRI is not strongly suited to evaluating the spatial tuning of cortical neurons or comimgled neural populations, certain aspects of the current results are in line with expectations of the opponent-channel theory. Response functions (Fig. 2) reveal broad contralateral bias within each hemisphere, with some hint of ipsilateral response as seen in previous studies (14, 15). Also consistent with the opponent-channel theory is the trend, seen in Fig. 2, toward more balanced bilateral responses in right AC during the location task. In the opponent-channel model, as in other distributed spatial representations (64, 65), greater spatial acuity can be supported by recruiting larger or more balanced neural populations, rather than by sharpening the tuning of selective responses as required by place-coding mechanisms.

Within-cue pattern classification results (Fig. 5) parallel the univariate activation results, with greatest accuracy and lowest error for contralateral ITD and ILD values in each hemisphere. Interestingly, though not statistically significant, ILD confusion matrices also suggest better-than-chance classification of ipsilateral ILD values (Fig. 5d; left hemisphere negative ILDs, right hemisphere positive ILDs). Whether or not this reflects a subpopulation of ipsilaterally sensitive voxels is beyond the scope of the current analyses. However, it should be noted that this single-hemisphere ipsilateral classification capability is not retained in the cross-cue classification (Fig. 6). One possibility, suggested by McLaughlin et al. (14), is that opponent-channel coding in human AC might be limited primarily to ILD processing, with ITD involving a different mechanism. In that case, ipsilateral ILD responses (i.e., positive BOLD related to neural inhibition) might contribute very differently to multivoxel patterns than do ipsilateral ITD responses.

Relevance to Independent Versus Integrated ILD and ITD. The duplex theory of sound localization contends that physiological sound localization mechanisms are necessarily (due to head-related acoustics) divided into low- and high-frequency domains sensitive to ITD and ILD cues, respectively (1). There are numerous caveats to this theory, however. It has been established that auditory neurons in higher levels of the auditory system (e.g., inferior colliculus and AC) are sensitive to temporal differences in high-frequency sound envelopes (66–68). Auditory cortical neurons display pervasive ILD sensitivity across a wide range of frequencies (69, 70), and ILD tuning is minimally correlated with characteristic frequency (71–73). Importantly, Brugge et al. (5)
demonstrated AC units sensitive to both cues, among which a 1-dB change in ILD produced—on average—similar response changes to 30–70 μs of ITD. Although the current study did not resolve cue values to nearly that precision, the cross-cue classification results at least roughly agree with that metric, in that voxel patterns evoked by 400- to 800-μs ITD were classified at 10- to 20-dB ILD, and vice versa.

As mentioned in the Introduction, previous evoked-potential studies of ILD–ITD cue integration in human AC suggest partly integrated processing of the two cues, at least for matched changes in ILD/ITD cues (28, 29). The current results support this view, in that regions of ITD and ILD sensitivity physically overlapped, and that patterns of voxel activity were consistent enough between the two cues to enable successful machine learning classification of one cue by the other. It is surprising, however, that classification of ITD trials was more successful after training with ILD trials than after training with ITD itself. That result suggests a number of possibilities. It may be that the underlying patterns are identical, but that ILD variation evokes “cleaner” versions of those patterns, which happen to be more suitable to SVM training. In that case, it remains unclear why stimuli that produce similar spatial percepts would not produce equally robust activity patterns. Alternatively, it may be that ILD and ITD are not fully integrated at the level of AC, such that voxel patterns include both overlapping and nonoverlapping features. In that case, it may be that classification performance depends most strongly on common features that are highly ILD-sensitive. Future work should seek to identify the cue-specific features (if any) of AC activity and the spatial information they convey.

Effect of Task on Binaural Cue Representation. The location task used in this experiment was designed to engage participant attention to spatial features of sound while manipulating auditory space. The pitch task provided a controlled alternative auditory task that also required focused auditory attention to identical sounds but not particularly to their spatial characteristics. Further, the visual task provided an additional control by requiring attention to a different sensory modality. Although participants on average performed at an acceptable level, task difficulty was not equal across tasks, with better participant detection for the pitch and visual than for the location task. It is possible that some aspects of the results, in particular the main effects of task, were affected by such differences, and appropriate care should be taken in interpreting them. Furthermore, spatial tasks tend to be more difficult than pitch tasks (74), and previous fMRI results suggest increasing task difficulty in the auditory domain does not manifest as increased activation in AC (75). It should be noted, however, that the analyses described here included only trials completely lacking in targets or responses of any kind, and thereby minimized the impact of psychophysical performance.

Potential Effects of the Stimulus Spectrum. With respect to the overall weaker modulation of AC response by ITD versus ILD, it is important to consider potential impacts of the stimulus spectrum on access to each cue. The sensitivity of earphones used in the current study was roughly 14 dB greater around 6,000 Hz than at lower frequencies (Materials and Methods). We may therefore anticipate better overall access to high-frequency ILD cues than fine-structure ITD cues available below 1,400 Hz, particularly when the potential for interference between the manipulated and nonmanipulated cues (e.g., 0-dB ILD during ITD trials) is considered. However, psychophysical performance did not differ between the two cue types, suggesting equal access to both cues during the experiment. Thus, in agreement with previous studies that found no difference in AC sensitivity to ITD across high-frequency, broad-band, and low-frequency stimuli (76), we conclude that the stimulus spectrum itself cannot account for the difference between ITD- and ILD-driven modulations of the AC response. Rather, these appear to reflect genuine differences in the BOLD manifestation of equally salient ITD and ILD cues.

Conclusions
This study provides two key findings. (i) Overlapping regions of response modulation and successful cross-cue classification provide evidence for integrated sensitivity to ILD and ITD cues. (ii) ILD–ITD listening increments responses mainly overall rather than sharpening cue selectivity. Together, the results support the emergence of cue-independent spatial processing and its enhancement via active listening in posterior AC.

Materials and Methods
All experiments were conducted at the University of Washington Diagnostic Imaging Sciences Center. All procedures, including recruitment, consenting, and testing of human subjects followed the guidelines of the University of Washington Human Subjects Division and were reviewed and approved by the University of Washington Human Subjects Review Committee (Institutional Review Board).

Participants. Subjects (n = 10, seven female, all right-handed native speakers of English) were 22–31 (28.7 ± 3.6) y of age with normal hearing. All participants passed a standard safety screening, provided written informed consent before each experiment, and were compensated for their time. Participants completed 1–2 h of initial practice in the laboratory to ensure familiarity with the experimental stimuli and tasks before the imaging session.

Experimental Protocol. Stimuli were generated using custom MATLAB (Math-Works) routines, synthesized via Tucker Davis Technologies RP.2.1, and delivered via MR-compatible piezoelectric insert earphones (Sensimetrics S14) enclosed in circumaural ear defenders (providing a total of ~40 dB outside-noise attenuation). Imaging sessions were divided into four runs, measuring spatial cue sensitivity carried by ILD (two runs) or ITD (two runs). Each run lasted ~13 min and consisted of 21 blocks of 30 s each. Each block presented 10 stimulus trials (1-s duration each) and was followed by 5 s of silent rest. During a run, subjects were instructed to fixate a visual cue projected to a mirror display inside the scanner. During rest periods no auditory stimuli were presented; subjects maintained fixation on a default square outline while waiting for the visual cue to signal the start of a new block. In each 1-s trial, four stimulus intervals (151-ms duration) were presented with 250-ms onset-to-onset separation. Intervals were trains of 16 white-noise bursts, each 1 ms in duration, presented at a rate of 100 bursts per second (i.e., 16 bursts * 10 ms, excluding 9 ms of silence after the last noise burst equals 151 ms per interval). To facilitate event-related analysis, each single-trial response timing between trials was pseudorandomized across the range 1–5 s (onset to offset, mean 3 s). As illustrated in an example stimulus sequence in Fig. S1A, the overall ILD or ITD varied from trial to trial, taking one of five values (~20, ~10, 0, 10, or 20 dB ILD or ~800, ~400, 0, 400, or 800 μs ITD). The order of ILD/ITD values was randomized for each run using a continuous-carryover sequence (i.e., each ILD/ITD value was preceded by each other value an equal amount of times) (77). By convention, negative ILD and ITD values correspond to leftward sounds (fainter or leading in left ear) and positive values favor the right ear. Stimuli were presented at an approximate average binaural level of 80–83 dB A-weighted sound pressure level, with slight adjustment of balance between the two ears for each participant to establish centered perception of diotic sound (zero ILD and ITD) once inside the scanner. The stimulus spectrum was flat at the amplifier output but shaped by the frequency response of the earphones, which featured a shallow amplitude peak of ~8 dB spanning two octaves around 200 Hz and a sharper peak of ~23 dB spanning 0.5 octaves around 6,000 Hz. As a result, the power in a 1,400-Hz band spanning 0–1,400 Hz (i.e., the region of sensitivity to fine-structure ITD) was 14 dB lower than in an equal-width band spanning 5,600–7,000 Hz.

The psychophysical task, in all cases, was four-interval change detection and identification. On 165 randomly selected trials (78.6% chance) the third interval was “shifted” by a small amount along one of three sensory dimensions. Shifts could occur in either auditory location (by shifting ILD or ITD left or right by ±5 dB or ±200 μs; Fig. S1A, green rectangles), auditory pitch (by increasing the 100-Hz noise-burst rate to 167 Hz or decreasing to 71 Hz; Fig. S1A, blue rectangles), or visual brightness (by changing RGB color of the visual fixation symbol from standard [0 0 1] to brighter [0.25 0.25 1] or dimmer [0 0.75]; Fig. S1A, orange rectangles). Shifts in visual brightness lasted 200 ms and were synchronized to the third interval.
Participants were visually cued via the fixation symbol, in blocks of 10 trials (30 s) (Fig. S1), to detect location, pitch, or visual changes and to ignore changes in the other dimensions. The task was performed until the end of the block. Targets were defined as stimulus shifts occurring on the cued dimension; these occurred on 26% of trials. Participants were to respond to each target by pressing either one of the two buttons to indicate the direction (left/right, up/down, or bright/dim) of the target shift relative to other intervals of the trial. Task blocks were separated by 6 s of rest during which no stimuli were presented. The number of location (60), pitch (60), and visual (45) changes was controlled across the entire run but distributed randomly across trials so that individual blocks were not predictable. Thus, each type of change was presented at a fixed rate throughout the run, the only manipulation being the detection task the participant was cued to perform. Fig. S1b illustrates the visual cue configurations. Two squares arranged horizontally cued the auditory location task (top row), two squares arranged vertically cued the auditory pitch task (middle row), and a single larger square cued the visual brightness task (bottom row).

In total, 15 unique conditions (5 spatial cue values × 3 tasks) were presented on each imaging run. Fourteen trials per combination (210 total trials, not including rest) were presented in each of two separate runs per spatial cue type (ITD and ILD).

fMRI Data Acquisition and Response Estimation. Whole-brain fMRI data were acquired at 3 T (Phillips Achieva). Data were collected over the course of a single imaging session per participant, including a high-resolution T1-weighted whole-brain structural scan (MPRAGE, 1 mm isotropic voxels), 80 field map, and four echo-planar functional scans, each lasting ~13 min. A continuous acquisition paradigm was used for functional imaging, with a repetition time of 2 s, echo time of 21 ms, and slice thickness of 3 mm for a voxel size of 3.2 × 3.2 × 3.2 mm; 40 slices.

The evoked response on each trial was quantified in each voxel via linear regression with a modeled hemodynamic response function (Supporting Information). Trial- and voxel-specific beta weights define the 3D functional dataset (Fig. S2, green text) from which all subsequent analyses were drawn.

Cortical Surface-Based Registration and Extraction of Functional Data. For every subject, the high-resolution T1-weighted anatomical image was used to extract the cortical surface and register each individual to common 2D cortical surface space using Freesurfer (Fig. S2, bottom). Surface-based coregistered transformation coordinates were used in two diverging processing pipelines, one for analysis of binaural response functions and multivoxel pattern analysis (Fig. S2, processing pipeline 1) and the other for cortical surface mapping (Fig. S2, processing pipeline 2). See Supporting Information for additional details.

Analysis of Binaural Response Functions. Response functions for ILD and ITD runs were computed by averaging beta weights across AC ROI voxels and cue-specific trials for each participant and hemisphere. Target trials, and any trials where a response was made (correctly or incorrectly), were excluded from this analysis. Following repeated-measures ANOVA, post hoc paired t tests were used to compare activity in the left and right hemisphere. The degree of contralateral bias for each response function was defined as a Cl:

\[ CI = \frac{\text{contra}}{\text{contra} + \text{ipsi}} \]

where contra and ipsi indicate the mean response across trials combining the two leftward or rightward binaural-cue values for each corresponding hemisphere. CI was calculated for each subject and hemisphere, and t tests compared the distribution to the null hypothesis value of 0.5. Post hoc comparisons were considered significant following control for multiple comparisons (false discovery rate, FDR) at q = 0.05 (78).

Analysis of Cortical Surface Maps. The dataset for statistical analysis was generated by averaging across trials within each run for each of the 15 combinations of spatial cue and task. As in the binaural response-function analysis, trials that included targets or responses (correct or not) were excluded from the surface analysis. For each spatial cue type (ITD and ILD), the two imaging runs were combined to create one dataset for each subject and spatial-cue type. Then, a factorial repeated-measures ANOVA was conducted at every surface voxel, with factors of spatial cue (five levels) and task (three levels). To correct for multiple comparisons across surface voxels, the resulting maps of F values were analyzed using random field theory based on the smoothing kernel used (10-mm FWHM) and statistical threshold of P < 0.01 (79).

Multivoxel Pattern Analysis. Cue-dependent activity in the functional dataset (Fig. S2, processing pipeline 1) was also assessed using multivoxel pattern classification of binaural cue values. For this purpose, a voxel pattern—consisting of the beta weights corresponding to each sound-responsive voxel included in the AC ROI—was extracted for each trial. Voxel patterns were then used for training and testing an SVM for different types of analyses as described below.

Single-cue classification. Single-cue voxel-pattern classification analysis was performed using 1,000-fold cross-validation where the dataset was split into two independent halves. The first half was used to train a linear SVM with a fixed cost parameter of c = 1 (LIBSVM), while the second half was used to test the SVM, thus quantifying the capability of voxel patterns to classify ILD or ITD conditions. All trials from a given 30-s (10-trial) block were assigned to either the training or testing dataset to reduce the possibility of classification of back-to-back trials based on pattern similarity due to temporal proximity. The training/testing procedure was conducted independently on voxel patterns for each subject and each hemisphere, as well as for a combined-hemisphere dataset that concatenated voxel patterns from the left and right hemispheres.

Cross-cue classification. Cross-cue voxel-pattern classification analysis performed a similar procedure as described above. In this analysis, however, the linear SVM was trained exclusively using the voxel patterns from the two ILD runs. The SVM was then tested using all trials from the two ITD runs (i.e., the other cue). Another linear SVM was trained with ITD trials and tested with ILD trials. Classification performance was analyzed by treating the five ILD and ITD values as roughly equivalent (i.e., −20, −10, 0, +10, +20 dB ILD align with the −800, −400, 0, +400, +800 μs ITD, respectively). Although individual differences in how listeners use these cues suggests that perceptual correspondence was not likely perfect (80), psychophysical pilot testing in the laboratory confirmed that listeners in the current study experienced equivalent lateral perception for left, intermediate left, center, intermediate right, and rightward ILD and ITDs.

Classification performance was quantified by calculating the rms error at each ILD or ITD value. Rms error for null-hypothesis (chance) performance at each value was estimated using a permuted dataset. For this, ILD or ITD labels were scrambled before training, classification, and calculation of rms error. This permutation process was repeated 1,000 times. The proportion of permutations with rms error less than or equal to observed rms error gives the P value directly and is reported to the last significant digit for classification results unless zero instances were observed, in which case P < 0.001. Plots of rms error were calculated with respect to chance performance. That is, in these plots (Figs. 5 and 6) negative values indicate better-than-chance classification in units of the cue in question (decibels for ILD or microseconds for ITD).
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