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process or the deposition from water vapour to ice depending on the 
atmospheric conditions and the droplet size (See Figures 16 & 17). The 
main factor that determines the observed precipitation phase is the 
temperature profile, which in turn is a result of multiple factors such as 
frontal systems or advection. Freezing rain can turn runways into ice 
skating rinks when large amounts of water freeze in impact to form a sheet 
of clear ice on top of surfaces. 

 

 
Figure 16: Winter precipitation types, source: http://www.weather.gov/grb/typesofwinterwx 

(link tested 30 Nov. 17) 
 
Freezing precipitation in winter storms is the topic of a paper by Stewart 
and King (1987), depicting the typical structures and synoptic situation 
encountered during freezing precipitation events. Huffman and Norman 
(1988) describe the supercooled warm rain process of freezing rain and 
discusses the main predictors. The weather radar signature of a freezing 
rain event suggests a detectable pattern that can be used in nowcasting of 
the phenomena as proposed by Prater and Borho (1992). Further studies 
by Zerr (1997) present observational and theoretical aspects of freezing 
rain and provide some guidance for forecasting methods. An overview of 
freezing precipitation conditions in Europe including a climatological 
review is provided by Carriere et al. (2000). Three papers by Rauber et al. 
(2000, 2001a and 2001b) explore warm rain and melting processes in 
freezing precipitation, climatology of freezing precipitation based on 
sounding and synoptic analysis and a test of the Czys method. The study by 
Coleman and Marwitz (2002) explores a particular case in great detail. 
Rasmussen et al. (2002) studies freezing drizzle formation, Robbins and 
Cortinas (2002) look at the local and synoptic freezing rain environments, 
Changnon (2003) studies the effect of the urban heat island concluding 
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that it reduces freezing-rain occurrences by 10-30% in the mid-latitudes, 
Jeck (2011) presents a detailed study of the characteristics of the associated 
low-ceiling, stratiform clouds in freezing-rain cases and Deng et al. (2012) 
focuses on freezing rain over Guizhou, China. A method using quasi-
vertical profiles from a C-band weather radar in Vienna, Austria to detect 
and nowcast freezing rain is presented in a study by Kaltenboeck (2016).   

 
 
Figure 17:  Freezing rain falls when snowflakes melt completely before reaching the surface, 

and refreeze upon contact with anything that is at or below 0°C, source: 
http://www.weather.gov/grb/typesofwinterwx (link tested 30 Nov. 17) 

 
Several forecasting algorithms have been developed to forecast freezing 
precipitation. One of the first was developed by Ramer (1993) and it 
determines precipitation type using vertical profiles of pressure, 
temperature, relative humidity and wet-bulb temperature. The initial 
phase of precipitation is determined based on the wet-bulb temperature of 
the highest saturated level, which is assumed to be the precipitation 
generation zone. Ramer's algorithm determines a fraction of ice (I) at the 
ground using an empirically-derived relationship based on 2084 
soundings from a variety of cool-season precipitation events. Another 
method developed by Baldwin et al. (1994) determines precipitation type 
from an observed vertical sounding. Warm and cold layers aloft are 
identified by calculating areas bounded by the 0ºC isotherm and the 
sounding wet-bulb temperature (Tw). Warm and cold areas are calculated 
individually and are used in combination with surface temperature to 
identify precipitation type. The precipitation type diagnosis depends on the 
surface temperature, the coldest temperature in a saturated layer, and the 
magnitude of areas bounded by the sounding Tw curve and certain 
temperature thresholds. The method by Czys et al. (1996) depends on the 
ratio of the time that a sphere of ice resides in a warm layer (based on an 
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empirically-derived particle size and terminal fall velocity and the average 
depth pressure and Tw of that layer) to the time it takes to achieve complete 
melting. The algorithm developed by Bourgouin (2000) determines if there 
is sufficient energy to melt or freeze hydrometeors. Positive and negative 
areas in the model sounding are computed, bounded by the 0ºC isotherm 
and the environmental temperature curve > 0ºC and < 0ºC, respectively. 
The precipitation type (snow, freezing rain, ice pellets, or rain) is 
determined by the magnitude of the positive and negative areas. A simple 
method applied for Japan is presented by Matsushita and Nishio (2008).  
 

5.6.3 THUNDERSNOW, TRIGGERED LIGHTNING AND COLD-SEASON 
LIGHTNING STRIKES 

The phenomenon of lightning during a snowstorm is sometimes referred 
to as a thundersnow event and an overview is given by Schultz and Vavrek 
(2009). In an earlier study by Schultz (1999) the relationship of lake-effect 
snow and lightning was explored. As noted by Crowe et al. (2006), 
thundersnow events are often accompanied by very heavy snowfall 
accumulation on the ground. An overall climatology over the US over a 30-
year period is provided by Market et al. (2002) noting a peak of detection 
in March and an overall tendency of thundersnow to be associated with a 
transient mid-latitude cyclone, coastal cyclone, arctic front, lake-effect 
event or upslope flow. Events have been reported also in Southern Europe 
as documented by Bech et al. (2013) for Catalonia, Spain. Research by 
Kumjian and Deierling (2015) reveals in-depth details about these events, 
concluding that the thundersnow events are in general weaker, ordinary 
thunderstorms lacking any warm cloud depth.  

The impact to aviation is specifically addressed in a study into cold-
season induced lightning strikes in Finland Mäkelä et al. (2013), where it 
is noted that the events are hard to predict and often catch pilots, airlines 
and air traffic control by surprise. This creates a dangerous situation as 
many induced lightning hits have been reported in take-off corridors where 
the pilot has little options for avoidance of the electrified cloud and the 
cloud can be hard to detect.  

Only a few forecast methods for airspace users to avoid electrified 
clouds in the cold season are available. A Model Output Statistics (MOS) 
based probabilistic method forecasting winter thunderstorms for 
Amsterdam Schiphol airport developed by the Royal Netherlands 
Meteorological Institute (KNMI) is presented in a paper by Slangen and 
Schmeits (2009). A study on the North Sea helicopter operations in the 
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United Kingdom is presented by Wilkinson et al. (2013) aiming at 
improving the safety of the North Sea oil operations’ helicopter transfers.  

 

6 ADVANCES IN METEOROLOGICAL INPUT FOR 
DECISION SUPPORT SYSTEMS 

As has been discussed throughout this paper, weather plays a key role in 
everyday decisions made by air traffic controllers, airline operation 
centres, pilots, ground handling staff, etc. professionals working in air 
transport. Traditionally, weather information has been a separate product 
or information stream viewed from a stand-alone system and the 
interpretation of the impact of weather information has been accomplished 
by the human operator in charge of making the day-to-day decisions based 
on that information. With digitalisation and standards for data exchange, 
more and more weather information is becoming integrated into systems 
used for operational purposes (Rusu et al. 2012). The properties of a 
Decision Support System (DSS) were coined by Sprague Jr (1980) as 
follows: 

• DSS tends to be aimed at the less well structured, underspecified 
problem that upper level managers typically face; 

• DSS attempts to combine the use of models or analytic techniques 
with traditional data access and retrieval functions; 

• DSS specifically focuses on features which make them easy to use by 
non-computer-proficient people in an interactive mode; and 

• DSS emphasizes flexibility and adaptability to accommodate 
changes in the environment and the decision-making approach of 
the user. 

Some of the very early implementations of DSSs were in the aviation 
industry with gate assignment for United Airlines. This example and a 
more comprehensive review of decision support systems is given in the 
book by Sharda et al. (2014). Since then, weather information has also been 
extensively deployed and integrated into DSSs especially in the US where 
airport capacity can be severely compromised in adverse weather.  
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6.1 AIRCRAFT DE-ICING OPERATIONS 
Aircraft Ground De/Anti Icing procedures serve three purposes51: removal 
of any frozen or semi frozen moisture from critical external surfaces of an 
aircraft on the ground prior to flight; and/or, protection of those surfaces 
from the effects of such contaminant for the period between treatment and 
becoming airborne; and/or, removal of any frozen or semi frozen moisture 
from engine intakes and fan blades and protection of external surfaces 
from subsequent contamination prior to take-off. The prevailing weather 
conditions must be assessed, and if further adherence of contaminant to 
the airframe surfaces is currently occurring or anticipated prior to the time 
at which it is expected that the aircraft will get airborne, then a suitable 
ground anti-icing fluid should be applied. 

The forecast of Liquid Water Equivalent (LWE) has proved useful 
since these values can be used to assist aviation de-icing decision-making 
activities. The Weather Support to De-icing Decision Making (WSDDM) 
system provides LWE nowcasts and is in operational use at several major 
airports in the US.  

This operational decision support system to support aircraft de-
icing operations was developed by NCAR for Denver, Chicago and New 
York LaGuardia airports based in high temporal resolution observation of 
liquid equivalent snowfall rate at the airport to provide guidance for de-
icing crews in a simple color-coded manner as reported by Rasmussen et 
al. (2001). The application of liquid water equivalent estimations from 
weather radar has since been shown Ruzanski and Chandrasekar (2012) to 
improve accuracy by 14% in Colorado, US and reduce runtime for the 
nowcasts.  

 

6.2 AIRPORT CAPACITY  
The factors considered by an airport capacity model to accurately depict 
capacity of an operational airport include in the case of the Integrated 
Airport Capacity Model (IACM) (Kicinger et al. 2011) weather forecasts, 
predicted demand, airport adaptation and operational standards and 
procedures as input information to a model that has modules for terminal 
capacity, runway configuration, runway capacity and a forecast integrator 
to output the estimated probability of achieving a set capacity value. 
Weather constraints play a large role in this consideration and more 
intelligent weather considerations have been recently developed by 
                                                   
51 http://www.skybrary.aero/index.php/Aircraft_Ground_De/Anti-Icing (link tested 30 Nov. 17) 
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Kicinger et al. (2016). A typical runway can handle roughly 30 aircraft 
taking off and/or landing in an hour and in cases such as the San Francisco 
International Airport, low cloud will immediately reduce this capacity by 
half by disabling the second parallel runway due to runway separation 
minimum requirements under Instrument Landing System (ILS) 
conditions from 60 to around 30 flights per hour. Strong crosswinds will 
typically disable some runway configurations as will thunderstorms at 
approach sectors. Therefore, correctly forecasting weather parameters and 
integrating them to airport management tools allows for the air traffic 
controllers to develop a holistic view of the evolution of an airport capacity.  

Research by Smith et al. (2008) takes the Terminal Aerodrome 
Forecast (TAF) and uses support vector machines to predict future airport 
capacity at the most constrained US airports affecting the performance of 
the national airspace system. The Paper by Klein et al. (2009) presents a 
calculation of arrival delays and cancellations due to terminal weather 
forecast inaccuracy at airports, concluding that a financial benefit of $330 
million would be gained by improving the accuracy of terminal weather 
forecasts at the 35 busiest52 airports in the US. The paper by Hunter (2010) 
describes an approach to use both air traffic management and 
meteorological data to model the impact of weather on airport capacity. 
The airport delay predictor model developed by Klein (2010) can also be 
used as a decision support tool and to evaluate different weather forecast 
products. A runway resource allocation model using quantified forecast 
accuracy information to calculate the probability that a runway satisfies 
safety constraints given the predicted wind, ceiling and visibility is 
presented by Li and Clarke (2010). Work related to the SESAR programme 
by Barbaresco et al. (2011) discusses a more dynamical wake vortex 
separation based on current meteorological conditions to optimise runway 
throughput and reduce delays. The impact of weather on airport capacity 
is explored using ensemble learning with the bagging decision tree 
statistical method in the paper by Wang (2011).  

An airport-specific decision support system directly associated with 
weather, specifically low marine stratus is presented by Reynolds et al. 
(2012) for San Francisco International Airport (SFO) summertime 
operations, aiming to directly forecast the timing of the stratus situation 
that leads to the loss of the second parallel runway from operations due to 
the low separation between the runways. This system has been in 
operational use since 2004 and since 2008, following changes to the FAA 
ground delay programme, it has provided quantifiable reductions in 
ground and airborne holds at SFO.   

 
                                                   
52 http://aspmhelp.faa.gov/index.php/OEP_35 (link tested 30 Nov. 17) 
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6.3 ROUTE PLANNING 
The study by Evans (2001) proposes a system for the US where re-routes 
and, routes for near term departures are frequently revised based on 
automatically generated storm predictions coupled to traffic flow and 
traffic conflict decision support systems with review and very limited 
swapping of routes by pilots and airline dispatch. The FAA funded Corridor 
Integrated Weather System (CIWS) design, development and validation 
results are described by Klingle-Wilson and Evans (2005). In a later paper 
by Evans and Ducot (2006), the benefits and operational implementation 
are discussed and it is concluded that the CIWS enables the FAA users to 
achieve more efficient tactical use of the airspace, reduce traffic manager 
workload, and significantly reduce delays. The maximum flow rates for 
capacity estimation in level flight with convective weather constraints are 
discussed by Krozel et al. (2007). Research and development of the 
DIVMET model to identify weather avoidance routes to Hong Kong airport 
is presented by Sauer et al. (2016) illustrating that the impact of weather 
can be quantified in terms of object avoidance patterns for approaching 
aircraft. MIT Lincoln Laboratory has developed a decision support tool to 
help air traffic managers to determine when to close and reopen departure 
routes during periods of convective weather called the Route Availability 
Planning Tool (RAPT) (DeLaura 2012) that has made a big impact on 
airspace management. It indicates on a colour scale the level of blockage 
imposed by weather on specific routes.  
 

7 FUTURE CHALLENGES FOR AERONAUTICAL 
METEOROLOGICAL RESEARCH 

Meteorology is an exact science, but nonetheless weather forecasts will 
never become perfect due to imperfect global areal and temporal coverage 
of ground observations and computing limitations on numerical 
modelling. Furthermore, air transport will never be completely risk-free. 
With those two notions in mind, there remains a great deal of research and 
development work to be done to make the information better and ensure 
that the better information leads to better decisions down the line. Weather 
forecasting for air transport will continue to be driven by technological 
advances along the roadmap painted in Section 4.1 and aircraft will become 
more connected to real-time information. The crucial question will be 
exactly what information is useful to the pilot, the airline, the air traffic 
controller or the de-icing manager and how the weather information 
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integrates to the decision support systems.  Future challenges call for a 
strong effort between meteorological data providers and end users to come 
together to define the next generation of global standards in an 
interconnected world. Airspace users must also be awakened to the reality 
that there is much more, better and suitable information available for their 
needs than the currently provided WAFC maps, METARs, TAFs and 
SIGMETs. This may require rigorous cost-benefit analyses, but more than 
anything it will require the consolidation of effort between the 
meteorological service providers and adequate funding to support these 
ends.  

From the science perspective, our numerical modelling skill will 
continue to improve through improved representation of physical 
processes in the models and ensemble methods, new weather satellites will 
challenge weather radars in the resolution of precipitation observation 
leading to very accurate observations of global precipitation patterns, 
weather radars will be able to better classify hydrometeors linking to 
nowcasting systems, and localised parameter-specific methods tailored to 
Terminal Manoeuvre Areas will better identify potential hazards for 
aviation. Scientific advances are incremental and slow, and given the few 
current research and development funding opportunities for aeronautical 
meteorological research the field is most likely to follow the overall trends 
of meteorological research. The role of the aeronautical weather forecaster 
in the forecasting process is likely to experience the largest change. When 
looking at the ability of human forecasters to improve quantitative 
precipitation forecasts (QPFs), improvements are accomplished through 
pattern recognition, physical realism, awareness of model biases and past 
model performance, run-to-run consistency, collaboration, and consensus 
as presented by Novak et al. (2011). 

The aim of this chapter is to explore the risk reduction potential of 
improved weather services for aviation by looking into the open research 
questions and decision support systems, focusing on the process needed to 
enable these improvements result in improved safety and cost-efficiency. 
The sub-chapters can be viewed as presenting potential milestones or Key 
Performance Areas (KPAs) for a research and development project with 
the aim of highlighting the interplay between end user needs, systems and 
meteorological service provision.  
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7.1 IMPROVING TERMINAL MANOEUVRING AREA WIND FORECAST 
ACCURACY 

The first example to be presented involves an input source to airport 
capacity estimation systems and runway configuration decision support 
tools. Wind speed and direction between surface and 3000 ft (1 km) is 
typically critical in the selection of the used runway configuration which in 
turn directly affects the capacity of the airport. While current numerical 
weather models generally perform quite well in wind forecasts, airports 
situated near e.g. orographic features or large bodies of water (or both) are 
still difficult to forecast accurately. Improvements in the four-dimensional 
field of wind speed and direction, where the fourth dimension is time, have 
the potential to improve the capacity management of an airport. 
Motivation for this case study comes from the special role played by the 
3000 ft wind at Heathrow Airport, impacting the capacity of the runways 
and thus the airport for traffic. This in turn can divert flights to other 
nearby airports, delay or even cancel flights causing a ripple effect across 
the European airspace.  

Figure 18 is a schematic representation of a development process in 
collaboration with the end user to achieve reduced holdover time leading 
to reduced fuel burn and reduced arrival and departure delay caused by an 
airspace restriction procedure. A development initiative must take into 
account the exact preconditions of the airport and surrounding terminal 
manoeuvring area and must have detailed information of the systems and 
processes in place at that airport for runway configuration allocation and 
airport capacity restrictions. The local history of wind-induced airport 
capacity restrictions should be established as a base line to determine the 
benefits of the introduced improvements. This can be achieved in a way of 
a feasibility study providing a solid justification for the project including 
the aforementioned actions.  

The following actions form a meteorological research and 
development component where the focus is to improve the resolution of 
the four-dimensional wind grid. The underlying assumption here is that 
such an improved model resolution would in turn provide a higher quality 
wind assessment. This may not always be the case, especially where the 
wind climatology is typically easy to predict and less prone to external 
forcing. Here the question of return on investment must be weighed 
against the added cost of additional computing time required to run a 
higher resolution numerical model. The potential added value must be 
established together with the local customer and end user. Added value is 
typically hard to define, but such an exercise will develop mutual 
understanding of the operating environment. Simply changing model 
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resolution without due diligence on the effect on a multitude of 
parameterisations involved could actually result in a loss of skill in the 
forecast model. Therefore, the change must be verified properly and all 
other meteorological parameters must also be considered. In the end, the 
assumption is that a higher model resolution will be able to better forecast 
changes in circulation in the atmospheric boundary layer and take finer 
scale local phenomena into account, such as sea breezes, orographic flows 
and inflow/outflow areas of convective systems. A comprehensive 
verification exercise against earlier model results and observations 
resulting in a technical report outlining the performed changes with the 
associated verification results should be a required step in any project to 
enable the spread of best practices and scientific findings. 

 

 
 
Figure 18:  Schematic representation of the required steps leading to improved Terminal 

Manoeuvring Area wind service for aviation. Meteorological components 
indicated in brown and added value in dark red background colour.  

 
Following the meteorological development phase, a research to operations 
project must be established taking into account the findings and 
confidence in the improved forecast information. The information in itself 
is not useful unless it has an impact on the behaviour of the end users using 
the information. The optimal use of the meteorological information is 
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ensured by integration into the proper decision-making systems and 
processes. An airport might, for example, use a system such as the ones 
described in section 6.2. If such a system has already been in use, the 
project must clearly communicate the changes in the new data stream and 
what the user can expect to see based on the new information. If no such 
decision support system is in place where meteorological information is 
directly inputted, the project must establish the methods by which the 
improved meteorological information is to be used by the end user. What 
should be avoided at all cost, is to keep any existing arrangements whereby 
a meteorological service provider issues a text-based wind forecast to a 
single point at the airport to be used by e.g. the air traffic control. As a 
minimum, the end product should interpret the meteorological conditions 
as actionable information to the end user based on their pre-defined 
criteria, such as cross-wind maxima at certain runway configurations given 
in a color-coded graphical product.  

The expected positive impact on the operations of the airport will 
result from the optimal use of the provided decision support by the human 
operators. The underlying assumption is that the improved wind field will 
result in more temporally accurate, and thus efficient, runway 
configurations as demonstrated by e.g. Météo-France using a 100 m grid 
resolution for Paris CDG airport. Restrictions could actually increase as a 
result, but this would lead to reduced holdovers for incoming air traffic and 
hence reduced fuel burn and arrival delay. The optimal situation for all 
concerned entities is for the aircraft and passengers to be able to complete 
the flight with minimal disruptions and for the additional wait to happen 
at the terminal.  

 

7.2 IMPACT OF IMPROVED TURBULENCE GUIDANCE FOR AIRSPACE 
USERS 

The second example in this chapter focuses on a quite different use case 
altogether for meteorological information. As has been described earlier in 
this study, turbulence is one of the major meteorological hazards for air 
traffic. As a meteorological phenomenon, turbulence is in itself somewhat 
elusive and can be difficult to forecast accurately. Since turbulence is not a 
general societal weather hazard in the sense of severe convection for 
example, the research and development of solutions was started rather late 
and the solutions are really only developed for air transport users and 
typically mostly verified against aircraft or pilot observations. There are no 
direct systematic observations of turbulence and the field relies on the 
aircraft observations. In many senses turbulence research and 
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development should be raised higher in the priority of meteorological 
services providers and not left only to the responsibility of World Area 
Forecast Centres (WAFCs).  

 

 
 

Figure 19:  Schematic representation of the required steps leading to improved in-flight 
turbulence service for aviation. Meteorological components indicated in dark 
brown and added value in dark red background colour. 

 
Motivation for this case study can be drawn from incidents such as the 
recently reported (The Guardian, CNN, Daily Mail, Aviation Herald53, etc.) 
encounter with severe turbulence by the Aeroflot flight SU270 from 
Moscow to Bangkok on 1 May 2017 in Myanmar airspace which left 27 
injured and sent 25 to the hospital. In this case, the media reports state the 
cause to be Clear Air Turbulence (CAT) and note that the on-board weather 
radar had not picked up any signal of severe weather. The pilots were thus 
unaware of the hazardous circumstances which they entered. The question 
remains whether or not this turbulence could have been detected or 
forecasted at all. Via personal communication with the turbulence 
researchers at the National Center for Atmospheric Research (NCAR), the 

                                                   
53 http://avherald.com/h?article=4a861a24 (link tested 30 Nov. 17) 
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general opinion is that the turbulence in question was associated with 
severe convection also supported by the CIMSS Satellite Blog54 which 
tracked the flight path on top of a rapidly developing thunderstorm. This 
raises the opportunity to improve the avoidance of such severe turbulence 
cases by ensuring the pilots have the right information in the cockpit 
during the flight. This would require the turbulence areas to be detected, 
classified and forecasted and then transmitted rapidly to the cockpit for the 
pilots to review. This could turn out to not have been sufficient in the case 
of this flight since the thunderstorm developed rapidly directly in the flight 
path of the airplane, but this risk should have been possible to identify from 
a numerical weather prediction forecast. 

An outline of a possible research and development initiative is given 
in Figure 19. The process for end user needs analysis and process review 
described in the beginning of section 7.1 essentially holds true for 
turbulence guidance as well. Otherwise, the development of a service 
whereby the risk of moderate to severe turbulence is accurately analysed, 
forecasted and disseminated to the cockpit is very different from the 
previous example. A critical question becomes what are the policies 
regarding datalink to the cockpit, what systems are in use, if an existing 
Electronic Flight Bag (EFB) provider is willing or able to accommodate new 
weather information or if there is another way of providing the service to 
the airplane. These policies will be airline specific and will depend on the 
available technologies. The pilots will also have to be willing and able to 
use the information provided to them and should thus be consulted from 
the very onset of the project all the way to the final end solution.  

The meteorological project (Figure 19, brown boxes) requires a 
reliable input against which any new forecast method would be verified. All 
modern regional aircrafts are equipped with a number of sensors that 
measure parameters that can be combined to enhance the current 
automated reporting of turbulence metrics from the aircraft. Especially the 
EDR values are of critical importance to be recorded at good temporal 
resolution throughout the flight and ideally downlinked to ground stations 
for assimilation into weather forecast models. The airlines should be 
engaged to help realise the value of open real-time data exchange and the 
associated improvements in the meteorological services. The second 
important issue related to forecasting turbulence is an accurate areal and 
temporal analysis of current icing conditions. The aircraft-derived EDR 
observations are naturally a key element in this, but traditional PIREPs 
and meteorological remote sensing methods such as weather radar and 
satellite information should also be used in providing the added coverage. 
Especially geostationary weather satellites can be used to identify 
                                                   
54 http://cimss.ssec.wisc.edu/goes/blog/archives/23875 (link tested 30 Nov. 17) 
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convective areas and statistical methods can be used to calibrate the 
satellite-based observations with turbulence observations to give a more 
accurate interpretation of cloud top temperature to turbulence measures.  

The improved analysis of turbulence can then be used as a 
verification field in the development of numerical turbulence guidance 
methods. Current geographical resolution in turbulence guidance is 
typically very coarse and can easily omit smaller convective situations 
leading to a loss in forecast skill. Mountain waves require an accurate 
depiction of orography and a numerical model structure which follows the 
surface in mountainous regions. Cloud-resolving models and improved 
turbulence parameterisation can bring improvements in the 
representation of convective initiation and resulting convection. The 
verification and validation of new turbulence algorithms against improved 
observations of turbulence should result in a substantial increase in 
forecast skill. Since several turbulence metrics are available in literature 
and since it has been shown by Sharman and Pearson (2017) that a 
weighted multi-algorithm approach for each specific turbulence criteria 
provides the best forecast results, perhaps the best approach for turbulence 
forecasting is given in figure 1 of Pearson and Sharman (2017) where a 
turbulence nowcast 3D grid takes input from the turbulence EDR forecast 
model, airborne real-time turbulence observations, ground-based radar 
observations, inferred turbulence from convective induced turbulence 
detection methods, METAR winds, Aircraft Situation Display to Industry 
(ASDI), ADS-B deviations and satellite features to output a turbulence 
nowcast product to users.  

Once the information has been integrated into the decision support 
tools of the customer and an uplink to the cockpit establishes, the pilot can 
have at his/her disposal an effective tool for the avoidance of turbulence 
areas. Airline company policies dictate as to what information is given to 
the pilot and hence this step is under the responsibility of the airline, but 
demonstrations of such service provision to Lufthansa pilots for trans-
Atlantic flights already exists with good results. A company promise to 
customers and crew members for a smoother and safer flight should be a 
substantial competitive advantage not yet seized by most of world’s leading 
airlines.  
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7.3 IMPROVING DATA DISSEMINATION OF CONVECTIVE WEATHER TO 
THE COCKPIT 

 
 

Figure 20  Schematic representation of the required steps leading to improved convective 
weather in-flight situational awareness for aviation. Boxes shaded with dark 
green indicate international data cooperation steps, dark brown boxes the 
meteorological development issues and dark red the added value to the end 
user. 

 
Many technical parts of a development towards enhanced convection 
information in the cockpit are similar to turbulence development described 
in the previous section. Especially the dissemination of information to 
cockpit deserves the same remarks as before. Observation and forecasting 
of convection at a regional scale has its own challenges outside the USA, 
where no single actor collects, processes and disseminated the 
observations to the end users. In Europe, for instance, a great deal of effort 
is required to enable real-time exchange of weather radar information, 
which is the primary tool for convection observations and nowcasting. 
Therefore, this section highlights a different challenge in the research and 
development of weather information to air transport related to 
observations and data exchange (see Figure 20). 
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Following a comprehensive end user analysis, an assessment of the 
benefits of convection avoidance and the information required to enable 
convection avoidance behaviour, the enabling procedures for regional 
convection analysis and detection are to be established. The European 
Network of National Meteorological Services (EUMETNET) has 
established the Operational Weather Radar Information Exchange 
(OPERA) Programme to enable the creation of a European-wide weather 
radar mosaic image similar to the NEXRAD national composite in the US. 
The European mosaic product is typically a maximum radar reflectivity 
product where the maximum reflectivity in each grid point is collected 
from the network of radar and combined into a single image.  

Weather radar data exchange would be very important in South 
America, Asia and the Middle East and a regional product would be of 
tremendous value in these regions. In the African continent, weather 
radars are relatively sparse and without a major effort to increase coverage, 
only small portions of the continent will be covered by a regional 
composite. Nevertheless, exchange standards and cooperation efforts 
should be started in these regions that often experience severe convection. 
Especially Asian air traffic volumes are growing fast and convection is 
present almost throughout the year.  

Standard convective cell detection algorithms for the specific use of 
convection avoidance by air traffic are available and an international 
consensus should be reached in line with the acceptance of EDR as the 
turbulence metric. Such a standard convection identification and tracking 
across the globe would enable airspace users to have confidence in the 
convection nowcasts and ensure that they are consistent and harmonised 
across regions. Radar technology limitation may inhibit the use of such 
algorithms, but a lower technology option such as maximum reflectivity 
could serve as a backup. Taking into account the fact that not all countries 
in the world are in the position to process weather radar information in a 
way to extract convective cells, this task should be given to a regional 
weather radar processing centre with funding from the airspace users. The 
central processing of lightning detection information would also add 
tremendous value to the aviation weather products and a central 
processing function for both radar and lightning information should be 
combined. In data sparse areas, lightning information can provide valuable 
information complementing both radar and satellite sources. Efforts 
should be directed in opening the lightning detection data for all 
meteorological purposes.   

Once the areas of convective weather are available as a regional 
product from the national weather radars, this information needs to be 
converted into a SWIM-compliant data format as a GML georeferenced 
weather object. Such objects are easy and simple to exchange and transmit 
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to the cockpit for integration into EFBs and air traffic management 
systems. The convective weather object definition and model should be 
internationally standardised and approved by WMO and/or ICAO. Finally, 
an industrial validation should be carried out for the information to ensure 
global interoperability between providers and end users. The integration 
into cockpit and data exchange methods follow what has been said earlier 
for turbulence.  

The availability of convective weather hazards information in the 
cockpit will allow for better avoidance of lightning strikes and icing in 
addition to turbulence. When the information is available to the pilot and 
air traffic control in real time and not only in the flight planning phase, the 
flight paths can be optimised earlier with fewer detours and shorter 
deviations from an optimal flight path. This will in turn result in a shorter 
route and less fuel consumed when compared to a situation where the pilot 
simply reacts to the weather hazard along the flight path.  

 

7.4 ENHANCED LIQUID WATER EQUIVALENT FORECAST TO DE-ICING 
OPERATIONS 

Winter conditions have multiple consequences for airport operations and 
air traffic management. The general process of improving meteorological 
forecast information to end user described in the previous chapters applies 
to many winter conditions as well and is given in Figure 21. Low visibility 
and ceiling associated with winter weather patterns is one of the most 
difficult challenges for numerical weather prediction model algorithms to 
solve as has been discussed in previous chapters. However, visibility and 
ceiling are present in the forecast throughout the year and remain year-
round challenges. In order to highlight a forecast challenge specific to 
winter, the case of aircraft de-icing is presented here.  

The phrases de-icing and anti-icing are used to describe the two 
different steps associated. By definition de-icing refers to the removal of 
ice from the airframe before the flight while anti-icing refers to the process 
of applying fluids to the airframe to prevent further ice to develop before 
the take-off. This distinction is often not made everywhere and de-icing 
refers to both processes where the airframe is cleared and fluid applied at 
the same operation in a holding position before take-off.   

The application of de-icing fluids is expensive (fluid cost $4-6/litre 
with total cost of $1500 to $25000/airplane), labour intensive and adds a 
delay to the flight duration for the passenger. The process is only needed 
in certain weather conditions and thus the de-icing crew needs to be called 
in only for those days when de-icing is performed. The holdover times and 
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procedures associated with the fluids applied to the airframe are 
standardised by the Society of Automobile Engineers (SAE) and the de-
icing/anti-icing operations mandated by ICAO Annex 6 and Annex 1655. 
The fluids fall under four classes (Type I, II, III & IV) depending on their 
effectiveness in given atmospheric conditions (temperature, type of 
precipitation and rate of precipitation) and the holdover times vary from a 
few minutes to several hours.  

 

 
 

Figure 21: Schematic representation of the required steps leading to improved de-icing and 
anti-icing service for aviation. Brown shading indicates meteorological 
development milestones and red shading the added value for end users.  

 
The first forecasting challenge for de-icing operations is the advance 
planning required by the ground handling companies to ensure adequate 
resources are deployed at the airport when de-icing is called by the pilots. 
With too little advance warning, the de-icing crew needs to be called in 
within hours’ notice, they need to be paid more to be available on short 
notice and they may not make it to the airport on time since other transport 
modes might also be affected by adverse weather. For this purpose, ground 
companies need forecasts of snow or freezing precipitation 2-5 days out 
and a general indication of peak intensity during the day in question. A 
probabilistic approach tailored to the end users’ operational thresholds 
could be very useful as this also contains information about the forecast 
                                                   
55 https://www.icao.int/safety/airnavigation/OPS/Pages/Aircraft-Ground-De-IcingAnti-Icing-
Operations.aspx (link tested 30 Nov. 17) 
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confidence. The second forecasting challenge is the nowcast (0-6h) of 
precipitation type and intensity, which is needed during the application of 
the anti-icing fluids. The ground handling companies can use this 
information to have a nowcast of the de-icing fluids to be used using the 
meteorological information converted directly into fluid type forecasts. For 
the aircraft pilots, the holdover time tables (HOT) can be replaced by real-
time observations on the ground to improve the accuracy provided in the 
HOTs, such as the NCAR WSDDM algorithm.  

The meteorological development project should start by ensuring high 
quality observation data is available at and around the airport. Freezing 
detection sensors and dual-polarimetric weather radar data are especially 
useful to provide reliable information on the precipitation type and 
intensity. Measurement history will provide the base line for future 
development of meteorological algorithms. This base line should then be 
used to enhance the parameterisation and representation of liquid water 
equivalent (LWE) which is an excellent proxy for de-icing need for an 
airframe both in the nowcasting timeframe and medium-range planning.  

A statistical approach using a history of de-icing fluid use and de-icing 
need will help in calibrating the forecast accurately to previous incidents, 
will improve accuracy and reduce bias. The past realised de-icing operation 
data requires for good cooperation with the ground handling companies 
and such a project in general can only be realised in close collaboration 
from the start. With the observation and de-icing climatology available, the 
forecast method can be tailored for the airport in question with the 
required accuracy. The actual forecasts should then be verified against true 
de-icing operations at the airport in question to ensure of the usability of 
the product. A successful project will result in an all-round more efficient 
de-icing process and less take-off delay for the passengers.  

 

7.5 DETAILED NO-FLY ZONES FOR ROTORCRAFT AND RPAS 
OPERATORS 

Helicopters are especially useful in operations where landing needs to take 
place into any terrain and where hovering is required. The most important 
applications to society are associated with search and rescue, police and 
border patrol and emergency medical services. These missions typically 
need to take place also in adverse weather and often without ground 
observations on the meteorological conditions. At the same time, 
helicopters are very susceptible to icing, low visibility and cloud base height 
and cannot withstand a lightning strike. The operating constraints 
imposed by meteorological conditions are much stricter than with 
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commercial jetliners. As the size of the aircraft decreases going into 
Remotely Piloted Aircraft Systems (RPAS), weather resilience decreases 
and ever stricter meteorological restrictions apply. As has been mentioned 
earlier, small RPAS can generally only fly in optimal weather conditions.  
 

 
 
Figure 22: Schematic representation of the required steps leading to no-fly zones for 

rotorcraft and RPAS operators. Brown shading indicates meteorological 
development milestones and red shading the added value for end users.  

 
Both helicopters and RPAS manufacturers publish tolerances for 
meteorological conditions and these can be combined with the pilots’ 
guidelines on safe flight and operator policies to create meteorological 
operating constraints specific to the aircraft and operator. In essence, the 
question becomes more about the visualisation of meteorological 
information and providing a decision support service tailored to the user 
needs taking into account also the national legislation and local airspace 
regulation.  

The meteorological development project needed to achieve the 
decision support capability would benefit from all of the other actions 
described in this chapter (see Figure 22). The main task is to translate the 
operational requirements into weather parameters and then back into 
impacts. The dissemination of impacts could be given as simple areas with 
horizontal, vertical and temporal extent where the operator in question 
should not fly with a given type of aircraft. This information is to be 
disseminated complying to the SWIM standards using the generally 
accepted GML data formats. The relevant meteorological parameters 
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depend on the definition of operational boundaries and should generally 
be available from a regional limited area model.  

While helicopter pilot licences require training on weather impacts 
on operation, RPAS operators do not generally require any formal training 
and in many nations a pilot licence is also not required. This can lead to 
lack of awareness on safe operating conditions and for this reason the 
service to provide information on safe flying environments should be made 
easily and freely available to all. With adequate training and awareness, 
and where needed regulations, on the weather information made available 
to operators, safety of flight is improved both in terms of aircraft, crew and 
equipment.  

SIGMET is the closest equivalent of a product needed for RPAS 
operators. SIGMET could be altered in a way to be adaptive to the aircraft 
type or use the strictest rules for small RPAS. However, the product should 
not be in the traditional alphanumeric format since this would be illegible 
to most operators but rather be a visual product in line with a Significant 
weather chart. Such a chart could include permanently restricted areas for 
RPAS flight and be automatically generated. Most RPAS manufacturers 
include the ability for geofencing their equipment via hardware 
configurations to inhibit their flight into restricted airspace. Ideally, such 
technology could be used to generate a weather-geofence to inhibit flight 
into areas of significant weather determined by international standards.  

 

7.6 WEATHER CONSTRAINTS TRANSLATED TO EFFECTIVE DECISION 
SUPPORT PRODUCTS FOR AIR TRAFFIC MANAGEMENT 

Examples of efficient decision support tools for air traffic flow 
management have been given earlier in this study and the aim of this 
chapter is to highlight the best parts of these applications to promote the 
research and development of more integrated weather input to air traffic 
management systems. Figure 23 gives a schematic representation of a 
development initiative for improving the integration of meteorological 
information into decision support systems. The professionals involved 
with air traffic management, especially air traffic controllers, are operating 
under tremendous stress and have very little time to ingest new 
information concerning a weather constraint. Instead, meteorological 
information needs to be a parameter in the various algorithms providing 
decision support tools for the controllers. The change from looking at 
meteorological information separately to full integration will reduce the 
awareness of the particular weather situation at hand, but will ensure that 



 

90 
  

weather is taken into account in a systematic way in decisions and that no 
end users can overlook weather constraints.  
 

 
 

Figure 23: Schematic representation of the required steps leading to improved consideration 
of weather impacts on air traffic management. Brown shading indicates 
meteorological development milestones and red shading the added value for end 
users.  

 
In ATM support efforts, the exact quantification of impacts by weather 
becomes a key priority. Impact analysis requires access to historical 
performance data where correlations to specific meteorological parameters 
can be established with various statistical methods. The mitigation 
strategies need to also be very clearly defined when an algorithm is 
deployed to provide decision support, e.g. the process of what is the 
optimal runway configuration with 25 kt wind from the East and what 
capacity effect it has or how much capacity is reduced when visibility is 
below 1000/3000/5000 ft should be clearly known when developing 
support systems. One such example mentioned earlier in this study is the 
Integrated Airport Capacity Model by Kicinger et al. (2016) with a 
functional scheme given in Figure 24.  

The IACM model uses weather forecast information for runway 
configuration and capacity estimation along with a host of other 
information sources. The end user only sees the hourly airport capacity 
forecast for each runway configuration and can make decisions based on 
that information rather than looking at each individual variable and 
forming the picture in their head. Such decision support systems have 
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tremendous potential for airport and airspace management. 
Meteorological information is not yet used in all decision support systems 
even though weather plays a crucial role in operations. An open and 
transparent exchange of such systems and the development of 
international best practices could greatly enhance these services for air 
traffic management. The forecasted capacity should also be continuously 
verified against true capacity and forecast skill and bias examined regularly 
to ensure of the quality of the forecast. Organisations such as the Network 
Manager in the EU would benefit from having a forecasted capacity 
situation from all European airports available at any given moment. 
 

 
 
Figure 24: Schematic representation of the Integrated Airport Capacity Model (IACM) from 

Kicinger et al. (2016). 
 
Ultimately, accurate meteorological information in collaboration with 
other information sources should lead to improved situational awareness 
at airport and airspace management level and hence result in better 
utilization of airport and airspace capacity leading to less delays for airlines 
and passengers. It should be noted that for large and severe weather 
hazards, no mitigation action can prevent airspace and runway closures, 
but decision support system can provide an accurate forecast of return to 
full capacity or a forecast of onset of reduced capacity.  
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7.7 SUPER HIGH RESOLUTION NUMERICAL WEATHER PREDICTION 
MODELS FOR AIRPORT DOMAINS 

Terrain disrupted airflow and phenomena affected by orography such as 
fog and low-level wind shear cannot be accurately depicted in global 
models and thus require statistical methods and the increase in horizontal 
and vertical resolution of the model to improve the representation of 
phenomena important for aviation weather forecasting. Examples of the 
implementation of dedicated super high-resolution models are found in 
Hong Kong as presented by Chan and Hon (2016) where The Aviation 
Model (AVM) with up to 200 m spatial resolution is deployed to account 
for the complex terrain at the airport and to especially account for the 
complex winds in and around the airport terminal manoeuvring area. The 
UK Met Office has deployed a 333 m spatial resolution model (The London 
Model) and the improvements into the local representation of fog and the 
stable boundary layer are documented by Boutle et al. (2016). At Paris 
Charles de Gaulle airport, a super high resolution AROME Airport model 
operating at 500 m spatial resolution is deployed with the specific aim of 
improving wake vortex forecasts also associated with Time Based 
Separation operations at the busy airport. The results are reported by 
Hagelin et al. (2014) and a clear improvement in wind speed and direction 
is noted.  
 The research, development and operational deployment of super 
high resolution numerical models is not a simple task and is usually carried 
out to address a specific operational requirement at an airport. They have 
been demonstrated to add value and to tackle forecasting phenomena 
otherwise difficult to numerically predict accurately. Such a project should 
be weighed by the added value provided and the cost of such a project. 
Consideration should also be given to increasing the temporal resolution 
of limited area models by increasing the data assimilation and update cycle 
of the model. Nowcast models have been discussed in Section 3.1 of this 
thesis and there are much more examples of rapid update cycle models 
than super high-resolution models potentially due to easier 
implementation and lower computational cost. Increases in the spatial and 
temporal resolution of numerical weather prediction models serve to 
especially improve aviation weather forecasting due to the nature of 
aviation operations at airports and the sensitivity to small-scale 
phenomena and thus the increased resolution in models is highly 
recommended to be undertaken by meteorological service providers. A 
process with key performance areas is provided in Figure 25.   
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Figure 25: Schematic representation of the required steps leading to improved temporal and 
spatial resolution in numerical weather models used for aviation weather 
forecasting. Brown shading indicates meteorological development milestones 
and red shading the added value for end users.  

 
Research and development of especially temporally higher resolution 
nowcasting models could be carried out as an international collaboration 
to reduce the cost and duration of such a project. Projects should also be 
based on existing solid research findings to justify the selected approach. 
Particular importance should be given to the verification of operational 
model output against limited area and global models in aviation-specific 
cases to demonstrate suitability for aviation purposes. Many models do not 
directly output some important parameters to aviation end users, such as 
precipitation type or visibility. These are usually post-processed using 
various methods. The post-processing output should also be carefully 
evaluated and verified against operational aviation weather observations 
to ensure the quality and consistency of the produced information. 
Extensive post-processing should be avoided since it will make the ongoing 
development of the model more difficult as the methods must be also 
updated and output verified following each update.  
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7.8 IMPROVING FORECASTS OF HIGH ALTITUDE ICE CRYSTAL 
CONCENTRATIONS 

The effect of ice crystal icing on aircraft turbine engines potentially leading 
to the risk of sudden loss of engine thrust in very cold air has been known 
for decades56. The ice crystals in question are generated by deep convective 
cells which in turn are prevalent especially in the tropics. The ice crystals 
are difficult to observe as they are often not visible to the eye and do not 
appear in the onboard weather radar due to extremely low reflectivity. 
Convective cells breaking across the tropopause and areas downwind of the 
overshoot are typical areas to encounter high concentrations of ice crystals. 
Since the very small ice crystals do not adhere to the airframe, they are not 
detected by the conventional ice detectors onboard most modern aircraft. 
While no internationally agreed standard exists to provide warnings to 
airspace users on high altitude ice crystals, such provisions are being 
discussed and for now the best avoidance strategy is to avoid large 
convective systems with adequate safe distance using the onboard weather 
radar. The convective systems producing the ice crystals also produce 
turbulence, lightning and regular icing and as such should already be 
avoided for these reasons. The extension of ice crystals downwind from 
convective systems could be taken into account in any forecast or warning 
product as a safety precaution.  
 From a meteorological standpoint, the research challenge is on the 
correct identification of deep convection leading to overshooting tops 
capable of producing ice crystals at high altitudes from available remote 
sensing information and the subsequent nowcasting and forecasting of the 
evolution of the systems. Ground-breaking work has been achieved in a 
major High Altitude Ice Crystal (HAIC) research project57 led by Airbus in 
collaboration with several meteorological service providers and industry to 
better understand the phenomena and develop nowcasting capabilities. 
The methods developed and deployed to identify severe turbulence areas 
from weather satellite data are essentially what can be used to also identify 
areas where ice crystal concentrations are likely to be high. Since the 
provision of global significant weather charts currently lies with World 
Area Forecast Centres, and to ensure global consistency and 
interoperability, warning on ice crystal concentrations could be assigned to 
WAFCs. In addition, WAFCs already monitor turbulence and major 
convective systems with a global reach and the addition of ice crystal 
warnings should not pose a large additional burden insofar as the 
methodology for the detection, forecasting and warning of ice crystals is 
                                                   
56 http://www.skybrary.aero/index.php/High_Level_Ice_Crystal_Icing (link tested 30 Nov. 17) 
57 http://www.haic.eu/ (link tested 30 Nov. 17) 
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proven and accepted internationally.  The challenges are similar to those 
of determining acceptable levels of volcanic ash ingestion by the turbine 
engines  
 

 
 

Figure 26: Schematic representation of the required steps leading to improved forecast and 
warning of high altitude ice crystal risk. Brown shading indicates meteorological 
development milestones and red shading the added value for end users.  

 
The proposed process provided in Figure 26 aims to outline key 
performance areas related to the operational implementation of such a 
service. Continuous dialogue with the engine and aircraft manufacturing 
industry and close monitoring of any incident involving ice crystals is key 
to ensuring the service does not generate a significant bias and thus 
continues to add value.  
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to further improve aviation safety by ensuring that the air transport sector 
has at its disposal the best quality of meteorological information possible 
tailored for each specific need at global, regional and local levels. A 
mutually agreed roadmap should ensure that any developments are what 
the end users require to improve safety (see Figure 27).  
 The objectives and visions need to be translated into a global action 
plan and strategy following the detailed definition of end user needs and 
requirements. This development should be co-led by ICAO and WMO and 
should build on the existing Global Air Navigation Plan (GANP) and ASBU 
methodology. Currently the focus of these Block Upgrades has been almost 
solely on the World Area Forecast System (WAFS) development and the 
SWIM architecture without any clear guidance as to where the entire 
community of meteorological service providers should focus their 
development in order to improve aviation safety. The global vision needs 
to include a position on what the most important research questions are 
and where the integration of meteorological information to decision 
support systems is most needed.  
   

 
 

Figure 27: Schematic representation of the required steps leading to improved global 
meteorological service provision.  

 
Once a clear roadmap, action plan and strategy have been developed, the 
funding for the investments should be resolved. Throughout this thesis, 
funding mechanisms for the research and development of meteorological 
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calls, directed funding by an executive agency to resolve a specific issue, 
co-funding for a common project, investments proposed by the 
meteorological service providers and paid by the end users via charges or 
tailored projects for commercial customers. The funding originates either 
from the taxpayers via national governments or from passengers via en-
route and terminal charges, where the latter is the preferred option to 
ensure the developments are accountable, transparent and driven by user 
needs. Meteorological service providers designate a widely varying share 
of meteorological infrastructure (observation, numerical weather 
prediction and remote sensing) costs to aviation due to the lack of explicit 
guidance and oversight and thus meteorological service costs are not 
comparable from one country to another. This should also be addressed 
and global guidelines given to the community in order to facilitate an equal 
operational environment for meteorological service providers.  

The countries that do not recover the costs of meteorological 
services to airspace users risk the meteorological service becoming 
outdated and affecting negatively to the development of safety objectives. 
The WMO has carried out a global survey of cost recovery and 
meteorological service provision showing that there remains a large 
number of countries where cost recovery is not implemented. A 
transparent business plan with investments and clear Key Performance 
Indicators (KPIs) agreed mutually with regulators and end users enables a 
long-term and sustainable development of meteorological services. A clear 
regulation should be established on the allocation of meteorological 
infrastructure cost, role of public funding versus airspace users and 
between en-route and terminal costs to aviation. At the same time, funding 
for the World Area Forecast Centers (WAFC), Volcanic Ash Advisory 
Centers (VAAC), Tropical Cyclone Advisory Centers (TCAC) and Space 
Weather Prediction Centers should be revised. SWIM-services should also 
be extended to be cost recovered via a globally uniform mechanism.  

This thesis has established the fact that the research and 
development of meteorological services to aviation is not evenly 
distributed, operating under a global strategy or adequately funded. A key 
element in the successful contribution towards improving the safety 
objectives is to ensure that funding is available also to smaller service 
providers in a globally balanced way. For this purpose, a global 
meteorological service for aviation development fund needs to be set up 
under the joint mandate of WMO and ICAO with revenue collected from 
airspace charges and landing fees. This fund would award projects in 
specific thematic areas on topics aligned with a global strategy agreed with 
the end users. All project outcomes would be published as open data and 
all software as open source within the aviation community. Projects should 
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address gaps at local, regional and global level and should promote cross-
border cooperation and sharing of resources.  

The monitoring of performance needs to be streamlined and user 
focused at a regional level. This could be achieved by holding annual 
stakeholder review meetings where regional total meteorological service 
costs are presented and discussed and user feedback received on the most 
important investments at a regional level. A bi-annual global stakeholder 
workshop between ICAO, WMO, IATA and CANSO with regional 
representation should complement the regional level to provide a global 
consensus on the meteorological service cost and future investments into 
research and development. Transparency into planned and ongoing 
development activities with open access publishing standards of research 
results of meteorological applications will speed up development 
significantly. When considering the global, regional and local level 
mechanisms for funding research and development actions, open sharing 
of research results should be a key priority. Publication of developed 
algorithms, post-processing methods, software and research findings as 
open source will benefit all of the involved parties and therefore should 
become the norm.  

Some meteorological service providers struggle with fulfilling the 
mandate of providing Meteorological Watch Office (MWO) services such 
as SIGMETs. This may be due to conflict, natural disaster, critical lack of 
resources or some other reason. In such cases, as has been proposed during 
the conjoint ICAO-WMO MET Divisional Meeting in 2014, another MWO 
in the region could (and should) fill in the gap and provide the critical 
safety function on behalf of the underperforming MWO. Such Regional 
Hazardous Weather Advisory Centers (RHWAC) would issue SIGMETs 
on behalf of other MWOs and provide the critical service that airspace 
users have paid for. The RHWAC concept can also be extended on a 
voluntary basis between willing service providers to improve cost 
efficiency, harmonise service provision across Flight Information Region 
(FIR) boundaries and provide backup for service interruptions.  

 

8 CONCLUDING REMARKS 
This work presents a comprehensive overview of the impacts of weather on 
air transport, where the science is progressing and who the actors are. 
Some proposals for the future are also provided to spark ideas among the 
readers. The subject is complex, international, political and scientific. 
Meteorological services should be developed from a safety perspective 
drawing from the advances in technology and science in close collaboration 
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between all of the global players. Information must be shared and 
innovations fostered between the scientists and developers. The ideas 
presented in Chapter 7 provide seeds for those involved in cultivating 
meteorological information to air transport. 

The role of the meteorological service providers is heavily focussed 
on operational forecasting with only a small fraction of the total amount 
going to research and development activities. There is a clear need for a 
global aeronautical meteorological development agenda and improved 
interaction with the major research funding agencies. Current interaction 
between researchers working on aeronautical meteorological research and 
development activities is limited to meteorological societies’ meetings such 
as the American Meteorological Society Aviation, Range, and Airspace 
Meteorology conference (ARAM) held biannually and the European 
Meteorological Society conference on applied meteorology (ECAM) also 
held biannually without a specific conference. A global scientific event such 
as the WMO Aeronautical Meteorology Scientific Conference held from 6 
to 10 November 2017 in Toulouse, France for the second time ever since 
1968 is strongly endorsed to be continued regularly.  

Aeronautical meteorological research is a field too small for 
duplicating effort to continue to make gains in forecast skill and improve 
air transport safety and efficiency. Collaboration, cooperation, data 
sharing and joint research activities should be fostered to pool the best 
talent to work on the challenges remaining in ceiling and visibility, 
turbulence, icing, high wind and convection, properly integrating the 
information into decision support systems leading to better operations.
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APPENDIX 1 
National Meteorological and Hydrological Institutes of the world with an 
indication of activities in aeronautical meteorological research. 
Information collected from the WMO Country Profile Database (CPDB) 
available at: https://www.wmo.int/cpdb/. Y = Yes, U = Unknown & N = No.  

Country NMHS 

Rese
arch 
(Y/U/
N) 

Aeronauti
cal 
Research 
(Y/U/N) 

Aviation 
MET 
Service 
provider 
(Y/N) 

Afghanistan Afghanistan Meteorological 
Authority (AMA) 

U N Y 

Albania The Hydrometeorological 
Institute 

Y N Y 

Algeria Office National de la Meteorologie Y U Y 

Angola Instituto Nacional de 
Hidrometeorología e Geofísica 

U N N 

Antigua and 
Barbuda 

Antigua and Barbuda 
Meteorological Services (ABMS) 

U N Y 

Argentina Servicio Meteorológico Nacional Y U Y 

Czech Republic Czech Hydrometeorological 
Institute 

Y U Y 

Côte d'Ivoire SODEXAM (Societe 
d'Exploitation et de 
Developpement Aeroportuaire, 
Aeronautique et Meteorologique) 

U U Y 

Democratic 
People's Republic 
of Korea 

State Hydrometeorological 
Administration(SHMA) 

U U Y 

Democratic 
Republic of the 
Congo 

Agence Nationale de Meteorologie 
et de Teledetection par Satellite 
"METTELSAT" 

N N Y 

Denmark Danish Meteorological Institute Y Y Y 

Djibouti Service de la Météorologie N N N 

Dominica Dominica Meteorological Services U N N 

Dominican 
Republic 

Oficina Nacional de Meteorologiá U N N 

Ecuador Instituto Nacional de 
Meteorología e Hidrología - 
INAMHI (INAMHI) 

Y U Y 

Egypt The Egyptian Meteorological 
Authority 

U U Y 

El Salvador Gerencia de Meteorología. 
Management of Meteorology 
(MARN) 

U N N 

Eritrea Civil Aviation Authority N N Y 

Estonia Estonian Environment Agency 
(ESTEA) 

Y N Y 



 

II 
  

Ethiopia National Meteorological Agency 
(NMA) 

U N Y 

Fiji Fiji Meteorological Service N N Y 

Finland Finnish Meteorological Institute Y Y Y 

France Météo-France Y Y Y 

French Polynesia Direction Interrégionale pour la 
Polynésie francaise Meteo-France  

Y Y Y 

Gabon Direction Generale de la 
Meteorologie 

N N Y 

Gambia Department of Water Resources U N Y 

Georgia Department of Hydrometeorology U N N 

Germany Deutscher Wetterdienst Y Y Y 

Ghana Ghana Meteorological Agency U N Y 

Greece Hellenic National Meteorological 
Service 

Y U Y 

Guatemala Instituto Nacional de Sismología, 
Vulcanología, Meteorología e 
Hidrología (INSIVUMEH) 

U N Y 

Guinea Direction Nationale de la 
Météorologie Nationale 
Directorate of Meteorology 

U N Y 

Guinea-Bissau Instituto Nacional de 
Meteorologia da Guiné-Bissau 
National Institute of Meteorology 
of Guinea-Bissau 

U N Y 

Guyana Hydrometeorological Service U N Y 

Haiti Centre national de météorologie U N N 

Honduras Servicio Meteorológico Nacional 
de Honduras. National Weather 
Service of Honduras 

U N Y 

Hong Kong Hong Kong Observatory (HKO) Y Y Y 

Hungary Hungarian Meteorological Service 
(OMSZ) 

Y U Y 

Iceland Icelandic Meteorological Office Y Y Y 

India India Meteorological Department Y U Y 

Indonesia Meteorological and Geophysical 
Agency 

Y U Y 

Iran Islamic Repulic of Iran 
Meteorogical Organization 
(IRIMO) 

Y U Y 

Iraq Iraqi Meteorological Organization 
and Seismology 

U N Y 

Ireland The Irish Meteorological Service Y U Y 

Israel Israel Meteorological Service U U Y 

Italy Servizio Meteorologico Y Y Y 

Jamaica Meteorological Service Division N N Y 

Japan Japan Meteorological Agency Y Y Y 



 

III 
 

Jordan Jordan Meteorological 
Department 

U N Y 

Kazakhstan Ministry of environment and 
wRepublican State Enterprise 
"Kazhydromet" 

U N N 

Kenya Kenya Meteorological 
Department 

Y U Y 

Kiribati Kiribati Meteorological Service N N Y 

Kuwait Meteorological Department U N Y 

Kyrgyzstan Agency on hydrometeorology 
under Ministry of emergency 
situations of the Kyrgyz Republic 

U N Y 

Lao Department of Meteorology and 
Hydrology (DMH), Lao PDR 

U N Y 

Latvia Latvian Environment, Geology 
and Meteorology Agency 

Y N Y 

Lebanon Service Météorologique U N N 

Lesotho Lesotho Meteorological Services U N Y 

Liberia Liberia Meteorological Service U N Y 

Libya National Meteorological Centre U N Y 

Lithuania Lithuanian Hydrometeorological 
Service (LHMS) 

U N Y 

Luxembourg Administration de l'Aéroport de 
Luxembourg 

N N Y 

Madagascar Direction Générale de la 
Météorologie 

U N N 

Malawi Department of Climate Change 
and Meteorological Services 

N N Y 

Malaysia Malaysian Meteorological 
Department 

U U Y 

Maldives Maldives Meteorological Service N N Y 

Mali Agence Nationale de la 
Meteorologie (MALI-METEO) 

U N Y 

Malta Meteorological Office U U Y 

Mauritania Office National de la 
Météorologie  

Y N Y 

Mauritius Mauritius Meteorological Services U N Y 

Mexico Coordinación General del Servicio 
Meteorológico Nacional 

Y N N 

Micronesia, 
Federated States 
of 

FSM Weather Station N N Y 

Monaco Mission Permanente de la 
Principauté de Monaco 

N N N 

Mongolia National Agency for Meteorology 
and Environment Monitoring of 
Mongolia 

Y N Y 

Montenegro Hydrometeorological Institute of 
Montenegro 

U N N 

Morocco Direction de la Météorologie 
Nationale 

Y U Y 



 

IV 
  

Mozambique Instituto Nacional de 
Meteorologia 

U U Y 

Myanmar Department of Meteorology and 
Hydrology 

U N Y 

Namibia Namibia Meteorological Service U N Y 

Nepal Department of Hydrology and 
meteorology 

N N Y 

Netherlands Royal Netherlands Meteorological 
Institute (KNMI) 

Y Y Y 

New Caledonia Météo-France Direction 
Interégionale en Nouvelle-
Calédonie, Wallis et Futuna 

Y Y Y 

New Zealand New Zealand National 
Meteorological Service 

N Y Y 

Nicaragua Instituto Nicaraguense de 
Estudios Territoriales  

U N Y 

Niger Direction de la Meteorologie 
nationale 

U N Y 

Nigeria Nigerian Meteorological Agency U U Y 

Niue Niue Meteorological Service N N Y 

Norway Norwegian Meteorological 
Institute 

Y Y Y 

Oman Director General of Meteorology U N Y 

Pakistan Pakistan Meteorological 
Department 

U N Y 

Panama Gerencia de Hidrometeorología U N N 

Papua New 
Guinea 

Papua New Guinea 
Meteorological Service 

U N Y 

Paraguay Dirección de Meteorología e 
Hidrología (DMH) 

U N Y 

Peru Servicio Nacional de Meteorología 
e Hidrología del Perú 

Y N N 

Philippines Philippine Atmospheric 
Geophysical and Astronomical 
Services Administration 
(PAGASA) 

Y U Y 

Poland Institute of Meteorology and 
Water Management 

Y U Y 

Portugal Instituto Português do Mar e da 
Atmosfera (IPMA) 

Y U Y 

Qatar Qatar Meteorology Department U U Y 

Republic of 
Korea 

Korea Meteorological 
Administration 

Y Y Y 

Republic of 
Moldova 

Serviciul Hidrometeorologic de 
Stat Moldova 

U N N 

Romania National Meteorological 
Administration 

Y N Y 

Russian 
Federation 

Russian Federal Service for 
Hydrometeorology and 
Environmental Monitoring 

Y Y Y 

Rwanda Rwanda Meteorology Agency Y N Y 

Saint Lucia Saint Lucia Meteorological 
Services (SLMS) 

U N Y 



 

V 
  

Samoa Samoa Meteorology Division N N Y 

Sao Tome and 
Principe 

Instituto Nacional de 
Meteorologia 

N N Y 

Saudi Arabia The General Authority of 
Meteorology and Environmenal 
Protection 

U N N 

Senegal Direction de la Meteorologie, 
Meteorological Branch (ANACIM) 

Y U Y 

Serbia Republic Hydrometeorological 
Service of Serbia 

Y U Y 

Seychelles Service Meteorologiques 
Nationale des Seychelles 
(National Meteorological Services 
of Seychelles) 

N N Y 

Sierra Leone Sierra Leone Meteorological 
Department 

U N Y 

Singapore Meteorological Service Singapore 
(MSS) 

Y Y Y 

Slovakia Slovak Hydrometeorological 
Institute (SHMU) 

Y U Y 

Slovenia Slovenian Environment Agency 
(ARSO) 

Y U Y 

Solomon Islands Solomon Islands Meteorological 
Service 

N N Y 

Somalia Permanent Mission of Somalia U N N 

South Africa South African Weather Service Y U Y 

Spain Agencia Estatal de Meteorología 
(AEMET) 

Y Y Y 

Sri Lanka Department of Meteorology U N Y 

Sudan Sudan Meteorological Authority U N N 

Suriname Meteorological Service U N N 

Swaziland National Meteorological Service U N Y 

Sweden Swedish Meteorological and 
Hydrological Institute 

Y Y Y 

Switzerland MeteoSwiss Y Y Y 

Syrian Arab 
Republic 

Ministry of Defence 
Meteorological Department 

N N N 

Tajikistan State Administration for 
Hydrometeorlogy of the Republic 
of Tajikistan 

Y N Y 

Thailand Thai Meteorological Department Y U Y 

The former 
Yugoslav 
Republic of 
Macedonia 

Hydrometeorological Service 
(NHMS) 

U N N 

Timor-Leste Dirrecão Nacional Meteorologia e 
Geofisica 

U N N 

Togo Direction Generale de la 
Meteorologie 

U N Y 

Tonga Tonga Meteorological Service N N Y 



 

VI 
  

Trinidad and 
Tobago 

Trinidad and Tobago 
Meteorological Service 

N N Y 

Tunisia Institut National de la 
Meteorologie 

Y N Y 

Turkey Turkish State Meteorological 
Service 

Y U Y 

Turkmenistan Administration of 
Hydrometeorology 

U N N 

Uganda Uganda National Meteorological 
Authority 

U N Y 

Ukraine Ukrainian Hydrometeorological 
Center 

U U Y 

United Arab 
Emirates 

The National Center of 
Meteorology and Seismology 
(NCMS) 

U U Y 

United Kingdom 
of Great Britain 
and Northern 
Ireland 

Met Office Y Y Y 

United Republic 
of Tanzania 

Tanzania Meteorological Agency Y U Y 

United States of 
America 

National Oceanic and 
Atmospheric Administration 
(NOAA) 

Y Y Y 

Uruguay Instituto Uruguayo de 
Meteorologia (INUMET) 

U N Y 

Uzbekistan Centre of Hydrometeorological 
Service of the Republic of 
Uzbekistan (Uzhydromet) 

Y N Y 

Vanuatu Vanuatu Meteorological Services N N Y 

Venezuela Instituto Nacional de 
Meteorologia e Hidrologia de la 
Republica Bolivariana de 
Venezuela (INAMEH) 

U N N 

Viet Nam National Hydro-Meteorological 
Service of Viet Nam 

Y N N 

Yemen Civil Aviation & Met Authority - 
Yemen meteorological Service 

Y N Y 

Zambia Zambia Meteorological 
Department (ZMD) 

U N Y 

Zimbabwe Meteorological Services 
Department 

U N Y 
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