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Abstract

Ice shelves and ice caps constitute a great proportion of the glacial ice mass that covers 10% of the global land surface and is vulnerable to climate change. Large scale ice flow models are widely used to investigate the mechanisms behind the observed physical processes and predict their future stability and variability under climate change.

This thesis aims at providing general remarks on the application of ice flow models in studying glaciological problems through investigating the evolution of an Antarctic ice shelf under climate change and the mechanisms of fast ice flowing events (surges) in an Arctic ice cap. In addition discussions of the equivalence of two significantly different expressions for the rate factor in Glen’s flow are also provided.

Off-line coupling between the Lambert Glacier-Amery Ice Shelf (LG-AIS) drainage system, East Antarctica, and the climate system by employing a hierarchy of models from general circulation models, through high resolution regional atmospheric and oceanic models, to a vertically integrated ice flow model has been carried out. The adaptive mesh refinement technique is specifically implemented for resolving the problem concerning grounding line migration. Sensitivity tests investigating the importance of various parameters and boundary conditions are carried out in ice flow models with different approximations for Austfonna Ice-cap, Svalbard to investigate the surge event in one of its basins, Basin 3. Inverse modelling of basal friction coefficient is specifically implemented. A continuum to discrete multi-model approach is implemented for simulations of Basin 3.

LG-AIS drainage system will be rather stable in the face of future warming over 21st and 22nd centuries. Although the ice shelf thins in most of the simulations there is little grounding line retreat. The change of ice thickness and velocity in the ice shelf is mainly influenced by the basal melt distribution. And the Lambert, Fisher and Mellor glaciers are most sensitive to thinning of the ice shelf south of Clemence Massif. The sea level rise contribution of LG-AIS is modest as the increased accumulation computed by the atmosphere models outweighs ice stream acceleration.

Using a temporally fixed basal friction field obtained through inverse modelling is insufficient to simulate the future changes of the fast flowing surging glacier in Basin 3. And the evolution of basal friction patterns, and in turn basal processes are among the most important factors during the surge in Basin 3. A system of processes and feedbacks involving till deformation and basal hydrology is more
likely to explain both the seasonal accelerations and the ongoing inter-annual speed-up more than a hard-bed mechanism.

The continuum to discrete multi-model approach provides the possible locations of the crevasses that can potentially cut through the full length of the ice and deliver surface melt water down to the bed. The calculated basal water flow paths according to hydraulic potential indicate that the summer speed up events and the initiation of the acceleration in the southern part of the basin can be explained by either a direct enhancement to the ice flow through basal lubrication or a lagged-in-time mechanism through the outflow of accumulated water in the over-deepening area.
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### Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALOS</td>
<td>Advanced Land Observing Satellite</td>
</tr>
<tr>
<td>ASAR</td>
<td>Advanced Synthetic Aperture Radar</td>
</tr>
<tr>
<td>a.s.l</td>
<td>above sea level</td>
</tr>
<tr>
<td>AWS</td>
<td>Automatic Weather Stations</td>
</tr>
<tr>
<td>CSA</td>
<td>Canadian Space Agency</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>DLR</td>
<td>German Aerospace Center</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>European Center/Hamburg model 5</td>
</tr>
<tr>
<td>ECMWF</td>
<td>European Centre for Medium-Range Weather Forecasts</td>
</tr>
<tr>
<td>ERA</td>
<td>European Reanalysis</td>
</tr>
<tr>
<td>ERS</td>
<td>Earth Remote-Sensing Satellite</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>FESOM</td>
<td>Finite Element Sea Ice Ocean Model</td>
</tr>
<tr>
<td>GCM</td>
<td>General Circulation Model</td>
</tr>
<tr>
<td>GPR</td>
<td>Ground-Penetrating Radar</td>
</tr>
<tr>
<td>HadCM3</td>
<td>Hadley Center coupled model 3</td>
</tr>
<tr>
<td>IDW</td>
<td>Inverse Distance Weighting</td>
</tr>
<tr>
<td>InSAR</td>
<td>Interferometric Synthetic-Aperture Radar</td>
</tr>
<tr>
<td>IPCC AR5</td>
<td>Intergovernmental Panel on Climate Change 5th assessment report</td>
</tr>
<tr>
<td>LG-AIS</td>
<td>Lambert Glacier-Amery Ice Shelf</td>
</tr>
<tr>
<td>LMDZ4</td>
<td>Laboratoire de Météorologie Dynamique Zoom 4</td>
</tr>
<tr>
<td>Micro-DICE</td>
<td>Micro-Dynamics of Ice</td>
</tr>
<tr>
<td>NCoE SVALI</td>
<td>Nordic Centre of Excellence project ‘Stability and Variation of Arctic Land Ice’</td>
</tr>
<tr>
<td>NPI</td>
<td>Norwegian Polar Institute</td>
</tr>
<tr>
<td>PALSAR</td>
<td>Phased Array type L-band Synthetic Aperture Radar</td>
</tr>
<tr>
<td>RACMO</td>
<td>Regional Atmospheric Climate Model</td>
</tr>
<tr>
<td>RCM</td>
<td>Regional Climate Model</td>
</tr>
<tr>
<td>RES</td>
<td>Radio Echo Sounding</td>
</tr>
<tr>
<td>SLE</td>
<td>Sea Level Equivalent</td>
</tr>
<tr>
<td>SMB</td>
<td>Surface Mass Balance</td>
</tr>
<tr>
<td>TSX</td>
<td>TerraSAR-X</td>
</tr>
</tbody>
</table>
Part I
Overview
1. Introduction

1.1. Motivation
Covering 10% of the global land surface, glacial ice including glaciers, ice caps and ice sheets is the largest reservoir of fresh water on Earth (Vaughan et al., 2013). Glacial ice mass not only modifies local and global climate by altering the energy balance of the lower atmosphere and large scale air circulation (e.g. Broccoli and Manabe, 1987; van den Broeke, 1997; Clark, 1999), but also is one of the most sensitive indicators of climate change and one of the main contributors to sea level change.

According to the Intergovernmental Panel on Climate Change 5th assessment report (IPCC AR5; Church et al., 2013; Vaughan et al., 2013), almost all glaciers (i.e., land ice masses excluding the Antarctic and Greenland Ice Sheets) have been shrinking and contribute 0.71 (0.64 to 0.79) mm a\(^{-1}\) to sea level rise. The Greenland and Antarctic Ice Sheets have also been losing ice during the last two decades and contributed 0.33 (0.25 to 0.41) mm a\(^{-1}\) and 0.27 (0.16 to 0.38) mm a\(^{-1}\) respectively to sea level rise between 1993-2010.

The large uncertainty in future projections of sea level contribution due to ice dynamic response to climate change is highlighted in IPCC AR5. The main mechanisms by which climate change can affect the dynamics of ice flow include rapid tidewater glacier retreat, iceberg calving, enhanced basal sliding by surface melt, marine and submarine melt of ice shelves as a consequence of oceanic warming and destabilization of ice shelves by surface water ponding (Church et al., 2013). In order to provide better future projection large scale ice flow models of different complexity are developed to solve these physical problems.

The loss of buttressing from the removal of ice shelves could cause acceleration of grounded outlet glaciers and increase the flux of the inland ice to the ocean (De Angelis and Skvarca, 2003; Rott et al., 2002). One of the challenges of investigating the dynamics of these outlets in the Antarctic Ice Sheet is to properly simulate the region boundary between grounded and floating ice mass, i.e. the grounding line. Also the migration of the grounding line plays an important role in the stability of inland ice masses, especially on retrograde bedrock slopes – the so-called “marine ice sheet instability” (Mercer, 1978). The feedback between the retreat of grounding line to deeper water, floatation, sub-shelf melting, calving, decreased buttressing, increased basal lubrication, ice flow acceleration and grounding line retreat inland requires ice flow models to consider all (at minimum membrane) stresses.
across the grounding line and resolve a freely moving grounding line with adequate model resolution (Gladstone et al., 2010; Pattyn et al., 2013).

Representing the fast motion of glacial ice mass is one of the primary aims of ice flow modelling. Most of the fast ice flow is due to motion at the glacial bed, which arises from either sliding over rigid bedrock or bed deformation. The activation of surging glaciers and the recently observed rapid acceleration of marine-terminating glaciers on the Greenland Ice Sheet and the Arctic islands are related to processes at the glacial bed (e.g. Dunse et al., 2015; Gladstone et al., 2014; van de Wal et al., 2008; Zwally et al., 2002). Some of the modern ice flow models assimilate observational surface velocity data to optimize a slip-coefficient distribution obtaining a local linear relationship between basal velocity and driving stress (e.g. MacAyeal, 1993). Other ice flow models use more complex basal velocity - driving stress relations that incorporate basal temperature, effective pressure, till properties etc. (e.g. Hindmarsh, 1997; Iverson et al., 1998; Kamb, 1970, 1991; Lliboutry, 1987). Great effort has also been made to couple ice flow models with basal hydrology models that are capable of simulating sediment property change, basal water pressure evolution and the interaction between them (van de Wel et al., 2013; Werder et al., 2013).

Last but not the least, process based projections of large scale land ice are still hampered by the coupling between ice flow and the climate system. Fully coupled climate and ice dynamic simulations tend to be computationally expensive. Alternative methods, such as using downscaled surface mass balance (SMB, Schäfer et al., 2015) or sub-shelf melt rate from climate or ocean model as input at the upper or lower boundary to the ice flow model (Helsen et al., 2012; Sun et al., 2016), have also been developed. When linking climatic signal to abrupt changes of ice dynamics, certain indirect processes such as surface melt routing to the bed should also be taken into account, (Dunse et al., 2015; Zwally et al., 2002).

1.2. Objectives
The present study demonstrates the implementation of ice flow models for future projections of Lambert Glacier-Amery Ice Shelf drainage system, Eastern Antarctica and ice dynamic simulations of a surging glacier in Basin 3, Austfonna Ice-cap. Paper I is a continuation of the author’s Master of Research degree project. Paper II and III contribute to the Nordic Centre of Excellence project ‘Stability and Variation of Arctic Land Ice’ (NCoE SVALI). Paper III also contributes to the European Science Foundation research networking Programme on the Micro-Dynamics of Ice (Micro-DICE). The author is also partly founded by the Väisälä Foundation.
This thesis aims at providing the following general remarks on the application of ice flow models in studying the evolution of glacial ice mass under climate change:

• Off-line coupling the glacier system with the climate system by employing a hierarchy of models from global climate models, through high resolution regional atmospheric and oceanic models, to an ice flow model (Paper I);
• Employing adaptive mesh refinement (Paper I);
• Employing inverse modelling (Paper I, II, III and IV);
• Conducting sensitivity tests with ice flow models (Paper I and III);
• A continuum to discrete multi-model approach (Paper IV).

Specifically, the stability and sea level contribution of Lambert Glacier-Amery Ice Shelf drainage system under climate change over 21st and 22nd centuries and the role of certain topographic features in ice dynamic changes are investigated in Paper I. The dominating factors and potential mechanisms of the surge in Basin 3, Austfonna Ice-cap are studied in Paper II, III and IV. The correspondence discusses the interchangeability of the two expressions of the rate factor in Glen’s flow law.

1.3. Structure of the thesis
This thesis is divided into two parts. Part I, of which this introduction constitutes the first chapter, provides an overview of author’s studies and a summary of main results and conclusions from the publications. Chapter 2 provides background knowledge about glacier motion and dynamics. Chapter 3 gives an overview of the numerical models. Chapter 4 introduces the study sites LG-AIS drainage system, East Antarctica and Basin 3, Austfonna Ice-cap and the input data for model set-up. Chapter 5 summaries the main results and key findings from the four papers. Chapter 6 closes Part I with conclusions and suggestions for future work.

Part II comprises of four papers and one correspondence listed in the section ‘List of publications’.

2. Glacier Motion and Dynamics
This chapter provides an overview of the theoretical basis related to glacier motion and dynamics, upon which the ice dynamic studies of the thesis are built, mainly following the books Cuffey and Paterson (2010) and Benn and Evans (2013) as well as other reference literature cited in the texts.
2.1. Glacier Flow

Glacier flow reflects the response of a glacier to the climate system and is the fundamental process that an ice flow model aims to simulate. Ice mass is transported by glacier flow from high elevation accumulation areas or continental interiors to areas where ice is lost by melting and calving. Ice discharge through any cross-section on a glacier that is in steady state equals the rate of net mass gain upstream. And the departure from steady state (glacier advance or recession) is due to changes in rates of accumulation/ablation, basal sliding or deformational flow due to temperature boundary condition. Glacier flow is driven by gradients in the force exerted by the ice (the driving stress) and resisted by the drag at the glacier boundaries and ice viscosity.

Glaciers can flow by internal deformation and basal motion. In the case of a frozen bedrock, the internal deformation in association with both the vertical and horizontal gradients of the ice flow completely control the flow velocity profile (Fig. 2.1). Internal deformation can generate rapid motion, for instance the upper location along Jakobshavn, where rapid shearing results from large stresses, thick

![Figure 2.1 Schematic diagram showing the velocity profile (U) from the contribution of (a) Ice deformation only (white); (b) Ice deformation (white) and basal sliding (blue); and (c) Ice deformation (white), basal sliding (blue) and deformation of subglacial sediments (purple). The vertical scale in the sediment bed is exaggerated relative to the ice thickness (Figure is modified from Boulton, 1996).](image)
ice and warm ice at depth (p. 293; Cuffey and Paterson, 2010). In most cases of fast flowing ice masses, such as glacial surges, ice streams etc., the contribution of internal deformation to surface ice flow velocity is exceeded by basal motion.

**Deformation of Ice**

The deformation of ice under stress consists of ice creep and fracture. The former is the permanent process of glacier motion. The latter plays an important role in processes such as iceberg calving and crevasse formation.

Flow laws that describe the relationship between long-term, steady creep of ice and applied stress have been developed based on numerous laboratory experiments and observations of glacier flow. The most widely used relationship is Glen’s flow law (Glen, 1955), which represents the behaviour of ice at secondary creep. Glen’s flow law was firstly adapted to glaciers by Nye (1957). The simplest form, describing the relationship between a dominant shear stress $\tau$ and the shear strain rate $\dot{\epsilon}$, follows a power law:

$$\dot{\epsilon} = A\tau^n,$$  \hspace{1cm} (2.1)

where $n$ is the flow law exponent and $A$ is the rate factor which is affected by temperature, hydrostatic pressure as well as the water content, density, grainsize, impurities and preferred-orientation of ice crystals organized in grains (the fabric of the ice). The dependency of $A$ on pressure and temperature is discussed in the Correspondence included in this thesis. Based on numerous in-situ measurements a value of $n=3$ is often adopted for glaciological study, which is used for all the simulations in this thesis, suggesting that ice is a strongly non-linear shear thinning material.

Ice fracturing (crevasse opening) happens due to brittle failure when yield stress of ice is exceeded. To model crevasse opening in a continuum model leads to simplification of the effect of the fracturing to certain parameterization such as the depth of the penetration (Cook et al., 2014; Nick et al., 2010, 2013), bulk ‘damage’ (Borstad et al., 2012), or ice softness (Vieli et al., 2006). On the other hand the discrete element model used in paper IV simulate crevasse formation as microscopic scale discrete process based on first principal fracture physics.

**Basal Motion**

Glacial basal motion consists of ice sliding over the bed and the deformation of the bed itself. The mechanisms describing ice that slide on rigid beds and deformable beds are referred as hard-bed and soft bed mechanism, respectively. In the latter case, the deformation of a thin layer of the substrates is activated by the sliding of the ice at the ice-substrate interface. In glaciological studies, sliding relations
that describe the relationship between basal velocity, shear stress, basal properties such as water pressure and volume, bed topography and sediment properties are developed based on those mechanisms to analyse glacier flow.

The earliest mechanisms for hard-bed sliding introduced by Weertman (1957) assume that ice is at its pressure melting point and moves past bumps in the bedrock. Weertman’s theory of sliding is based on the mechanism of regelation, in which the meltwater produced on the upstream side of the bumps due to pressure contrast flows around the bump and refreeze on the downstream side of the bumps, and enhanced creep, in which increased deformation of ice due to the interaction between ice and bumps allows the ice to move over and around the bump.

Further development of the hard-bed mechanism introduces the role of water-filled and linked cavities emphasizing the importance of water pressure in sliding. Cavities, i.e. ice-bedrock separation, form and enlarge in the lee of the bumps when water pressure at the bed exceeds the minimum value of the compressive normal pressure exerted by the ice on the bed. Sliding rate gets increased because that stresses concentrate on the remaining areas of contact and that basal drag decreased as water pressure increases (e.g. Gagliardini et al., 2007).

Soft-bed sliding fundamentally differs from hard-bed sliding. It requires the presence of at least a thin layer of substrate at the ice-bed interface and involves the sliding of ice along the top of the substrate and the deformation of the substrate at depth. Thus the resistance of the movement of ice at the bed is limited by the strength of the substrates.

Apparently the presence of water at the bed is a key factor in both hard-bed and soft-bed sliding mechanisms. In hard-bed sliding, increased water pressure at the bed due to supplies from geothermal and frictional heating as well as surface meltwater reaching the bedrock decreases effective pressure (i.e., the ice-overburden reduced by the water pressure). It also enlarges cavities thereby reducing the contact area between ice-sheet and substrate. This feedback can result in reduced basal friction and increase in sliding rate. In soft-bed sliding, the feedbacks between water pressure and till deformation can be either positive or negative due to the processes taken place at the ice-till interface such as efficient drainage, frictional heating, dilation and compression. Such feedbacks can be used to explain phenomena of fast ice flow evolution, e.g. glacier surge, which are discussed in paper II and IV.

2.2. Ice Shelves

The first publication included in the thesis examines the dynamics of Amery Ice Shelf in East Antarctica. An ice shelf is the floating portion of an ice sheet, or occasionally a valley glacier. Ice
shelves spread under their own weight. The net outward-directed deviatoric stress arising from gravitational and buoyant forces at the ice front is accommodated by outward creep of the ice. A hypothetical free-floating, unconfined ice shelf does not exert upglacier-directed force as it has no resistance at the lateral margins or at the bedrock. However, most of the ice shelves are grounded at the sides by lateral margins of fjord or islands (confined ice shelves), of which the driving force is balanced by basal friction at the transition area between grounded and floating ice mass and the more dominant lateral friction at the sides. Thus ice flow velocity at the centreline should increase strongly with the width of the shelf (Sanderson, 1979). This applies to the case of the Amery Ice Shelf, Antarctic (Budd et al., 1982).

In the case of confined ice shelves, the back force (per unit width across-shelf), $F_B$, exerted by the ice shelf and transmitted upstream to the grounded ice consists of side drag from the lateral walls (buttressing), $\tau_w$, and basal drag, $\tau_b$, on grounded regions of the otherwise floating ice shelf and can be expressed as:

$$F_B = \int_{x=0}^{x_m} (\tau_w + \tau_b) dx = \int_{x=0}^{x_m} \left( \int_{B}^{S} \frac{\partial \tau_{xy}}{\partial y} dz + \tau_b \right) dx,$$

(2.2)

of which the axes and variables can be found in Fig. 2.2. The horizontal shear stress, $\tau_{xy}$, ranges from 50 to 150 kPa; the integration is between the bottom, $B$, and surface, $S$, of the ice shelf; $x_m$ is the horizontal distance of the front margin of the ice shelf from the grounding line at $x=0$ and $x$-axis follows a flow line along the length of the ice shelf.
The variation of back force \( (F_b) \) due to the migration of the grounding zone affects the stability of the grounded ice sheets. The grounding zone (also called as grounding line in many literatures) is the boundary between grounded and floating ice mass, i.e. the region over which tidal lifting and dropping
or bedrock irregularities cause partial grounding. The migration of the grounding line may either be an advance in the case of positive mass balance, or more typically under climate warming, retreat. Retreating grounding lines are usually caused by the thinning or removal of the ice shelves as warming oceans thin them via increased sub-shelf melting (Liu et al., 2015). The thinning and disintegration of ice shelves observed in Antarctic Ice Sheet has been related to both atmospheric and oceanic warming (Liu et al., 2015), which has been investigated for Amery Ice Shelf in this thesis. The feedback involved in the mechanism is shown in Fig. 2.3.

Moreover, for feeding glaciers of the ice shelves partly resting on retro-slope bedrock that are below sea level, such as the Lambert Glacier, the retreat of the grounding line, due to atmospheric and oceanic warming, would result in thicker ice grounded in deeper water. This can cause increased flux-gate that would subject the grounded ice sheet to a positive feedback loop that involves floatation, basal melting, increased iceberg production, and further retreat and cause trigger acceleration and thinning of the inland ice sheet (Marine Ice Sheet Instability; Schoof, 2007).

2.3. Glacier Surges
The surging behaviour of the outlet glacier in Basin 3, Austfonna is investigated in Paper II to IV. Surging glaciers are glaciers switching between a long period of slow flowing phase (quiescent phase) and a relatively short period of fast flowing phase (active phase) quasi-periodically. The surge of temperate glaciers are characterized by abrupt acceleration within a few months and sudden termination of the active phase (e.g. Dolgushin et al., 1963; Eisen et al., 2005). Temperate glaciers with partially frozen bed, however, have more gradual build-up period and longer active phase which lasts over decades (Fowler et al., 2001; Frappé and Clark, 2007). Polythermal tidewater glaciers in Svalbard tend to have a relatively long quiescent phase (50-500 years) and a long active phase for over decades (Strozzi et al., 2002). In contrast with the abrupt speed-up in flow velocity of temperate glaciers in Alaska the surge of these glaciers start steadily from the flat lower tongue of the glaciers followed by multi-year acceleration (Luckman et al., 2002; Murray et al., 2003). Then the deceleration happens gradually over years (Murray et al., 2003).

The surge of the polythermal glacier in Basin 3, Austfonna Ice-cap, Svalbard exhibited both long-term steady acceleration and abrupt seasonal summer speed-up events, which is exceptional from other Svalbardic surging glaciers (Dunse et al., 2015; Schellenberger et al., 2017, in review)
In quiescent phase surging glaciers accumulate mass in their reservoir area and build up gravitational driving force through thickening and steepening. The triggering factors of the activation of the surge active phase are often believed to be internal (Meier and Post, 1969; Sharp, 1988). However external factors such as atmospheric warming also play a role by interacting with internal processes via changes in surface mass balance or basal conditions (e.g. Dunse et al., 2015; Gladstone et al., 2014; Meier and Post, 1969).

Hard-bed hydrological switch mechanisms have been discovered for temperate surging glaciers. In general they suggest that the acceleration and deceleration of the ice flow are linked to the change of basal effective pressure caused by the switching of the basal drainage system between an ineffective distributed system developed in winter and an effective conduit system developed in summer (Eisen et al., 2005; Kamb et al., 1985).

Given the fact that most of the temperate surging glaciers lie on deformable bed, existing mechanisms of surge activation also address the importance of the deformation of sub-glacial sediment and the evolution of the sub-glacial hydrology system. Those mechanisms suggest that the initiation of the active phase is due to the deformation of the sediment patches. They get enlarged and connected during the quiescent phase due to the build-up of glacier mass and an initial increase of basal water pressure (p. 533, Cuffey and Paterson, 2010). Then the deformation of the sediment disrupts the effective drainage of the conduit system. This disruption then triggers a feedback involves increased water pressure, reduced sediment strength, enlargement of the slippery deformable patches and other factors (Fig. 2.4).

The same mechanism can be adopted for polythermal glaciers with additional constraints. The slow initiation and termination of the active phase of a slow surge might be related to the lack of water input from en-glacial drainage system at the beginning of the surge and a slowly developing sub-glacial drainage system because of the partially frozen bed. For a completely frozen bed the limiting factor is the evolution of the thermal regime that determines the warming up and refreezing of the bed. Obviously, water supply from the supra- and en-glacial drainage system to the sub-glacial drainage system is crucial for both the initiation and evolution of the surge active phase.

A detailed discussion of the feedback involving melt water input, bed deformation, thermal regime evolution and speed-up of the ice flow during the surge of the polythermal glacier in Basin 3, Austfonna Ice-cap is also presented in paper II and IV.
3. Numerical Models
Two ice flow models are used in this thesis. The BISICLES Ice Dynamic model is used to carry out future projections of Lambert Glacier-Amery Ice shelf system in paper I and for sensitivity tests in paper III. The Elmer/Ice Ice Dynamic model is used to carry out simulations for the entire Austfonna Ice-cap in paper II as well as for the glacier in Basin 3, Austfonna Ice-cap in paper III and IV.

Ice flow models are widely used to better understand the behaviour of glaciers and their response to external forcing. They are based on certain fundamental laws or assumptions and are simplified to
allow for an analytical or numerical solution and treat ice as a viscous, incompressible fluid. Diagnostic or prognostic problems are solved based on the conservation laws for mass, linear momentum and internal energy. In glaciology, ice flow can be computed by solving Stokes equations, which express the conservation of linear momentum:

\[
\nabla \cdot \sigma + \rho_i g = \nabla \cdot \tau - \nabla p + \rho_i g = 0, \quad (3.1)
\]

and the mass conservation for an incompressible fluid:

\[
\nabla \cdot \mathbf{u} = \text{tr}(\mathbf{\varepsilon}) = 0, \quad (3.2)
\]

in which \(\rho_i\) is the ice density, \(g = (0,0,−g)\) the gravity vector, \(\mathbf{u} = (u,v,w)\) the ice velocity vector, \(\sigma = \tau - pI\) the Cauchy stress tensor with \(p = −\text{tr}(\sigma)/3\) the isotropic pressure, \(\tau\) the deviatoric stress tensor, \(I\) the identity matrix and \(\mathbf{\varepsilon}\) the strain-rate tensor.

Equations 3.1 and 3.2 are also called full-Stokes equations since sometimes approximation are made to neglect certain stress components depending on the simplification needed for the force balance of the ice flow.

In addition, a discrete element model, HiDEM (Helsinki Discrete Element Model), is used for solving problems that demands the mechanical description of brittle fracture, such as crevasse formation, iceberg calving, rheological weakening of ice, in which ice is described using discontinues elastic particles. A continuum to discrete multi-model approach between the Discrete Element Model, HiDEM, and Elmer/Ice is used in paper IV to investigate the potential way of linking surface melt through crevasses to basal processes in Basin 3.

An automated mesh refinement technique as a component of BISICLES is implemented in paper I to keep fine mesh resolution at the moving grounding line of Amery Ice shelf. Inverse modelling has been carried out to derive the friction coefficient from the observed surface velocities for the basal sliding relation in paper I, II, III and IV.

Descriptions of the governing equations of the ice flow models, the concept of the fracture formation of the descrete element model as well as other numerical and data assimilation techniques will be provided in the following sub-sections.

3.1. **Elmer/Ice Ice Dynamic Model**

Elmer/ice is an add-on package to the open-source, multi-physics Finite Element Model suite Elmer for computational glaciology. Some of the governing equations are presented below. More details can be found in Gagliardini et al. (2013).
The simulations with Elmer/Ice are carried out by considering a gravity-driven flow of incompressible and non-linearly viscous ice flowing over a rigid bed. And the ice flow is computed by solving the unaltered full-Stokes equations (Eq. 3.1 and 3.2).

In this thesis the simulations carried out using Elmer/Ice all assume that ice behaves as an isotropic material. In this case the constitutive relation for ice rheology can be described by Glen’s flow law (Glen, 1955):

\[ \tau = 2\mu \dot{e}, \quad (3.3) \]

where the effective viscosity \( \mu \) is defined as

\[ \mu = \frac{1}{2} (EA)^{-1/n} \dot{\varepsilon}_e^{(1-n)/n}, \quad (3.4) \]

in which \( \dot{\varepsilon}_e^2 = tr(\dot{\varepsilon}^2)/2 \) is the square of the second invariant of the strain rate tensor; \( E \) is the enhancement factor, which - due to considerations linked to anisotropy - is expected to exceed unity-value for grounded ice of polar ice sheets, whereas taking a value lower than unity if applied to floating ice shelves (Ma et al., 2010); \( A \) is the rate factor calculated via Arrhenius law:

\[ A = A_0 \exp \left(-\frac{Q + pV}{RT}\right), \quad (3.5) \]

where \( A_0 \) is the pre-exponential constant, \( Q \) is the activation energy, \( p \) is the pressure, \( V \) is the activation volume and \( R = 8.321 \text{ J mol}^{-1} \text{ K}^{-1} \) is the universal gas constant.

By dropping \( V \) and replacing the absolute temperature \( T \) by the temperature relative to pressure melting point \( T' \) the simplified rate factor can be used:

\[ A = A_0 \exp \left(-\frac{Q}{RT'}\right), \quad (3.6) \]

\[ T' = T + \beta p, \quad (3.7) \]

In the Correspondence to the Journal of Glaciology included in this thesis, we demonstrated that the consistency between Eq. 3.5 and Eq. 3.6 is given due to the fact of a small Clausius-Clapeyron constant \( \beta \).

The upper surface, \( Z_s(x, y, z) \), evolves with time through an advection equation:

\[ \frac{\partial Z_s}{\partial t} + u_s \frac{\partial (Z_s)}{\partial x} + v_s \frac{\partial (Z_s)}{\partial y} - w_s = M_s, \quad (3.8) \]

where \((u_s, v_s, w_s)\) is the surface velocity vector obtained from the Stokes solution, \( M_s \) is the meteoric accumulation/ablation rate.

For all the simulations carried out with Elmer/Ice in this thesis a linear relation linking basal shear stress, \( \tau_b \), to basal velocity, \( \mathbf{u}_b = (u_b, v_b, w_b) \), is applied:

\[ \tau_b = -C \mathbf{u}_b. \quad (3.9) \]
The spatial distribution of the basal friction coefficient $C$ is determined by solving an inverse problem, as described in Sect. 3.5.

### 3.2. BISICLES Ice Dynamic Model

BISICLES is a parallel, adaptive, high-performance ice dynamic model built on the Software for Adaptive Solution of Partial Differential Equations – Chombo (Adams et al., 2015). Some of its governing equations are presented in this section. More detailed description of the model can be found in Cornford et al. (2013).

Instead of solving the unaltered Stokes equations (Eq. 3.1 and 3.2) for the stress-balance equation across the whole model domain, BISICLES employs a depth-integrated hybrid model which is constructed from the higher-order Blatter-Pattyn model and is able to be vertically integrated (Schoof and Hindmarsh, 2010). The Schoof-Hindmarsh model includes longitudinal and lateral stresses and a simplified treatment of vertical shear stress and is more suited to ice shelves and fast-flowing ice streams than areas where vertical deformation is significant.

Ice shelves are assumed to be in local hydrostatic equilibrium, so that the grounding line is determined by a simple flotation criterion, and the upper surface elevation $Z_s$ is related to given bedrock elevation, $Z_b$, and ice thickness, $h$, through:

$$Z_s = \max \left[ h + Z_b, \left( 1 - \frac{\rho_i}{\rho_w} \right) h \right], \quad (3.10)$$

where $\rho_i$ and $\rho_w$ are the densities of ice and sea water.

The ice thickness $h$ and surface horizontal velocity $(u_s, v_s)$ satisfy a two-dimensional mass transport equation:

$$\frac{\partial h}{\partial t} + \frac{\partial (u_s h)}{\partial x} + \frac{\partial (v_s h)}{\partial y} = M_s + M_b, \quad (3.11)$$

and the two-dimensional stress-balance equation:

$$\nabla \cdot \left[ \phi \mu_b (2\dot{\varepsilon} + 2 \text{tr}(\dot{\varepsilon}) I) \right] + \tau_b = \rho_i g h \nabla Z_s, \quad (3.12)$$

where $M_s$ and $M_b$ are the meteoric accumulation rate, applied to the upper surface of the entire ice volume, and the oceanic melt rate, applied to the under-side of ice shelves; $\dot{\varepsilon}$ is the horizontal strain-rate tensor

$$\dot{\varepsilon} = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right], \quad (3.13)$$
and \( I \) is the identity matrix. All vector components and operators in Eq. 3.11 and Eq. 3.12 apply only to the horizontal plain.

The depth-averaged effective viscosity \( \phi h \bar{\mu} \) is computed by integrating the vertically varying effective viscosity \( \mu(x, y, z) \) between the glacier base \( (Z_s-h) \) and the free surface \( (Z_s) \):

\[
\phi h \bar{\mu}(x, y) = \phi \int_{s-h}^{s} \mu(x, y, z) dz, \quad (3.14)
\]

\[
2\mu A \left( 4\mu^2 \varepsilon^2 + |\rho \nu g(s - z) \nabla Z_s|^2 \right)^{\frac{n-1}{2}} = 1, \quad (3.15)
\]

where \( \rho, g(Z_s - z) \nabla Z_s \) is the vertical shear component simplified according to the shallow ice approximation (Cornford et al., 2013), \( n = 3 \) is Glen’s flow law exponent, \( \phi \) is a stiffening factor (or, equivalently, \( \phi^{-n} \) is an enhancement factor), and \( A \) depends on the ice temperature \( T \) through an empirical equation described by Hooke (1981),

\[
A = A_0 \exp\left(\frac{3f}{(T_r - T)^{1.3}} - \frac{Q}{RT}\right), \quad (3.16)
\]

where \( Q = 78.8 \text{ kJ mol}^{-1} \) is the activation energy, \( A_0 = 0.093 \text{ Pa}^{-3} \text{ a}^{-1}, f = 0.53 \text{ Kk}, k = 1.17 \) and \( T_r = 273.39 \text{ K} \) are empirically determined constants from a wide variety of experiments. Note that since an inverse problem is solved (described in Sect. 3.5) to find the coefficient \( \phi \), the precise form of \( A \) is not crucial.

The basal shear stress, \( \tau_b \), is calculated from a linear viscous friction law:

\[
\tau_b = \begin{cases} 
-C \mathbf{u}_b & \text{if } \frac{\rho_i}{\rho_w} h > -b \\
0 & \text{otherwise}
\end{cases}, \quad (3.17)
\]

where \( \mathbf{u}_b \) is the basal velocity vector. Like \( \phi \), \( C \) will be determined by solving an inverse problem, as described in Sect. 3.5.

### 3.3. HiDEM Discrete Element Model

The discrete element model HiDEM is a first-principle model for fracture formation and dynamics. The purely elastic version, which is sufficient for the purposes of locating fractures if geometric boundary conditions and basal friction coefficient are provided, is used to simulate the fracture formation in paper IV. The concept of the fracture formation of the model is introduced in this section. Detailed theoretical description can be found in Åström et al. (2013, 2014).
In HiDEM a large ice-body is divided into discrete particles connected by massless beams. To initialize the simulation, particles are densely packed (close-packed) or randomly deposited to form a large body by assuming that they are frozen together. The frozen contacts between the particles are modelled by elastic massless beams. Fracture takes place if the total stress exceeds a fracture criterion.

3.4. Mesh Construction

Mesh refinement is an optimum practice for large scale simulations with realistic settings in order to achieve low computational costs and small compromises for performance. With certain specific physical problems to solve, such as grounding line migration in the case of LG-AIS system and fast ice flowing area in the case of the surge in Basin 3, spatially varying (and time adaptive, if necessary) mesh is needed to obtain higher resolution only at the area of interest in the model domain.

An unstructured finite element mesh is used for the simulations in Elmer/Ice. The mesh generation starts from a regular mesh of the 2-D footprint confined by the outline of the study area in the mesh generation tool GMSH (Geuzaine and Remacle, 2009). The spatial refinement of the resolution can be carried out by prescribing the desired size of the elements in different parts of the mesh in GMSH or according to the observed surface speed (Fig. 3.1). In the latter case the adjustment is done using the fully automatic, adaptive, isotropic, surface re-meshing procedure YAMS (Frey and Alauzet, 2005).

BISICLES discretizes the mass and stress balance equations on block-structured, non-uniform meshes using a finite volume method, supported by the Chombo Adaptive Mesh Refinement framework (Adams et al., 2015). The two-dimensional rectangular meshes are composed of a hierarchy of cell-centered level domains (Martin et al., 2008) of uniform grids with resolution $\Delta x^\ell$, with $0 \leq \ell \leq L$ and $2\Delta x^{\ell+1} = \Delta x^\ell$, in which $L$ is the maximum level of the refinement (Fig. 3.2). The refinement can be carried out throughout the simulation to maintain finer resolution along the grounding line region or
fast flowing region. The refinement criteria for determining the location of the refinement is according to flow velocity gradient or grounding line location proximities or both.

![Block structure mesh of Amery Ice Shelf region in BISICLES.](image)

Figure 3.2 Example block structure mesh of Amery Ice Shelf region in BISICLES. Discrete level domain marked with ‘A’ (ℓ=0) comprises the cell centres of the coarsest grids (Δx=10 km), while the corresponding cell faces make up the two supplementary face-centred level domains. The discrete level domain marked with ‘B’ (ℓ=1) and the corresponding face-centred level domains are built from all the rectangular blocks that have the resolution Δx=5 km; for discrete level domains marked with ‘C’ (ℓ=2) and ‘D’ (ℓ=3), the resolutions of the blocks are Δx=2.5 km and Δx=1.25 km, respectively.

The refined 2-D meshes are then extruded in the vertical with equally spaced layers to form a 3-D structure in both BISICLES and Elmer/Ice.

### 3.5. Inverse Modelling

Basal friction condition is important in determining the fast ice flow and effected by many complex processes. In ice flow modelling friction parameters are often used in simplified sliding relation to represent those processes. Since their values in-situ are poorly constrained (Gagliardini et al., 2013) inverse modelling is used to obtain those parameters from the largely available remote spatial observations.

In Elmer/Ice two inverse methods are implemented to derive basal friction coefficient $C$ in Eq. 3.9. Both methods are based on minimising a cost function measuring the mismatch between the modelled and observed surface velocity magnitude. The details of the relevant equations can be found in Gillet-Chaulet et al. (2012).
Robin inverse method, detailed in Arthern and Gudmundsson (2010), solves the Neumann-type problem defined by the Stokes equations (Eq. 3.1 and 3.2) and stress-free surface boundary condition and the associated Dirichlet-type problem defined by the same equations but a Dirichlet condition where observed surface horizontal velocity components are imposed. The cost function of the mismatch between the solutions of the two problems is written as:

\[
J_m = \int_{\Gamma_s} (\mathbf{u}^N - \mathbf{u}^D) \cdot (\sigma^N - \sigma^D) \cdot \mathbf{n} d\Gamma, \quad (3.18)
\]

where superscripts \(N\) and \(D\) refer to the Neumann and Dirichlet problem solutions, respectively; \(\mathbf{n}\) is the normal vector.

Control inverse method used in Elmer/Ice is similar to those of MacAyeal (1993) and Morlighem et al. (2010), in which Newton linearization is used so that the Stokes system is independent of the velocity and is self adjoint. The computation of the adjoint of the Stokes system is the key of the method and the cost function expressing the difference between the norm of the modelled and observed horizontal velocities is written as:

\[
J_m = \int_{\Gamma_s} \frac{1}{2} (|\mathbf{u}_H| - |\mathbf{u}_H^{obs}|)^2 d\Gamma, \quad (3.19)
\]

where \(\mathbf{u}^{obs}\) is the observed velocity vector and subscript \(H\) refers to horizontal velocity components. A similar control inverse method (Joughin et al., 2009; MacAyeal, 1993; Morlighem et al., 2010) is also used in BISICLES to derive both basal friction coefficient \(C\) in Eq. 3.17 and basal stiffening factor \(\phi\) in Eq. 3.14 in paper I as well as only \(C\) in paper III. More details of the relevant equations can be found in Cornford et al. (2015).

### 4. Study Sites and Input Data

This chapter gives an overview of the topographic features, geometry, mass balance and other observations of the two study sites set up in this thesis. Lambert Glacier - Amery Ice shelf system, East Antarctic has been studied in paper I. Basin 3, Austfonna has been studied in paper II, III and IV.

Short descriptions of observational data used in each paper are also summarised in this chapter. They are required for numerical simulations of real-would cases. Topographic data are needed for defining the model domain and hence defining the driving force in the simulation. Surface velocities are needed.
for inverse modelling used to determine basal conditions such as friction and basal melt in conjunction with the ice dynamics models. Climate forcing are input as boundary conditions at the upper or lower boundaries that effect the evolution of the ice body when doing prognostic simulations.

4.1. Lambert Glacier - Amery Ice shelf system
Three dimensional forward simulations have been carried out with observational data of Amery Ice Shelf, East Antarctica in Paper I. Amery Ice Shelf is the largest ice shelf in East Antarctica in terms of area (62620 km²; Scambos et al., 2007) and is at the head of Prydz Bay between the Lars Christensen Coast and Ingrid Christensen Coast (Fig. 4.1). There are eight tributary glacial basins feeding the ice shelf amongst which Fisher, Mellor and Lambert Glacial basin reach the southernmost grounding line and account for 72.15% of the drainage area (Yu et al., 2010). These eight feeding basins and Amery Ice shelf constitute one of the largest glacial systems on the Earth (1380000 km²). To keep the convention, we refer the system as Lambert Glacier - Amery Ice Shelf drainage system in this thesis. There are few ice free topographic features in the system which play important roles in the stability of the ice dynamics, such as the narrow and deep Lambert Graben through which the ice is drained and Clemence Massif that sticks out from the southern end of the ice shelf.

In general the grounded portion of the system is thought to be in balance or gaining mass (Liu et al., 2015; Sun et al., 2016; Wen et al., 2008; Yu et al., 2010) even though the mass budget of the drainage basins varies widely in different studies due to the difference in the proposed average-accumulation rates for the feeding basins and differences in ice influx calculation across the grounding line. Calving events from Amery Ice Shelf are rare. The iceberg calving flux estimated by Liu et al. (2015) is 0.2±0 Gt a⁻¹ for the period 2005-2011. The ice shelf is also losing mass by sub-shelf melting with net basal mass loss rate ranging from less than 10 to around 103 Gt a⁻¹ in different modelling and observational studies (Depooter et al., 2013; Galton-Fenzi et al., 2012; Liu et al., 2015).

Although Amery Ice Shelf has long been considered a stable ice shelf the future state of the whole drainage system has large uncertainties under the influence of the global warming. Thus through the future projections over the 21st and 22nd centuries, ice dynamic changes, global sea level contribution, the differing roles of accumulation and sub-shelf melting as well as the influence of topographic features on the dynamics of the system have been investigated in the study.
Figure 4.1 Map of the Amery Ice Shelf, its locations on the Antarctic Ice Sheet and its feeding glaciers (produced by the Australian Antarctic Data Center; © Commonwealth of Australia). The topographic data has been sourced from five files (SQ 39-40, SR 39-40, SS 40-42, SS 43-45, ST 41-44) of 1:100 0000 data from the Antarctic Digital Database, Version 2 and three tiles (SQ 41-42, SR 41-42, SR 43-44) of 1:100 0000 data that have been updated since the production of the Antarctic Digital Database, Version 2. The contour data was derived from Russian space photography, ERS-1 and ERS-2 Radar Altimeter data (BKG, Germany) and the Antarctic Digital Database, Version 2.

Topography Observations
The topographic data for setting up the simulations includes ice thickness and bedrock topography data drawn from the 5 km ALBMAP Digital Elevation Model (DEM; Le Brocq et al., 2010). The basic mask for the whole Antarctic delineating ocean, grounded ice sheet, ice shelf region and the initial grounding line area is obtained from the Mosaic of Antarctic coastline shape files (Scambos et al., 2007). Modifications have been made to the grounding line in order to smoothly combine the grounded ice sheet, which is largely from BEDMAP data sets (Lythe et al., 2001), with the ice shelf. The basal topography and marine bathymetry is based on the BEDMAP data sets supplemented by data from ALBMAP. The ice thickness data of grounded ice is produced by incorporating the original BEDMAP ice thickness with the AGASEA/BBAS data for West Antarctic (Holt et al., 2006; Vaughan et al., 2006). The ice shelf thickness is derived by hydrostatic assumption from surface elevations.

**Surface Velocity Observations**
The surface velocity data taken from multiple satellites Interferometric Synthetic-Aperture Radar (InSAR) acquired during the years 2007 to 2009 (Rignot et al., 2011) is used for basal friction coefficient inversion.

The complete InSAR measurements consist of spring 2009 data from RADARSAT-2 (Canadian Space Agency (CSA) and MacDonald, Dettwiler, and Associates Limited); spring 2007, 2008, and 2009 data from Envisat Advanced Synthetic Aperture Radar (ASAR; European Space Agency (ESA)); and fall 2007 to 2008 data from the Advanced Land Observing Satellite (ALOS) Phased Array type L-band Synthetic Aperture Radar (PALSAR; Japan Aerospace Exploration Agency), complemented by patches of CSA’s RADARSAT-1 data from fall 2000 (Jezek et al., 2003) and ESA’s Earth Remote-Sensing Satellites 1 and 2 (ERS-1/2) data from spring 1996 (Rignot et al., 2008). The data are georeferenced with a precision better than 300 m to an Earth-fixed grid by using a DEM of Bamber and Gomez-Dans (2005) and calibrated with control points in coast-to-coast ASAR tracks.

**Climate Forcing**
The surface mass balance and sub-shelf melt rate underneath the ice shelf from a hierarchy of climate models are used to drive the future projections.

Two greenhouse gas emission scenarios, A1B and E1, are used to force the General Circulation Models (GCMs) in order to simulate the 21st century (2000-2099) and 22nd century (2000-2199) condition. Then data from GCMs, including Hadley Center coupled model 3 (HadCM3; Pope et al., 2000) and the European Center/Hamburg model 5 (ECHAM5; Marsland et al., 2003; Roeckner et al., 2003), are used to provide boundary forcing for the Regional Climate Model (RCMs). RCMs have higher resolution.
and allow more detailed process studies and simulation of regional condition by dynamical downscaling. The RCMs employed include Regional Atmospheric Climate MOdel (RACMO2; van Meijgaard et al., 2008), Laboratoire de Météorologie Dynamique Zoom 4 (LMDZ4; Hourdin et al., 2006) and Finite Element Sea Ice Ocean Model (FESOM; Wang et al., 2014).

4.2. Austfonna Ice-cap and Basin 3

Three dimensional simulations with different numerical models with observational data sets from different time period are carried out in Paper II, III and IV to investigate the surging behaviour of the out-let glacier in Basin 3, Austfonna Ice-cap, Svalbard.

Austfonna (~8000 km²) is the 7th largest ice-cap on Earth and constitutes the largest individual ice body on the Svalbard archipelago in the high arctic. It is located on eastern Nordauslandet (Fig. 4.2).

Austfonna rises to about 800 m above sea level at its main summit and consists of two types of drainage basins which are separated by a southwest-northeast oriented ice divide (Dowdeswell et al., 1986; Moholdt and Kääb, 2012). The northwestern basins contain mostly land-terminating glaciers or
glaciers that terminate in narrow fjords; southeastern basins are mainly filled with marine-terminating glaciers that are grounded on bedrock below sea level at their termini and calve icebergs to northern Barents Sea.

The ice cap has a distinct southeast to northwest accumulation gradient as the main moisture source is the Barents Sea located in the southeast. The interior of the ice cap has been thickening since at least 1986 while the overall volume change in the 2002-2008 period is negative ($-0.16 \pm 0.06$ m w.e. a$^{-1}$) due to the retreat of the calving front (Moholdt et al., 2010; Taurisano et al., 2007). The sea-level rise contribution during the same period, which is before the dramatic acceleration of the outlet in Basin 3 starting from 2010, is considered to be close to zero (Moholdt et al., 2010).

There are three known surge-type basins on Austfonna (Fig. 4.2a): Etonbreen (1938 or earlier), Bråsvellbreen (1937–38) and Basin 3 (between 1850 and 1873). The surging glacier in Basin 3 has entered its active phase again recently. Therefore our study is focused on investigating the ice dynamic changes of the glacier in Basin 3.

Basin 3 (Fig. 4.2a), with its poly-thermal outlet glacier, is located in southeastern Austfonna and is grounded as much as 150 m below sea level at its terminus (Dowdeswell et al., 1986; Dunse et al., 2011). Although there is no direct observation of the lithology of the bedrock, sediment-laden meltwater outflow (Pfirman and Solheim, 1989) and submarine sediment ridges (Solheim and Pfirman, 1985) have been observed in front of Basin 3, indicating that the marine grounded areas are to some extent underlain by sediments and subjected to basal water flow (Dowdeswell et al., 1999; Macheret and Vasilenko, 1988). The northern flow unit of the outlet is constrained by a sub-glacial trough which consists of an over-deepening area in the lower part of the glacier (Fig. 4.2b).

The step-wise multi-annual acceleration of the northern flow unit began in the early 1990s super-imposed with short-lived abrupt speed-up events after each summer melt season observed since 2008. In autumn 2012 the former slow-flowing southern unit became activated after the unplugging of the frozen bed at the ice front. Then the two fast-flow units merged and reached the maximum (20 m d$^{-1}$) velocity in January 2013 (Dunse et al., 2015). The sea-level rise contribution of Basin 3 is $7.2 \pm 2.6$ Gt a$^{-1}$ during the peak of the surge (April 2012 to May 2013; Dunse et al., 2015).

The step-wise multi-annual acceleration of the northern flow since 1995 is believed to be related to sub-glacial hydrology system and till deformation. The seasonal speed-up events observed since 2008 is likely to link to summer melt induced ‘hydro-thermodynamic’ feedback (Dunse et al., 2015). Thus
the coupling between the ice dynamic model and the sub-glacial hydrology model as well as the representation of processes for routing surface meltwater down to the glacier bed are need to capture the evolution of the surge in Basin 3. All these research theories are investigated and discussed in the studies of the three publications with multiple numerical models and up-to-date observational data.

**Topography Observations**
The surface and bedrock topography data from Dunse et al. (2011) are used for the simulations in paper II and III. The DEM providing the surface elevation above sea level at 250m resolution is based on the Norwegian Polar Institute (NPI) 1: 250 000 topographic maps derived from aerial photography and airborne Radio Echo Sounding (RES) measurements over Austfonna in 1983. The marine bathymetry (2 km horizontal resolution) is from the International Bathymetry Chart of the Arctic Ocean, Version 2.0 (Jakobsson et al., 2008). The ice thickness used for generating bedrock elevation is based on airborne RES data published by Dowdeswell et al. (1986) and is supplemented with two data sets from 2008 (Vasilenko et al., 2009). The surface elevation and ice thickness data used are then all resampled onto a 1.0×1.0 km grid mesh (Dunse et al., 2011). Bedrock elevation was derived by pointwise subtracting the ice thickness value from the surface elevation.

The simulations in paper IV use the same bedrock DEM but different surface elevation data. The surface elevation data is derived from Cryosat altimetry data acquired during July 2010 – December 2012 (McMillan et al., 2014). The measurements acquired over a succession of orbit cycles that are within 2-5 km² geographic regions are grouped together for the final product.

**Surface Velocity Observations**
The horizontal surface velocities acquired by satellite remote sensing measurements in 1995, 2008 and 2011 are used for basal friction coefficient inversion in paper II. The same velocity fields in 1995 and 2011 are also used for mesh refinement. The 1995 surface velocity field is calculated using InSAR from the Tandem Phase ERS-1/2 SAR observation obtained between December 1995 and January 1996 (Dowdeswell et al., 2008). The 2008 surface velocity field is calculated using offset tracking (Pohjola et al., 2011) from four ALOS PALSAR scenes acquired between January 2008 and March 2008 with a 46-day time interval. The 2011 surface velocity field is calculated with a combined InSAR and tracking approach from ERS-2 SAR observations obtained between March and April 2011. The same horizontal surface velocities acquired in 1995 and 2011 are also used for basal friction coefficient inversion in paper III.
In paper IV twenty seven velocity time series maps generated from TerraSAR-X (TSX) satellite SAR scenes (April 2012 – July 2014) (Schellenberger et al., 2017, in review) are used as the input surface velocity data for basal friction coefficient inversion. The original 2m resolution TSX scenes were provided by the German Aerospace Center (DLR) covering only the lower part of Basin 3.

Then the TSX data are stitched on top of two background velocity fields with larger coverage according to the acquiring time. The TSX data derived during 19 April 2012 – 28 December 2012 is stitched with 2011 surface velocity snapshot described above; The TSX data derived after 28 December 2012 is stitched with velocity snapshot from Landsat-8 imagery acquired in April 2013.

**Climate Forcing**

The SMB from the regional climate model HIRHAM5 (Christensen et al., 2007) is input at the upper boundary as climatic forcing. HIRHAM5 is based on Undén et al. (2002) and ECHAM5 models (Roeckner et al., 2003). It was forced with the European Centre for Medium-Range Weather Forecasts (ECMWF) European Reanalysis (ERA) Interim data set in the atmosphere and sea surface temperature and sea ice concentration also from the ECMWF for the period 1989–2011 (Langen et al., 2014). The physics of the model have been supplemented with a surface snow scheme and SMB calculation for glaciers (Rae et al., 2012). SMB is calculated using the energy balance approach to determine melt rates and a parameterization for retention of liquid water in the snowpack.

The 1990s mean SMB from HIRHAM5 is used in paper II. Bilinear interpolation is used to interpolate from the approximately 5.5 km resolution of HIRHAM5 to the finer-resolution ice flow model mesh. A downscaling method using SMB-elevation gradients is employed in paper III for the monthly HIRHAM5 SMB time series January 1995 to December 2011.

5. **Results**

Key results from the future projections of LG-AIS system (paper I) and the investigation of the surge in Basin 3, Austfonna Ice-cap (paper II to IV) are summarized below.

5.1. **Future projections of the LG-AIS system**

The simulations of future projections over the 21st and 22nd century approximate coupling between LG-AIS and the climate system. Also, by employing extreme forcing, melt rates of 1000 m a⁻¹, over a portion of the ice shelf, effectively removing that part of the shelf entirely within a few years, the degree to which the Amery Ice Shelf buttresses the glaciers at the southern edge is investigated.

Evolution of the ice flow dynamics of LG-AIS system is determined by the melt-rate data. As none of the forcing scenarios applied within the simulations exhibits significant grounding line retreat, it is the
broader pattern of Amery Ice Shelf thinning that drives the changes in grounding line migration and the volume above floatation rather than the melt rates immediately downstream of the grounding line.

In the extreme forcing experiments, the southern grounding line retreats and mass loss significantly increases only when the ice shelf is removed to the area south of Clemence Massif.

The variation between the simulations forced with different climate forcing combinations is dominated by contributions from the SMB input. And the contribution from the LG-AIS system to sea level rise is no more than 3 mm over 220 years driven by the largest sub-shelf melt rate and is confined to 11 mm by removing the ice shelf entirely.

5.2. Surge in Basin 3, Austfonna Ice-cap
The evolution of the basal friction in Basin 3 is assessed through inverse modelling of basal friction coefficients by minimizing the mismatch between the modelled and observed surface velocity magnitude at different time instances from 1995 to 2014 in Elmer/Ice. The simulated surface velocities show a good match to observations. The results show that the basal friction alone was insufficient to balance the driving stress at the early stage of the multi-annual acceleration in 1995. A low friction area had already developed in the central and southern basin in 2011 but was disconnected from the inland region and also behind a stagnant terminus. After August 2012 the stagnant frontal region shrank to a small band at the ice front and the low friction area in the southern basin expanded further inland and connected with the northern low friction area. In January 2013 the low friction area expanded across the entire basin bed with a few particularly deep minima in the south. After January 2013 the basal friction pattern remained almost stable.

Steady-state and transient temperature simulations were carried out with Elmer/Ice to investigate the sensitivity of basal temperature to geothermal heat flux, advection and frictional heat generation at the bed. Frictional heating cannot compensate for advective heat loss in the steady-state simulation with inverted friction coefficient in 1995. On the contrary, frictional heating causes the basal temperature at pressure melting point under much of the Basin 3 outlet glacier in the steady-state simulation with inverted friction coefficient in 2011.

Transient simulations of 100 years under present-day forcing with friction coefficients of 1995 or 2011 demonstrate that using a temporally fixed basal friction field obtained through inversion can lead to thickness change errors of the order of 2 m a\(^{-1}\).
Transient simulations from January 1995 to December 2011 with basal friction coefficients interpolated temporally between those dates are forced by time varying SMB downscaled from the RCM HIRHAM5 using different strategies. It turns out that the downscaling methodology of SMB have no significant influence on the results for the timescales of our study. A transient simulation of the same time period is also carried out using BISICLES applying the same configuration as in Elmer/Ice to investigate the sensitivity of the results to model physics. No significant differences in the modelled results are found. The dynamic response of the fast flowing area in Basin 3 during that period is governed by the temporal evolution of basal friction coefficient. Ice volume changes and sea-level rise contribution also depend most strongly on the evolution of the basal friction coefficient.

In addition, the simulations aimed to reproduce the dramatic speed-up in the southern part of Basin 3 from January 2012 to June 2013 are carried out by using linearly temporally extrapolated basal friction coefficients or by selectively altering the spatial distribution of basal friction coefficients over different regions of the bed. The results show that a simple continuation of the 1995 to 2011 basal friction trend and spatial pattern cannot reproduce the sudden acceleration of southern Basin 3.

The basal friction coefficient distributions obtained for August 2012 and August 2013 are further used as a boundary condition in a discrete element model HiDEM to generate crevasses distribution. The crevasses distributions at both dates reflect the basal friction patterns and indicates the governing role of basal friction on crevasse formation. The validation between the modelled crevasses distribution and the satellite observation obtained in 4 August 2013 are carried out using the Kappa method (Wang et al., 2016). The Kappa coefficient calculated from the resampled (4.6 × 4.6 km smoothing window) modelled and observed crevasse map suggests substantial agreement ($K = 0.71$). Although a ~60 degree mismatch of the crevasse orientation appear in the middle upper basin and less dense modelled crevasse distribution in frontal region.

Basal melt water is calculated from an estimated geothermal heat flux, strain heating and basal friction-heating. Relatively high basal melt rates (> 0.005 m a⁻¹), which is mainly caused by frictional heating and still much less than the volumes available from surface melt, appeared at the side walls of the sub-glacial valley around the over-deepening area.

For the configuration at August 2012 we identify crevasses that can potentially penetrate the full length of the glacier and hence act as possible routes for surface water to reach the bedrock. Based on these inlets we then calculate the flow path of basal water at the bed according to hydraulic potential of both surface and basal meltwater.
Hydraulic potential drives the basal water in the northern fast-flow region (sourced from both surface meltwater entering the bed and basal meltwater generated locally) either directly to the terminus or to the sub-glacial over-deepening area, where it potentially can accumulate. Basal water at the southern part of the basin is routed directly towards the terminus of the southern corner of the glacier.

6. Conclusions
Main conclusions of each publication are summarized below. The general remarks and suggestions for future works are also provided in the end.

6.1. Summary of the papers
6.1.1. Paper I
Future projection over the 21st and 22nd centuries of the Lambert Glacier–Amery Ice Shelf system, East Antarctica has been carried out by either employing a hierarchy of models from global IPCC-class climate models, through high resolution regional models of the polar ocean and atmosphere, to the ice flow model BISICLES, or forcing BISICLES with extreme melt rate. The results of all the simulations suggest that LG-AIS will be rather stable in the face of future atmospheric and oceanic warming. The sea level rise contribution of LG-AIS system is no more than 3mm over 220 years for all the climatic force driven simulations. The Lambert, Fisher and Mellor glaciers are most sensitive to thinning of the ice shelf south of Clemence Massif.

Author’s contribution: Pre-processed the input data for the model simulations. Designed and conducted the numerical simulations with the help of the second co-author. Conducted the data analysis and initiated the writing of the paper as well as the preparation of figures. The second co-author later did extra experiments and modification of the texts for the paper revision.

6.1.2. Paper II
Sensitivity experiments consisting of transient simulations under present-day forcing have been carried out with Elmer/Ice, to demonstrate the importance of basal processes for the surge of the outlet glacier in Basin 3, Austfonna Ice-cap, Svalbard. The results suggest that a system of processes and feedbacks involving till deformation and basal hydrology could explain both the seasonal accelerations and the ongoing inter-annual speed-up. The increase in advection of heat due to sliding is likely to limit the duration of the surge phase of Basin 3. A further finding of the article is that subglacial hydrology, including residence times and water routing, and its impact on bed yield strength should be included in model studies aiming to reproduce the surge evolution.
Author’s contribution: Conducted model prognostic simulations for the first author. Participated in data analysis and commented on the drafts of the paper.

6.1.3. Paper III
The importance of basal boundary conditions is assessed for transient simulations of Basin 3, Austfonna Ice-cap between January 1995 and December 2011 and for the acceleration starting in 2012, in which basal friction coefficients are inverted from observed surface velocity and temporally interpolated using different scenarios. Time-varying surface mass-balance data from the regional climate model HIRHAM5 are downscaled according to elevation and used as climatic driving force. The sensitivity of results to model choice is also investigated by using two ice flow models, Elmer/Ice and BISICLES. Our model investigations suggest that changes in basal friction patterns, and in turn basal processes are the most important factors for the 2012 acceleration in Basin 3. A soft-bed mechanism that involves the basal hydrology system and till deformation should be included in the future model development. In addition, the representation of processes for routing surface meltwater down to the glacier bed in ice flow models would improve our ability to evaluate the impact of surface boundary condition changes (climate forcing) on model results.

Author’s contribution: Designed the numerical experiments together with the co-authors. Pre-processed the input data, conducted the numerical simulations, and analysed the model outputs. Prepared the paper and figures, which were commented on by the co-authors. Co-authors also provided the observational data.

6.1.4. Paper IV
A detailed time series of basal friction coefficients inverted from observed surface velocity data between April 2012 and July 2014 in the continuum ice flow model Elmer/Ice, and crevasse distribution simulated by the discrete element model, HiDEM are used to look at the mechanisms that facilitated the onset and spread of the surge in Basin 3, Austfonna Ice-cap. The modelled crevasse distribution reflects to a high degree the basal friction coefficient distribution. The flow path calculated according to hydraulic potential of both surface and basal melt water supports the ‘hydro-thermodynamic’ feedback to summer melt proposed by Dunse et al. (2015). The results indicate either a direct enhancement to the ice flow through basal lubrication or a lagged-in-time mechanism through the outflow of accumulated water in the over-deepening area to explain seasonal speed-up in Basin 3 and the initiation of the acceleration of the southern flow unit in 2012.
Author’s contribution: Designed the numerical experiments together with the co-authors. Pre-processed the input data, conducted the numerical simulations with the continuum model, and analysed the model outputs. Prepared the paper and designed the figures, which were commented on by the co-authors. Co-authors also provided the observational data. The third co-author conducted the simulation with discrete element model using the data prepared by the first author.

6.1.5. Correspondence
In Glaciological literature, two significantly different expressions for the rate factor in Glen’s flow are communicated. One expressing it in terms of pressure, absolute temperature, activation energy and activation volume (a measurable quantity), the other (used in Elmer/Ice) reducing the factor to include the temperature relative to pressure melting point and activation energy. The paper – for the first time in literature - shows that due to a small value of the Clausius-Clapeyron constant, in a reasonably acceptable approximation these two formulations are equal to each other. This is proved by a positive consistency between measured and (by the latter method) computed activation volumes. Within the range of the certainly large uncertainties imposed by measurements this renders the usually applied simplification of dropping the activation volume to be valid.

Author’s contribution: Pointed out the existing (and not previously discussed in the published literature) ambiguity on the expression of the pressure dependence of the rate factor of Glen’s flow law. Discussed with the co-authors and commented on the texts of the correspondence.

6.2. General remarks and Outlook
The present studies through ice flow modelling aim to provide better understanding of mechanisms involved in realistic physical processes and future projections of ice dynamics. Several general remarks and topics for potential future work will be suggested in this section.

A fixed calving criterion is adopted in all the simulations in this thesis assuming that the calving front was always grounded with a positive height above floatation. For fast flowing outlets like the one in Basin 3, Austfonna, a fixed calving front position can affect the ice dynamics further inland due to the bias in longitudinal stress gradient calculation. In reality the calving front, especially the northern calving front, advanced quite significantly after 2011 (Dunse et al., 2015). Additionally the grounding/floatation condition of the ice front in southern Basin 3 could also be an important factor determining the dramatic acceleration in 2012. Although no direct in-situ evidence could be provided to prove that the ice front was partially ungrounded, the calculation from several satellite images suggest that parts of the terminus might have been near floatation prior to 2012 (McMillan et al., 2014).
More efforts can be put on adapting more feasible or physically based calving criteria in future model development to capture the features concerning ice dynamics in frontal region. As suggested in all the papers concerning the surge in Basin 3, Austfonna (paper II, III and IV) a soft-bed mechanism based hydrology model needs to be added to the ice flow model in order to capture the multi-annual and seasonal speed up events. However, there are at least three challenges that make this task non-trivial.

First of all, locating the water source is crucial. Several unpublished experiments of coupling the ice flow model Elmer/Ice with a hydrology model (Gong et al., 2014) suggest that the evolution of the basal hydrology system thus the timing and location of the switching are determined by the location of the water source in one drainage event (in one steady-state simulation). In paper IV the authors located those crevasses deep enough to assume that water will penetrate from the surface down to the bedrock, identifying them as a route of surface melt water down to the bed. However, the glacial drainage system is ignored in the investigation.

Secondly, cryo-hydrological warming (Phillips et al., 2010) obviously plays an important role in the feedbacks discussed in paper II and IV and has not been taken into account in the simulations in this thesis or the other model study on Austfonna done previously (Dunse et al., 2011). By prescribing the location of the water at the bed to calculate the latent heat release from refreezing then to estimate further basal melt water production in a steady state simulation is trivial. However, to interact with the hydrology model is not an easy task.

Lastly, one other important ingredient of coupling ice dynamics with the basal hydrology is a proper basal sliding relation that incorporates effective pressure. In previous unpublished experiments (Gong et al., 2014) the author has used a Coulomb type friction relation (Gagliardini et al., 2007; Schoof, 2005) which describes a non-linear, water pressure dependent relationship between basal shear stress and basal velocities.

One obvious step after solving the problems of representing physical processes more feasibly in numerical models would be to improve future projections. For century scale projections, climatic forcing should still primarily be the determining factor in terms of mass balance and sea level contribution calculation. One-way coupling has been applied to the LG-AIS system (paper I). Two-way offline coupling, i.e. exchanging output between ice flow model and regional climate model, can be applied not only to the LG-AIS but also to other major drainage basins around the Antarctic Ice Sheet. Similar studies have at least been done for the Greenland Ice Sheet (Yang et al., 2014). As discussed in
paper III, further downscaling of SMB from the regional climate model can be crucial in connection with increasing mesh resolution used by ice flow models. For future projection of fast flowing outlets, like the one in Basin 3 that exhibits accelerating behaviour related to summer melt, in particular the input of melt water production from climate models is needed.
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