Validation of three-dimensional hydrodynamic models of the Gulf of Finland
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A model-intercomparison study was conducted, the first of its kind for the Baltic Sea, whose aim was to systematically simulate the basic three-dimensional hydrographic properties of a realistic, complex basin. Simulations of the hydrographic features of the Gulf of Finland for the summer–autumn of 1996 by six three-dimensional hydrodynamic models were compared. Validation was undertaken using more than 300 vertical hydrographic profiles of salinity and temperature. The analysis of model performance, including averaging of the ensemble results, was undertaken with a view to assessing the potential suitability of the models in reproducing the physics of the Baltic Sea accurately enough to
serve as a basis for accurate simulations of biogeochemistry once ecosystem models are incorporated. The performance of the models was generally satisfactory. Nevertheless, all the models had some difficulties in correctly simulating vertical profiles of temperature and salinity, and hence mixed layer dynamics, particularly in the eastern Gulf of Finland. Results emphasized the need for high resolution in both vertical and horizontal directions in order to resolve the complex dynamics and bathymetry of the Baltic Sea. Future work needs to consider the choice of mixing and advection schemes, moving to higher resolution, high-frequency forcing, and the accurate representation of river discharges and boundary conditions.

Introduction

The Baltic Sea is the second largest brackish water mass in the world, with a total area of about 390 000 km². It is also very shallow, with a mean depth of only 54 m. Water exchange with the North Sea is restricted due to the shallow and narrow Danish Straits that lie in between the two seas. Permanent stratification is a further notable feature, where lighter and fresher waters overly the saltier waters below (e.g., see Leppäranta and Myrberg 2009). This occurs both due to salty waters entering the southwestern Baltic from the North Sea in the near-bottom layer, and also because of a freshwater surplus in the northeast due to river runoff.

An accurate and reliable knowledge of the complex hydrodynamics in the Baltic Sea is important not only for modeling physical processes, but is also a necessary prerequisite for the reliable estimation of nutrient cycling and biological processes. This is especially so in the Baltic which is characterized by the occurrence of harmful algae blooms, zones of anoxia, etc., which are linked closely to upwelling and stratification conditions (e.g., see Wulff et al. 2001). The vertical stratification in the Baltic Sea is unusual (the thermocline and halocline are usually separated) with a pronounced and relatively stable halocline, whereas the temperature stratification exhibits a marked seasonality. Stagnation in the bottom layer frequently leads to anoxia and sedimentary release of phosphorus to the water column. The large freshwater input from rivers significantly affects the stratification as well as provides input of nutrients.

Numerical modeling of the Baltic Sea using three-dimensional simulations was carried out in order to investigate the physical circulation of the region (e.g., Lehmann and Hinrichsen 2002, Lehmann et al. 2002, Meier 2003, Omstedt et al. 2004). Nevertheless, many issues remain unresolved, in particular the parameterization of vertical mixing. Even if mixing is described using sophisticated $k$-$\epsilon$ turbulence models then, when coupled with three-dimensional models (Meier 2001), several aspects are still poorly represented, notably the breaking of surface waves, air bubbles, Langmuir circulation, internal waves and wind conditions over the open sea (Omstedt et al. 2004).

Simulation of so-called Major Baltic Inflows, particularly the one in 1993, has been a focus of various modeling studies. Lehmann (1995), for example, used a model with a horizontal resolution of 5 km and 21 vertical levels, along with realistic wind forcing. A realistic distribution of salinity was obtained, although the depth of the mixed layer was underestimated leading to the vertical gradient of the salinity across the halocline being too weak. A good agreement was however found by Meier (1996) in his model between simulated and observed water volume and salt transport, emphasizing the importance of the Drogden Sill in major inflows. One problem that remains an issue is the parameterization of slope convection in models where a $z$-coordinate system is used in the vertical (e.g., Beckmann and Döscher 1997). The horizontal resolution in the Baltic Sea models should necessarily be very high due to the small internal Rossby-radius of deformation (Fennel et al. 1991, Alenius et al. 2003), being between 3 and 10 km and even smaller in the Gulf of Finland (hereafter GoF).

High resolution has been achieved in models with the help of nested-grid approaches, especially when modeling the GoF (see e.g. Andrejev...
et al. 2004a, 2004b, Neelov et al. 2003, Tamsalu et al. 2003, Korpinen et al. 2004, Soomere et al. 2004). The issue of resolution applies also to the meteorological forcing fields. Recently, the HIRLAM model (High Resolution Limited Area Model), achieved a horizontal resolution of 9 km in operational mode, enabling a realistic description of local meteorological phenomena. The high resolution meteorological forcing was, however, not used in this case, because no such data were available for the year 1996 during which our extensive oceanographic data set was collected.

We focus our study on the GoF (GoF), which is an elongated estuary in the northeastern Baltic with a mean depth of 37 m. The western part of the Gulf may be considered a part of the Baltic Proper, whereas the eastern end receives the largest single fresh water inflow to the Baltic Sea, the Neva River. The result is a strong east-west gradient in salinity. The vertical distribution of salinity is variable in both space and time, whereas temperature is largely controlled by the seasonal variability of the incoming solar radiation. Buoyancy-driven currents thus play an important role in the circulation, together with the wind-driven circulation and that induced by the sea-level gradient (see Alenius et al. 1998, Soomere et al. 2008). The salinity increases from east to west and from north to south. Sea-surface salinity decreases from 5‰ to 6.5‰ in the western GoF to about 0‰–3‰ in the easternmost part of the Gulf where the role of the Neva River is most pronounced (Alenius et al. 1998). In the western GoF, a quasi-permanent halocline is located at a depth of 60–80 m. Salinity in that area can reach values as high as 8‰–10‰ near the sea bed due to the advection of saltier water masses from the Baltic Proper. The bottom salinity also shows significant spatio-temporal variability due to irregular saline water intrusions from the Baltic Proper, as well as from changes in river runoff and the precipitation-evaporation balance. There is no permanent halocline in the eastern GoF, where salinity increases approximately linearly with depth (Nekrasov and Lebedeva 2002, Nekrasov et al. 2003). The seasonal cycle of the sea-surface temperature (SST) is also pronounced due to large variations in solar radiation (see e.g. Hankimo 1964), with large horizontal gradients occasionally being seen due to local upwelling. A seasonal thermocline starts to develop in May. The surface mixed layer reaches a maximum depth of 15–20 m by mid-summer and erosion of the thermocline starts in late August due to wind mixing and thermal convection.

A model inter-comparison study is a useful means of investigating the ability of different models to reliably reproduce the hydrodynamic fields of the Baltic Sea, and in particular the GoF. It provides a structured approach (e.g. common forcing, initial and boundary conditions) that highlights the strength and weaknesses of modeling the hydrodynamics of the Baltic Sea.

Several inter-comparison studies were carried out in areas other than the Baltic Sea. Such a study was for example carried out for models of the southern North Sea, NOMADS2 (North Sea Model Advection Dispersion Study-2, e.g., see www.pol.ac.uk/coin/nomads2/map.html). There is a limited number of previous inter-comparisons of Baltic Sea models. In the GoF, Inkala and Myrberg (2002) compared two hydrodynamic models (the EIA-model and FinEst-model). Recently, Passenko et al. (2008) compared two versions of the MIKE3 model (hydrostatic and non-hydrostatic) in the GoF and in the Gotland Sea.

The present study provides a comprehensive comparison of the leading contemporary scientific and engineering models of the Baltic Sea, especially those developed for the primary area of interest, the GoF. As far as we know, this model inter-comparison study is the first one for the Baltic Sea. Here an attempt is made to systematically restore the basic three-dimensional hydrographic properties (including their spatio-temporal variability) of a realistic, extremely complex basin. The emphasis was on studying the present level of accuracy of the available models in reproducing the properties of the marine environment in a transparent and fair way, thus providing an assessment of the current state-of-the-art of hydrodynamic modeling of the GoF. The six different models are compared with each other and to data. Additionally, an ensemble average of the model results is constructed and compared with data, and a skill assessment provided for the models.
The presentation to some extent follows the course of the EUTROPHICATION-MAPS-project. It was focused on two main tasks: firstly inter-comparison of hydrodynamic models, and secondly scenario simulations of cost-effective nutrient load reductions to combat eutrophication by using coupled hydrodynamic-ecological models. Here, we present the results of an inter-comparison of an ensemble of numerical three-dimensional hydrodynamic models (HIROMB, OAAS, SPBM, EIA, COHERENS and MIKE3, see below). In particular, we focus on the GoF in 1996. This year was “The Year of the Gulf of Finland”, carried out under the umbrella of the trilateral co-operation between Finland, Estonia and Russia (Sarkkula 1997). In this framework, a large number of measurements were carried out in a collaborative effort of these countries. This detailed dataset thus motivated the choice of the GoF as the main study area, providing validation data for the models. Statistical measures are used to compare model performance, including ensemble averaging of results. Results are interpreted in context of whether the models reproduce the physics of the Baltic Sea accurately enough to provide the basis of biogeochemical models involving the implementation of ecosystem models.

Material and methods

Description of the models

Six models were compared regarding their simulation of the hydrodynamics for the GoF (Table 1):

1. HIROMB, the operational model of the Swedish Meteorological and Hydrological Institute (Funkquist 2001).
2. The OAAS model developed by O. Andrejev and A. Sokolov (Andrejev and Sokolov 1989, Sokolov et al. 1997, Andrejev et al. 2004a, 2004b). This model has been used for operational forecasts by the Finnish Institute of Marine Research (FIMR), as well as by Stockholm University and the State Oceanographic Institute, Russia.
3. SPBM developed by I. Neelov (Neelov 1982, Neelov et al. 2003) in the St. Petersburg Branch of the P. P.Shirshov Institute of Oceanology, the Russian Academy of Sciences, and recently used by a consortium of St. Petersburg institutes.
5. COHERENS (Luyten et al. 1999). This model was implemented for the Baltic Sea by the National Environmental Research Institute (NERI) in Denmark, and is currently being exploited by NERI and the Finnish Environment Institute (SYKE).
6. MIKE3 (DHI Water and Environment 2000), developed at the DHI (Danish Hydraulic Institute) and used by the DHI and the Marine Systems Institute (MSI) in Estonia.

All the participating models were set up for the whole Baltic Sea using horizontal grids that have the same resolution $4^\prime \times 2^\prime$ (Fig. 1) based on the grid created by Seifert and Kayser (1995). The models were assigned a common setup in terms of initial and boundary conditions and forcing fields (Table 2). The calculation of the surface energy balance was thus treated as a part of each model system and consequently the calculations were carried out using variable parameterizations and using the model given SST.

The combination contains only one non-hydrostatic model (MIKE3). For the hydrostatic models, convection was parameterized by convective adjustment or, if there was no convective adjustment, the case of unstable stratification was included into the turbulence model.

Five models use $z$-coordinates in the vertical direction, COHERENS being the only one to use $\sigma$-coordinates. The models differ in their vertical resolution, vertical turbulence schemes, methods to approximate advective terms, parameterizations of heat fluxes, precipitation–evaporation balance at the sea surface, and their equations of state. The inclusion of ice dynamics is essential for multi-year simulations, but is not of major importance in this study which focused on the summer-autumn period during 1996, during which the GoF was ice-free.
Table 1. The basic features of hydrodynamic modules of participating models.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>HIROMB</th>
<th>OAAS</th>
<th>SPBM</th>
<th>EIA</th>
<th>COHERENS</th>
<th>MIKE3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal grid</td>
<td>Spherical Arakawa</td>
<td>Spherical Arakawa</td>
<td>Spherical Arakawa</td>
<td>Spherical Arakawa</td>
<td>Spherical, Arakawa</td>
<td></td>
</tr>
<tr>
<td>and resolution</td>
<td>C grid, 4' x 2'</td>
<td>C grid, 4' x 2'</td>
<td>C grid, 4' x 2'</td>
<td>C grid, 4' x 2'</td>
<td>C grid, 4' x 2'</td>
<td></td>
</tr>
<tr>
<td>Vertical grid</td>
<td>z-coordinate 78 levels,</td>
<td>z-coordinate 78 levels,</td>
<td>z-coordinate 78 levels,</td>
<td>z-coordinate 20 levels,</td>
<td>z-coordinate,</td>
<td></td>
</tr>
<tr>
<td>and resolution</td>
<td>min Δz = 2 m</td>
<td>min Δz = 2 m</td>
<td>min Δz = 2 m</td>
<td>min Δz = 2.5 m</td>
<td>120 levels, min Δz = 2 m</td>
<td></td>
</tr>
<tr>
<td>Vertical turbulence scheme</td>
<td>k-ω model</td>
<td>k-ω model</td>
<td>Kochergin scheme</td>
<td>k-ε model</td>
<td>k-ε model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1987)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>scheme for momentum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advection scheme for</td>
<td>Smagorinsky (1963)</td>
<td>Smagorinsky (1963)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>momentum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Convection</td>
<td>Conserved and fully</td>
<td>Upwind scheme</td>
<td>3rd order scheme</td>
<td>TVD superbue scheme</td>
<td>Upwind scheme</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3D scheme (Zalesak 1979)</td>
<td></td>
<td>(Fuji and Obayashi 1989)</td>
<td>(Roe 1985)</td>
<td>3rd order scheme QUCKEST</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3rd order scheme</td>
<td>TVD superbue scheme</td>
<td>3rd order scheme QUCKEST</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Fuji and Obayashi 1989)</td>
<td>(Roe 1985)</td>
<td>(Vested et al. 1992)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hydrostatic model,</td>
<td>Hydrostatic model,</td>
<td>Hydrostatic model,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>convective adjustment</td>
<td>modelling k = 1 m² s⁻¹</td>
<td>modelling k = 1 m² s⁻¹</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>for unstable stratification</td>
<td>for unstable stratification</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1976)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sea surface heat fluxes:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Bryan et al. 1996)</td>
<td>(1954)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Simulation setup

The models were set up to simulate the period from 1 April to 1 November 1996. Initial distributions of temperature (Fig. 2A and B) and salinity fields (Fig. 2C and D) in the Baltic Sea were constructed from the data available in the Baltic Environmental Database (Sokolov et al. 1997) for January–March 1995 and 1996. By using data for two three-month periods, a satisfactory coverage of the Baltic Sea was achieved, providing reasonable initial fields (if only 1996 data were used, some parts of the Baltic Sea, including the GoF, had areas without data coverage).

The meteorological forcing (wind speed and direction, air temperature, relative humidity, cloudiness and precipitation) was taken from the SMHI gridded data set with a resolution of 1° (Table 2). Preliminary analysis of these data showed that the geostrophic wind-velocity fields contain some unrealistically high values; a correction was therefore made such that any wind speeds exceeding 40 m s⁻¹ were adjusted to equal this value. From the geostrophic wind, the near-surface wind (10 m) was calculated using a standard procedure in which the wind speed was multiplied by 0.6 and the direction turned 15° to the left (Bumke and Hasse 1989). Precipitation for all models was taken from the SMHI data except for HIROMB where precipitation was instead set to equal evaporation.

Monthly mean river discharges were obtained from Bergström and Carlsson (1994). Preliminary work showed that prescribing a usual “no
heat flux” condition at the mouth of the Neva leads to predicted water temperatures in the Neva Bay and the easternmost part GoF being overestimated. In order to overcome the discrepancy, the water temperature in the Neva was modelled using available observational data. The “no heat flux” condition was kept for the other rivers. The open boundary condition at the Danish Straits was taken from model results of HIROMB, and used in all the participating models, rather than using the available scarce data (Table 2).

In order to be sure that all differences seen in the model results were due to the diversity of the models themselves, assimilation of observed data was prohibited except in the case of HIROMB (which was used to produce the open boundary conditions that were used by the other models). The HIROMB model assimilated temperature and salinity data once a month from HELCOM stations BY07, BY09, BY15, and BY29, which are located in the Baltic Proper (for location details see http://www.helcom.fi/groups/monas/CombineManual/PartA/en_GB/main/). As for the GoF, situated more than 150 km from the nearest station (BY29), it can be assumed that the assimilation had little impact even on the results for this area.

If the initial distributions of temperature and salinity are realistic with respect to the seasonal characteristics and the inclined halocline, Andrejev et al. (2000) indicated a spin-up time of about one month for models of the Baltic Sea. This is sufficient to remove irregularities in the initial temperature and salinity fields (see Fig. 2) and to adjust the model to the external forcing. Here, a spin-up of two months was used from

| Table 2. Conditions for the short-period simulation: bathymetry, forcing, boundary and initial conditions for the whole Baltic Sea |
|------------------|---------------------------------|--------------------------|-------------------------|
| Parameter        | Description                           | Period          | Data source                        |
| Sea depth        | Depths on the grid 4° × 2´ with the SW corner having coordinates 53.8°N, 9.45°E | n/a                | Seifert and Kayser (1995) |
| Atmospheric forcing (wind velocity, air temperature, relative humidity, cloudiness, precipitation, pressure) | SMHI gridded data, temporal resolution 3h, spatial resolution 1° | 1 April 1996 to 31 October 1996 | K. Boqvist (pers. comm.) |
| River discharge  | Monthly mean values for Baltic Sea rivers | Monthly climatology | Bergström and Carlsson (1994) |
| Conditions for salinity and temperature in river mouths: S = 0, zero heat flux in all rivers excepting Neva, T = T(t) in Neva | Temperature values in Neva averaged over 10-day periods | 1 April 1996 to 31 October 1996 | Valery Tsepelev (pers. comm.) |
| Boundary conditions in Danish Straits: current velocity (U, V), temperature T, salinity S | Model results for one grid point of 75 m depth, temporal resolution 3h, 11 levels with min Δz = 4 m | 1 April 1996 to 31 October 1996 | Results of HIROMB prepared by L. Funkquist |
| Initial conditions: temperature (T), salinity (S), zero values for: current velocity, sea level, ice thickness and concentration | Averaged values for winter (January–March) of two years (1995–1996) | 1 April 1996 | Baltic Environment Database at Stockholm University |
the beginning of the run. The comparison of the model results with observations is undertaken for the summer–autumn period starting from 1 June.

**Comparison with the data**

Output for each model was interpolated on a unified grid coinciding in a horizontal plane with a sea-depth grid (see Table 2) that has 50 levels in the upper 100 m with $\Delta z = 2$ m starting from $z_1 = 1$ m to $z_{50} = 99$ m and 27 levels below with $\Delta z = 5$ m, $z_{51} = 102.5$ m, $z_{52} = 107.5$ m, ..., $z_{77} = 232.5$ m. Three-dimensional distributions of water temperature $T$ and salinity $S$ were averaged in the GoF over five days for the period from 1 June to 1 November. Observations of temperature and salinity for the GoF in 1996 were used for comparison with model results, including both satellite and ship data (Table 3). The reason for averaging over a five-day period is due to following factors. Technically it was impossible to save three-dimensional model fields of six models with a high frequency (an interval of several hours) which would be needed to obtain model-derived profiles coinciding exactly with the times when corresponding observations were made. Moreover, the averaging allows us to filter out high-frequency, artificial (numerical) noise from the model solutions. It should be emphasized that the purpose of this study is to estimate the quality of model performance in relation to the seasonal variability of temperature and salinity fields rather than their synoptic variability. This cannot be simulated using the model resolution employed here, i.e., the horizontal resolution (2 $\times$ 2 nautical miles) of models used is not high enough to resolve meso-scale eddies because the internal Rossby-radius of deformation in the GoF is between 2 and 4 km (Alenius et al. 2003).

At first, the performance of the models was visually assessed by comparing the results with
available data. For this purpose, the data were reconstructed into sea-surface and bottom maps of temperature and salinity, as well as vertical temperature and salinity sections across and along the Gulf. Time-depth plots of temperature and salinity were also constructed for three of the Finnish intensive monitoring stations (SYKE), permitting analysis of the seasonal evolution of temperature and salinity in the Gulf. Sea-surface temperature (SST) averaged over five-day periods were obtained from daily mean SST derived from satellite measurements (PODAAS). Comparison was performed for each model individually and also for the ensemble mean.

Statistical analysis of the differences between model outputs and the data was performed for three sets of high-resolution vertical profiles of temperature and salinity: (1) all available r/v Aranda CTD data (Finnish Institute of Marine Research) collected in the western GoF between late June and early July (Fig. 3A), (2) r/v Aranda CTD data collected in the western GoF during mid-July (Fig. 3A), and (3) r/v Nikolay Matusevich CTD data collected in the eastern GoF, also in mid-July (Fig. 3B). Other available data (from Sokolov et al. 1997 and the SYKE intensive monitoring stations) were not used in the statistical analysis because measurements were undertaken with only a low vertical resolution and the length of corresponding data series of these vertical profiles was not long enough.

In the statistical analysis, vertical temperature and salinity distributions (both observed and modeled) were considered as series of data. Observed data \(x_j\) \((j = 1 \ldots M)\) at the instant \(t_j\) at a particular hydrographic station were sampled at depths \(z_j\) with \(\Delta z = 1\) m and \(\Delta z = 2\) m respectively for stations of r/v Aranda and r/v Nikolay Matusevich, \(z_1\) being equal to 1 m in both cases. The calculated data \(y_i\) at depths \(z_i\) with \(\Delta z = 2\) m \((z_1 = 1\) m, \(i = 1 \ldots N)\) from a model were taken at the grid point nearest to the station considered at the instant \(t_c\) which was chosen from the condition \(|t_o - t_c| \leq \Delta t/2\) where \(\Delta t = 5\) days is the interval of saving of averaged calculated fields. In order to compare observed and calculated data, the former were taken only at those depths where calculated data were available, i.e. the observed data \(x_j\) \((j = 1, 3, 5, \ldots)\) was matched with the calculated values \(y_i\) \((i = 1, 2, 3, \ldots, N)\) in the case of

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Observation data for the Gulf of Finland in 1996 used for comparison with model results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
<td><strong>Short description</strong></td>
</tr>
<tr>
<td>Sea surface temperature (SST)</td>
<td>AVHRR Pathfinder SST estimation; satellite-sensed brightness temperatures against in situ SST observations; daily data have spatial resolution of 4 km</td>
</tr>
<tr>
<td></td>
<td>NATO, Physical Oceanography Distributed Active Archive Center (<a href="http://poet.jpl.nasa.gov/">http://poet.jpl.nasa.gov/</a>)</td>
</tr>
<tr>
<td></td>
<td>NASA, Physical Oceanography Daac, Pasadena, CA.</td>
</tr>
<tr>
<td></td>
<td>NASA JPL Physical Oceanography Daac, Pasadena, CA.</td>
</tr>
<tr>
<td></td>
<td>NOAA/NASA PODAAS, Ver. 5.0</td>
</tr>
<tr>
<td></td>
<td>SYKE (Finnish Environment Institute)</td>
</tr>
<tr>
<td></td>
<td>University of Russian North-West Hydrometeorological Institute</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
<td>Russian Institute of Marine Research</td>
</tr>
<tr>
<td></td>
<td>Russian State Hydrometeorological Service</td>
</tr>
<tr>
<td></td>
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| | R
correlation coefficient (R)
\[
R_{xy} = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{(N-1)\sigma_x\sigma_y},
\]

mean absolute error:
\[
MAE = \frac{\sum |x_i - y_i|}{N},
\]

root mean square error (RMSE)
\[
RMSE = \sqrt{\frac{\sum (x_i - y_i)^2}{N}},
\]

and spread:
\[
B = \bar{y} - \bar{x},
\]

The length of the series (N) varied between 15 and 30.

The statistical characteristics for 213 stations of r/v Aranda (western GoF) and for 69 stations of r/v Nikolay Matusevich (eastern GoF) were compared with the corresponding results from each of the six models, separately for temperature and salinity. Correlation coefficients, mean absolute errors, root mean square errors and spreads, defining the fit of model results to observations, were averaged over stations from each of these three regions (Tables 4 and 5). A statistical analysis of the differences between the outputs of all six models was also performed for vertical profiles of temperature and salinity in the open GoF.

According to Kattsov and Meleshko (2004), the procedure of ranking the six models based on normalized RMSE (resulting from dividing Eq. 7 by Eq. 3) and R of selected variables was used. The normalized RMSE and R were calculated for each vertical profile — depths \(z_i\) with \(\Delta z = 2\) m (\(z_i = 1\) m, \(i = 1 \ldots N\)) — of temperature and salinity and averaged over two regions (western and eastern GoF) separately for temperature and salinity.
Table 4. Statistics for the model results compared with observations for temperature in the western and eastern Gulf of Finland.

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation coefficient ((R))</th>
<th>MAE (‰)</th>
<th>RMSE (‰)</th>
<th>Spread (‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The western Gulf of Finland, 24 June–4 July 1996, 172 profiles of (r/v) Aranda</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.86</td>
<td>2.05</td>
<td>2.64</td>
<td>1.92</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.95</td>
<td>1.16</td>
<td>1.55</td>
<td>1.19</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.93</td>
<td>1.19</td>
<td>1.52</td>
<td>1.22</td>
</tr>
<tr>
<td>EIA</td>
<td>0.92</td>
<td>1.70</td>
<td>2.03</td>
<td>1.57</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.95</td>
<td>1.06</td>
<td>1.39</td>
<td>1.18</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.87</td>
<td>2.11</td>
<td>2.62</td>
<td>1.81</td>
</tr>
<tr>
<td>The western Gulf of Finland, 15–26 July 1996, 41 profiles of (r/v) Aranda</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.96</td>
<td>1.49</td>
<td>1.85</td>
<td>1.22</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.89</td>
<td>2.16</td>
<td>2.77</td>
<td>1.88</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.92</td>
<td>1.92</td>
<td>2.46</td>
<td>1.64</td>
</tr>
<tr>
<td>EIA</td>
<td>0.94</td>
<td>1.59</td>
<td>1.85</td>
<td>1.40</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.92</td>
<td>1.67</td>
<td>2.10</td>
<td>1.62</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.74</td>
<td>3.34</td>
<td>4.38</td>
<td>3.38</td>
</tr>
<tr>
<td>The eastern Gulf of Finland, 16–25 July 1996, 69 profiles of (r/v) Nikolay Matusevich</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.91</td>
<td>1.28</td>
<td>1.52</td>
<td>0.97</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.82</td>
<td>1.92</td>
<td>2.20</td>
<td>1.28</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.84</td>
<td>2.08</td>
<td>2.20</td>
<td>0.98</td>
</tr>
<tr>
<td>EIA</td>
<td>0.72</td>
<td>1.76</td>
<td>1.95</td>
<td>1.65</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.81</td>
<td>1.56</td>
<td>1.94</td>
<td>1.39</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.80</td>
<td>3.62</td>
<td>4.30</td>
<td>3.82</td>
</tr>
</tbody>
</table>

Table 5. Statistics for the model results compared with observations for salinity in the western and eastern Gulf of Finland.

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation coefficient ((R))</th>
<th>MAE (‰)</th>
<th>RMSE (‰)</th>
<th>Spread (‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The western Gulf of Finland, 24 June–4 July 1996, 172 profiles of (r/v) Aranda</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.87</td>
<td>0.32</td>
<td>0.36</td>
<td>0.27</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.97</td>
<td>0.34</td>
<td>0.38</td>
<td>0.33</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.93</td>
<td>0.32</td>
<td>0.37</td>
<td>0.32</td>
</tr>
<tr>
<td>EIA</td>
<td>0.92</td>
<td>0.36</td>
<td>0.41</td>
<td>0.34</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.94</td>
<td>0.33</td>
<td>0.37</td>
<td>0.32</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.95</td>
<td>0.31</td>
<td>0.35</td>
<td>0.28</td>
</tr>
<tr>
<td>The western Gulf of Finland, 15–26 July 1996, 41 profiles of (r/v) Aranda</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.87</td>
<td>0.25</td>
<td>0.31</td>
<td>0.22</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.90</td>
<td>0.23</td>
<td>0.28</td>
<td>0.21</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.89</td>
<td>0.22</td>
<td>0.28</td>
<td>0.23</td>
</tr>
<tr>
<td>EIA</td>
<td>0.78</td>
<td>0.34</td>
<td>0.42</td>
<td>0.38</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.87</td>
<td>0.30</td>
<td>0.36</td>
<td>0.29</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.89</td>
<td>0.27</td>
<td>0.33</td>
<td>0.26</td>
</tr>
<tr>
<td>The eastern Gulf of Finland, 16–25 July 1996, 69 profiles of (r/v) Nikolay Matusevich</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIROMB</td>
<td>0.90</td>
<td>0.74</td>
<td>0.79</td>
<td>0.34</td>
</tr>
<tr>
<td>OAAS</td>
<td>0.77</td>
<td>0.62</td>
<td>0.66</td>
<td>0.37</td>
</tr>
<tr>
<td>SPBM</td>
<td>0.81</td>
<td>0.63</td>
<td>0.67</td>
<td>0.31</td>
</tr>
<tr>
<td>EIA</td>
<td>0.82</td>
<td>0.78</td>
<td>0.85</td>
<td>0.38</td>
</tr>
<tr>
<td>COHERENS</td>
<td>0.78</td>
<td>0.82</td>
<td>0.88</td>
<td>0.36</td>
</tr>
<tr>
<td>MIKE3</td>
<td>0.88</td>
<td>0.51</td>
<td>0.59</td>
<td>0.40</td>
</tr>
</tbody>
</table>
Results

When comparing modeled and observed hydrographic characteristics, it is important to be sure that the model solutions are not affected by the modelled initial values. The initial distribution of temperature in the GoF (Fig. 2A and B) is typical for the winter period. SST increases gradually from near 0 °C in the easternmost basin to 1.5 °C in the west, whereas near-bottom temperature varies from 0 °C in the east to 4 °C in the western end of the Gulf, with a local maximum of about 4 °C at 26°E. The thermocline is absent throughout the Gulf, the water masses being well-mixed in the east whereas in the west temperature increases at depths below 30–40 meters due to the advection of warmer water masses from the Baltic Sea Proper.

The surface values of the initial winter distribution of salinity (Fig. 2C and D) increase from east to west from about 4‰ (because of the lack of data the values are overestimated) in the easternmost part of the GoF to 6.0‰–6.5‰ in the western GoF and from north to south by 0.5‰–1.5‰. In the near-bottom layer, the pattern is approximately the same with slightly higher salinity (about 7‰) in the western Gulf and a local maximum 7‰ in the deep central part of the GoF. A weak halocline exists only in the western GoF at a depth of 50–80 m. In other parts of the Gulf the vertical salinity distribution is almost homogeneous. Due to the lack of data, especially in the eastern GoF, the salinity distribution, based on observations, does not reflect the real winter situation, mainly due to underestimation of the influence of the Neva River. Modeled temperature and salinity distributions for summer (see Figs. 4–9) differ strongly from the distributions for winter used to initialize the models. This feature allows us to conclude that the model solutions for the summer–autumn period are to a large extent adjusted to the external forcing.

Horizontal distributions

According to satellite and ship measurements, SST during summer warming (26–30 June 1996) was between 12 and 14 °C (Fig. 4A and B). A gradual increase in temperature by about two degrees was seen between the western part of the Finnish coastal zone and the southeastern Gulf. This increase has been practically identified by ship-based observations, although no ship data exist in the eastern Gulf. The gross features of the observed SST were reproduced by all the models (Fig. 4C–H). However, the EIA model (Fig. 4F) underestimated SST in the central part of the Gulf by 2–3 °C due to the low vertical resolution of the model and problems with vertical mixing.

According to observations, SST was rather homogeneous in the Gulf from 11–15 August when a high pressure system covered the Baltic region with weak winds at that time (Fig. 5A and B). SST varied between 18 and 20 °C, with lowest temperatures (17 °C) near the western part of the Estonian coast. Four of the models (HIROMB, OAAS, EIA and COHERENS; Fig. 5C, D, F, G) predicted a more or less homogeneous distribution of SST in the Gulf, consistent with the observations to within a few degrees. The SPBM model (Fig. 5E) underestimated SST by about 3 °C. All the models showed a weak upwelling in the western Gulf near the coast of Finland which was not evident in the measurements. This feature was most prominent in the results of the MIKE3 model (Fig. 5H), which overestimated the decrease in SST by several degrees in that region.

The distribution of observed surface salinity averaged over the June–August period showed an increase from close to 0‰ in the Neva mouth to about 6‰ in the western part of the GoF (Fig. 6A). All models reproduced the general pattern of a cyclonic mean circulation (Fig. 6C–H), although greater in magnitude than that of the observations, giving rise to lower salinities near the coast of Finland as compared with corresponding values off the Estonian coast (this difference being at most about 0.5‰). The impact of the Neva River on salinity was slightly overestimated by some models (HIROMB, COHERENS, MIKE3; Fig. 6C, G, H), with predicted salinities that were lower than the measured ones near the coast of Finland and in the easternmost part of the Gulf. Opposite results were produced by the OAAS and SPBIO models for this region (Fig. 6D and E). The results of the EIA model
Fig. 4. Sea-surface temperatures (SST, °C) in the Gulf of Finland during 26–30 June 1996 according to (A) satellite data, (B) ship data, (C) HIROMB, (D) OAAS, (E) SPBM, (F) EIA, (G) COHERENS, and (H) MIKE3.
Fig. 5. Sea-surface temperatures (SST, °C) in the Gulf of Finland during 11–15 August 1996. Notation as in Fig. 4.
Fig. 6. Sea-surface salinities (S, ‰) in the Gulf of Finland averaged for 1 June–1 September 1996 according to (A) ship data, (B) difference between ensemble mean of the models and data, (C) HIROMB, (D) OAAS, (E) SPBM, (F) EIA, (G) COHERENS, and (H) MIKE3.
(Fig. 6F) exhibited a pattern of salinity in the easternmost part of the Gulf that was contradictory to the cyclonic circulation.

The ensemble mean prediction of the models (Fig. 6B), shows a difference in salinity of only 0.5‰–1‰ as compared with the observations in the open Gulf. However, the model ensemble predicted penetration of saline water too far eastwards in the upper layer relative to that observed; this leading to overestimation of salinity by 0.5‰–1.0‰. In the western Gulf the model ensemble simulated the surface salinity successfully, with an error of not more than 0.5‰.

A distinctive feature of the observed near-bottom salinity distribution during June–August was a tongue of water with relatively high salinity penetrating into the central part of the GoF from the Baltic Proper (Fig. 7A). The salinity values in this tongue were 8.5‰–9.0‰ at the entrance to the Gulf and remained high (7.0‰–7.5‰) at 27.5°E. The gulf became shallower eastward of this longitude and had no specific bottom layer with a halocline. All models (Fig. 7C–H) made good predictions of the penetration of this salt water tongue as far east as 27.5°E, the most successful being MIKE3 (Fig. 7H). The salinity as predicted by the models was however not as high as that seen in the data, the underestimation being 0.5‰–1‰. The predicted vertical gradient of salinity was thus smoother than that observed.

The discrepancy in bottom salinity between the model results and observations can be explained by the fact that the depth levels in the model grid are shallower than the real depths, due to the fact that the resolution of the model grid is $2 \times 2$ nautical miles. The near-bottom salinity near the entrance of the GoF was underestimated by SPB (by 0.5‰), EIA (by 1.0‰) and COHERENS (by 0.5‰, Fig. 7E, F, G, respectively). The ensemble-mean difference between the model results and the measurements was usually 0.5‰–1‰ in the open Gulf — the model ensemble underestimating the salinity (Fig. 7B). Larger discrepancies were found only in coastal regions where the depth of the model grid differed significantly from reality. It was not possible to estimate the accuracy of salinity near the coasts because of lack of data.

**Sections along the GoF**

A temperature section along the central axis of the GoF was measured on board the r/v *Nikolay Matuskevich* during 11–12 August 1996 (see Fig. 3C), between longitudes 23°E and 29°E. The corresponding model simulations covered the period between 11 and 15 August. By this time, warming of the upper layer was strong and a weakly mixed layer could be identified in the upper 15 m where temperature drops from 18–19 °C to 15 °C (Fig. 8A). A strong thermocline was present between 10 and 35 m. At the depths of more than 40 m, water temperature was usually close to 4 °C although the westernmost Gulf hosted slightly warmer water masses below 85 m originating from the Baltic proper. Note that along the section, the sea depth in the common output grid is shallower than the real sea depth.

The HIROMB model predicted a realistic upper mixed layer, but the predicted thermocline (Fig. 8B) was thicker than that observed such that there was no homogeneous layer below 40 m. In contrast, the OAAS model (Fig. 8C) produced no clear upper mixed layer and, as a result, the thermocline was located continuously between the surface and 40 m. A homogenous bottom layer exists below this depth where predicted temperature was some 2 °C lower than that observed. The SPBM model (Fig. 8D) produced a realistic upper mixed layer of 5–7 m in this area. The predicted thermocline extended to the 35-m depth, consistent with observations, although the simulated temperature was about 1 °C lower than that observed. An intermediate cold water layer between 40 and 65 m was simulated by the SPBM model, with temperatures that were 2 °C lower than those observed. The model did however capture the near-bottom penetration of warmer water from the Baltic Sea. The EIA model (Fig. 8E) failed to reproduce the upper mixed layer, although the predicted depth of the thermocline was realistic. Nevertheless, the simulated water mass in the bottom layer was too warm. Similarly, an upper mixed layer could barely be identified in the results of the COHERENS model (Fig. 8F) which predicted that the thermocline extended down to 45 m. The predicted temperature in deep water did however
Fig. 7. Near-bottom salinities (S, ‰) in the Gulf of Finland averaged for 1 June–1 September 1996. Notation as in Fig. 6.
fit well with observations. In the prediction of the mixed layer structure by the MIKE3 model (Fig. 8G), the thermocline was too thin, the intermediate cold-water layer too shallow and the predicted water temperature was underestimated by 2 °C. An upwelling region was predicted in the western Gulf, which did not appear in the observations.
Measurements used for the estimation of the performance of the models were made along a corresponding salinity section across the central axis of the Gulf (Fig. 9A). Salinity increased from 3‰ at the sea surface in the eastern part of the GoF to about 9‰ near the bottom of the western part. A front, located at about 26.5°E on the section, divided fresher water ($S < 4.5‰$) and saline water ($S > 5.5‰$). A homohaline layer was located in the central part of the Gulf between 0 and 35 m, below which there was a seasonal halocline. Here, the models performed well (Fig. 9A).
Near-bottom salinity in the western part of the section was accurately reproduced, with the exception of HIROMB (Fig. 9B) and MIKE3 (Fig. 9G). Model results differed from observations by about 0.5‰ at a depth of 70–75 m. In the eastern part of the section, all models gave 1‰–1.5‰ higher surface salinities except for MIKE3 (Fig. 9G) which produced a salinity that was about 1.5‰ lower than observed. The location of the salinity front was accurately reproduced by the HIROMB, COHERENS and MIKE3 models (Fig. 9B, F, G, respectively), although the last one overestimated the salinity towards the seaward side of the front. The other models underestimated the westward extent of the relatively fresh water. The eastward penetration of saline water in the bottom layer (isoline of $S = 6.5‰$ is taken as a marker) was reasonably well reproduced by SPBM, EIA, MIKE3 (Fig. 9D, E, G) and to some extent by HIROMB (Fig. 9B). The SPBM and COHERENS models successfully reproduced the westward spreading of relatively fresh water between 25.0°E and 25.5°E. Results from the OAAS and MIKE3 models (Fig. 9C and G) predicted westward intrusion of this less saline water into the thermocline forming an inverse salinity distribution, which is not supported by observations. The inverse vertical structure in salinity was balanced by a stable structure in temperature (see Fig. 8C and G) such that the density stratification was stable.

The above analysis shows that the models had difficulties in describing the pronounced estuarine two-layer circulation, i.e. the westward transport of fresh water in the upper layer and eastward transport of saline water beneath.

Temporal evolution in the Finnish coastal zone

The modeled temporal evolution of SST was compared with that measured at three monitoring stations in the Finnish coastal zone (Fig. 10A–C). Stations Huovari, Länsi-Tonttu and Längden are located in the eastern, central and western parts of the GoF, respectively (see Fig. 3C). The models successfully reproduced the qualitative trends in SST at all three stations. The temperature difference between the various models was sometimes several degrees: Some models overestimated and some underestimated the temperature. All the models failed to reproduce the high temperature observed in early June at Länsi-Tonttu (Fig. 10B), as well as the maximum summer temperature and the low temperature in mid-October at Längden (Fig. 10C). As the local SST is strongly influenced by the heat flux from the atmosphere and turbulent mixing at the sea surface, the mismatches between the observations and the model results were probably caused by the coarse resolution of the meteorological fields used in the study. Intuitively, it is obvious that inconsistent data about cloudiness or about small-scale effects such as local coastal winds, which are not described by the coarse-resolution meteorological forcing used, may lead to large uncertainties of modeled data (measured SST is about 9 °C in Huovari and Länsi-Tonttu, but about 6 °C in Längden, see Fig. 10). The differences in SST simulated by the various models were larger during the warming period than later in the summer and during the autumn cooling (see Fig. 11). No single model was consistently best for all periods and all places. For instance, during the warming period the OAAS model accurately reproduced measured values of SST at Längden (Fig. 10C), COHERENS at Länsi-Tonttu (Fig. 10B) and HIROMB at Huovari (Fig. 10A). During the cooling period, the HIROMB model showed good agreement with data at all three stations, except on 15 October in Längden (Fig. 10C) when all models failed.

The accuracy of the SST hindcast is higher in terms of the model ensemble (Fig. 11). Except for the three occasions where all models failed, and for the failure to reproduce maximum summer temperature in Länsi-Tonttu (Fig. 11B), the ensemble mean fits observations very well: the maximum difference of about 1.5 °C is reached on a few occasions only.

All the models, with the exception of MIKE3, successfully simulated the magnitude and timing of the maximum SST. The MIKE3 model reproduced the maximum temperature, but lags behind in its timing at Länsi-Tonttu and Längden (Fig. 10B and C). This failure is appar-
Fig. 10. Time evolution of sea-surface temperature (SST, °C) at Finnish intensive monitoring stations (A) Huovari, (B) Länsi-Tonttu and (C) Längden during 3 June–31 October 1996 (model results against data).

Fig. 11. Time-evolution of the model ensemble average of sea-surface temperature (SST, °C) at Finnish intensive monitoring stations (A) Huovari, (B) Länsi-Tonttu and (C) Längden during 3 June–31 October 1996.
ently due to the unrealistic upwelling simulated in the western GoF in mid-July. The maximum deviations from the observed SSTs were –1.5°C for Länsi-Tonttu and –2.4 °C for Längden.

The qualitative success of the models in simulating maximum SST at the three stations is shown in Table 6. These characteristics, especially the maximum SST, are indicators not only of the general quality of the models, as they serve also to identify important features of the hydrodynamic models that could have a bearing on the successful implementation of ecological models. In particular, the growth of cyanobacteria is strongly dependent upon temperature (as well as phosphorus) in that blooms are only initiated when SST exceeds a critical value (for some species about 15 °C). Maximum temperature could not be defined for Huovari because there were no measurements between 8 and 29 August, the period within which maximum temperatures were recorded at the other stations.

### Model performance

A statistical analysis of the differences between the model outputs and the data was performed for three groups of detailed vertical profiles of temperature and salinity. These data allow us to compare the model performance with observations, mostly in the western Gulf at the beginning of the summer and in the western and eastern parts in the middle of the summer.

The analysis for temperature showed that the performance of the models was better in the western than in the eastern part of the Gulf (Table 4). Correlation coefficients ($R$) for the west were usually higher than 0.9, with lower values for the eastern Gulf. The MIKE3 model is markedly different from the other models during the second period in the western Gulf due to its predictions of unreasonably strong upwelling. Different models did best in the western Gulf at different times. The HIROMB model, for example, gave particu-

<table>
<thead>
<tr>
<th>Model</th>
<th>Date ($t_s$), when SST reaches 15 °C</th>
<th>Period ($\tau$, days), when SST exceeds 15 °C</th>
<th>Maximum SST (°C)</th>
<th>Date when SST reaches maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Western GoF, station Längden</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>7 July</td>
<td>47</td>
<td>20.4</td>
<td>12 August</td>
</tr>
<tr>
<td>HIROMB</td>
<td>27 July</td>
<td>50</td>
<td>18.6</td>
<td>17 August</td>
</tr>
<tr>
<td>OAAS</td>
<td>5 August</td>
<td>35</td>
<td>19.0</td>
<td>17 August</td>
</tr>
<tr>
<td>SPBM</td>
<td>7 July</td>
<td>58</td>
<td>19.1</td>
<td>17 August</td>
</tr>
<tr>
<td>EIA</td>
<td>23 July</td>
<td>45</td>
<td>18.0</td>
<td>12 August</td>
</tr>
<tr>
<td>COHERENS</td>
<td>7 August</td>
<td>32</td>
<td>18.5</td>
<td>17 August</td>
</tr>
<tr>
<td>MIKE3</td>
<td>10 August</td>
<td>48</td>
<td>19.0</td>
<td>28 August</td>
</tr>
<tr>
<td><strong>Central GoF, station Länsi-Tonttu</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>3 August</td>
<td>44</td>
<td>19.5</td>
<td>17 August</td>
</tr>
<tr>
<td>HIROMB</td>
<td>26 July</td>
<td>51</td>
<td>18.6</td>
<td>18 August</td>
</tr>
<tr>
<td>OAAS</td>
<td>7 August</td>
<td>35</td>
<td>18.4</td>
<td>12 August</td>
</tr>
<tr>
<td>SPBM</td>
<td>23 July</td>
<td>59</td>
<td>19.5</td>
<td>18 August</td>
</tr>
<tr>
<td>EIA</td>
<td>26 July</td>
<td>50</td>
<td>18.4</td>
<td>18 August</td>
</tr>
<tr>
<td>COHERENS</td>
<td>7 August</td>
<td>33</td>
<td>18.0</td>
<td>18 August</td>
</tr>
<tr>
<td>MIKE3</td>
<td>12 August</td>
<td>48</td>
<td>18.5</td>
<td>28 August</td>
</tr>
<tr>
<td><strong>Eastern GoF, station Huovari</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>6 July</td>
<td>69</td>
<td>18.8</td>
<td>1 September</td>
</tr>
<tr>
<td>HIROMB</td>
<td>17 July</td>
<td>58</td>
<td>19.5</td>
<td>17 August</td>
</tr>
<tr>
<td>OAAS</td>
<td>21 July</td>
<td>54</td>
<td>20.2</td>
<td>17 August</td>
</tr>
<tr>
<td>SPBM</td>
<td>17 July</td>
<td>62</td>
<td>20.2</td>
<td>17 August</td>
</tr>
<tr>
<td>EIA</td>
<td>23 July</td>
<td>55</td>
<td>20.1</td>
<td>12 August</td>
</tr>
<tr>
<td>COHERENS</td>
<td>18 July</td>
<td>55</td>
<td>19.1</td>
<td>17 August</td>
</tr>
<tr>
<td>MIKE3</td>
<td>1 July</td>
<td>83</td>
<td>20.0</td>
<td>22 August</td>
</tr>
</tbody>
</table>
larly erroneous predictions between 24 June and 4 July, but then performed well for 15–26 July. With the exception of the difference in correlation coefficients, and the fact that several profiles were excluded from the analysis in the eastern GoF, the results in terms of other statistical characteristics are comparable for the eastern and western Gulf. The ensemble mean of the different models for different periods reproduced the temperature in the GoF with RMSE of less than 2 °C.

The highest correlation coefficients between the modeled and observed salinities were found for the western part of the Gulf at the beginning of the summer. Their values, as a rule, were greater than 0.9, and at times as high as 0.97 (Table 5). The correlation coefficients were lower in late July in the western and eastern parts of the Gulf being, as a rule, higher in the western part. The EIA model had a correlation coefficient of only 0.78 in the western gulf for July, with COHERENS and OAAS performing poorly in the eastern gulf with correlation coefficients of less than 0.8. MEA, RMSE and spread in the western Gulf were usually between 0.2‰–0.4‰. In the eastern Gulf MEA and RMSE were about 0.6‰–0.9‰ and the spread less than 0.4‰. The larger deviations in the eastern Gulf are most probably due to the pronounced salinity gradients that occur there.

The ranking of participating models in accordance with normalized RMSE (Fig. 12) indicates the relative amplitude of the simulated and observed variations, and shows that the best model in both regions considered is HIROMB, and the worst is MIKE3. The differences in model performance is quite large (in the western Gulf, RSME equals 3.8 and 6.8 for HIROMB and MIKE3, respectively; in the eastern Gulf, RSME equals 5.2 and 9.2 for HIROMB and MIKE3, respectively) and all the models work better for the western than for the eastern Gulf.

On the other hand, the ranking in accordance to $R$ (Fig. 13) indicates whether the fields have similar patterns of variation regardless of amplitude, and shows that in the western Gulf the best model is OAAS, the worst MIKE3, whereas in the eastern Gulf the best model is HIROMB, the worst being EIA. However, the differences between the performances of the models are not very large.

As was pointed out above, the models that we compared differ in many respects and, there-
fore, despite a common setup in terms of initial and boundary conditions and forcing fields, it is not evident beforehand that the model solutions will demonstrate similar behavior. A statistical analysis of the differences between the outputs of all six models was, therefore, performed for vertical profiles of temperature and salinity in the open GoF, defined as the part of the Gulf with the sea depths greater than 40 m (Table 7). The modeled temperatures are highly correlated with each other: the values of correlation coefficients are usually higher than 0.94, the lowest values of 0.80–0.92 for the MIKE3 model. Predictions of salinity gave slightly lower correlation coefficients, the lowest values of 0.81–0.91 and 0.81–0.93 for OAAS and COHERENCE, respectively.

**Discussion**

The motivation for this study was to examine and compare the performance of a suite of models in simulating the hydrodynamics of the Baltic Sea. A model inter-comparison exercise of this kind has not been previously undertaken for this area. The relative success of six different models was assessed by detailed comparison of their predictions with measurements, as well as with each other. Such an assessment highlights the strength and weaknesses of the state of the art in the hydrodynamics modeling of the Baltic Sea.

The following six models were compared: HIROMB, OAAS, SPBM, EIA, COHERENS and MIKE3. Care was taken to ensure that forcing functions, and boundary and initial conditions were the same for all of them. Results were compared with measurements carried out during the Estonian–Finnish–Russian “Year of the GoF”, including 316 profiles of salinity and temperature, and also at three Finnish monitoring stations, all in the GoF during the summer of 1996. These data allowed us to construct maps of the surface and bottom salinity of the entire GoF for the summer 1996. These maps will be useful for other purposes, such as in forthcoming model verifications or when investigating climatological conditions in the GoF.

Ensemble averaged results of the models showed no systematic over- or underestimation of hydrodynamic parameters. Predicted mean temperatures in various models generally differed from the observations by less than 1–2 °C. The mean error in salinity was less than 1‰. Nevertheless, accurate simulations of the hydrography of the Gulf turned out to be more difficult than anticipated. Despite the application of sophisticated turbulent closure schemes, the main difficulty with all the models was the correct simulation of the dynamics of the mixed layer, notably the accurate simulation of its depth and the properties of the corresponding thermohaloclines. None of the models was able to accurately simulate the vertical profiles of temperature and salinity. Various models used different schemes for vertical mixing (Table 1). Further, vertical resolution differed between models, leading to differences in their predictions.

Our findings, thus, indicate that ecosystem modeling studies of the Baltic Sea will need high horizontal resolution: the grid size should not exceed the internal Rossby-radius and a vertical resolution of a few meters is necessary in order to resolve the complex dynamics and topography of the Baltic Sea. One particular aspect that needs specific attention is the description of vertical advection. In some cases, the numerical

<table>
<thead>
<tr>
<th></th>
<th>OAAS</th>
<th>SPBM</th>
<th>EIA</th>
<th>COHERENS</th>
<th>MIKE3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIROMB</td>
<td>0.94; 0.91</td>
<td>0.96; 0.97</td>
<td>0.96; 0.93</td>
<td>0.96; 0.91</td>
<td>0.80; 0.96</td>
</tr>
<tr>
<td>OAAS</td>
<td>–</td>
<td>0.97; 0.89</td>
<td>0.95; 0.84</td>
<td>0.99; 0.81</td>
<td>0.91; 0.89</td>
</tr>
<tr>
<td>SPBM</td>
<td>–</td>
<td>–</td>
<td>0.98; 0.96</td>
<td>0.97; 0.93</td>
<td>0.92; 0.94</td>
</tr>
<tr>
<td>EIA</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.96; 0.93</td>
<td>0.87; 0.91</td>
</tr>
<tr>
<td>COHERENS</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.90; 0.89</td>
</tr>
<tr>
<td>MIKE3</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
schemes may produce artificial diffusion, which may partly explain the problems in reproducing the observed vertical stratification. The horizontal resolution (2 × 2 nautical miles) of the models in use may in some areas not be high enough to resolve meso-scale eddies because the internal Rossby-radius of deformation in the GoF is between 2–4 km (Alenius et al. 2003). This also influences the shape of the vertical profiles. The horizontal grid spacing used in this study was a compromise between the need for accuracy and the simulation run-time. Today, it is still extremely time-consuming to carry out simulations at very fine resolution for the entire Baltic Sea.

Statistically, the models were generally able to hindcast the salinity and temperature structure more accurately in the western than in the eastern Gulf. Comparison of the models and the data showed systematic problems in correctly simulating specific features of the Baltic Sea. All the models produced an upwelling along the coast of Finland between mid-July and early August 1996, but with different intensities depending on the predicted depth of the thermocline. Although satellite imagery shows some decrease in SST along the coast of Finland in August, this feature is not as marked as was simulated by MIKE3 (see Fig. 4). Another difficulty was in the simulation of the salinity distribution in Neva Bay, in the very eastern part of the GoF. These difficulties arose from the coarse resolution of the model bathymetry, and in particular the absence of the St. Petersburg dam which was not represented. For the same reason, and also due to problems with atmospheric forcing, SST was not always well simulated at the Finnish coastal stations.

The model inter-comparison exercise was encouraging in terms of the ability of the models to reproduce the general hydrodynamics of the Baltic Sea. Difficulties with simulating salinity and temperature in the eastern GoF led to problems in assessing the effect of the Neva River on the physical circulation. Ecosystem models are only as good as the physical setting in which they are incorporated (Doney 1999). We may expect that the problems encountered by the models in reproducing patterns of vertical stratification and mixing in the eastern Gulf may lead to further difficulties if biogeochemical tracers are added, in particular in the accurate simulation of spring bloom dynamics. The Baltic Sea is, for example, renowned for its blooms of cyanobacteria. Cyanobacterial growth is strongly related to temperature and it is encouraging to note that all the models perform reasonably well in simulating the magnitude and timing of maximum SST in the GoF.

The work presented here has highlighted the need for further model development in several areas in order to improve predictions of the hydrodynamics of the Baltic Sea. Accurate meteorological forcing is needed with a temporal resolution of for example 1 h and a spatial resolution of about 5 × 5 km. Descriptions of vertical mixing and advection terms should be improved, with particular emphasis on parameterizations specific to the Baltic Sea accounting for its pronounced salinity stratification in comparison with most of the world ocean. Movement towards higher vertical resolution should also be beneficial in accurately simulating the complex and changeable conditions of stratification that occur in the Baltic Sea. A better representation of bathymetry through the increase in both vertical and horizontal resolutions is needed to minimize discrepancies between real and model depths.

This modeling exercise demonstrated that the ensemble averaged results of the models showed no consistent over- or underestimation of hydrodynamic parameters. Thus, the ensemble average of the hydrodynamic models is accurate enough to be used as an input to biogeochemical and ecosystem models.

Conclusions

1. The present hydrodynamic models can reproduce the hydrographic conditions of the GoF reasonably well (temperature is simulated on average with an accuracy of ±1 °C and salinity with an accuracy of ±0.5‰) to give reliable forcing for ecosystem models.

2. There are still problems, especially with the description of vertical mixing. Sophisticated methods should be developed with particular relevance to the Baltic Sea because of the specific conditions of stratification that occur there.
3. There is still work to be done to refine the resolution of the models and to get more accurate initial, boundary and forcing functions for models of the Baltic Sea. Low vertical resolution in the model can lead to severe inaccuracies in the results.

4. According to skill tests of the models, the best model was HIROMB although no model was best/worst in all cases.
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