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Abstract

Air ions are constantly generated throughout the atmosphere by natural ionising radiation and they participate in the formation and dynamic processes of atmospheric aerosol particles. Their flow in the atmosphere is the cause for the air conductivity. However, there is a gap in understanding how variations in ionising radiation levels are reflected in air ion properties. Besides, observations related to air ions have been conducted at many sites around the globe, but the knowledge on features in air ions in vapour-limited environments is missing. The work in this thesis is dedicated to fill in these voids in knowledge related to air ions using the observational approach.

Factors influencing natural radioactivity in the atmosphere in a boreal forest were identified at the Hyytiälä SMEAR II Station in Finland. We found that the diurnal and seasonal patterns in the natural ionising radiation level were mainly introduced by boundary layer dynamics as well as snow cover and soil conditions. Current instrumentations for measuring the number size distribution of air ions have a lower size limit of 0.8 nm in the Millikan mobility diameter. Based on our analysis, the concentrations of 0.8-1 nm ions were generally seen varying similarly to the natural ionising radiation level. We found a clear enhancement of ionising radiation on 0.8-1.7 nm ion production on atmospheric NPF event days but not on non-event days, which suggests that 0.8-1.7 nm ions undergo less dynamic modifications and are possibly formed over shorter time scale on NPF event days than on non-event days.

To study features in air ions under conditions of limited vapours, the Concordia Station at Dome C, Antarctica, was chosen as the measurement site. Air ion processes were found to be active at the Concordia Station, including atmospheric new particle formation (NPF), ion production and loss in relation to cloud formation and wind-induced ion formation.

Overall, these results advance our understanding on the ion processes in the atmosphere, which can assist obtaining further insights into atmospheric aerosol formation mechanisms and ultimately finding solutions to air pollution issues and understanding climate variability.

Keywords: air ions, ionising radiation, non-detectable ions, theory updates
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1. Introduction

Air ions are electrically-charged airborne substances that suspend naturally in the atmosphere. Their formation is initiated by ionising radiation that turns air molecules (i.e. nitrogen and oxygen in the earth atmosphere) into so-called primary ions (e.g. (Israël, 1970; Harrison and Tammet, 2008; Shuman et al., 2015)). Within the planetary boundary layer of the Earth, owing to the presence of vapours and aerosol particles, primary ions can either transfer their charges to existing clusters and aerosol particles, or be transformed into charged clusters and particles by participating in clustering and subsequent growth processes. The critical cluster size defines the size limit, after which condensational growth is thermodynamically favoured (Curtius et al., 2006). Clusters that grow beyond the critical cluster size become nanoparticles. A schematic demonstration of the evolution of primary ions to charged clusters or particles is given in Fig. 1. These processes may involve both chemical reactions and physical transitions.

![Diagram](image.png)

Figure 1. The evolution of primary ions to charged clusters or particles.

The drift of ions in the atmosphere makes air conductive. Air conductivity is one of the major electric properties of the atmosphere (e.g. (Israël, 1970)). To understand the origin of air conductivity had been the primary scientific focus in the discipline of the atmospheric electricity study until the late 19th century when air ion production was linked to the radioactive sources present in the atmosphere (Simpson, 1906; Herbert, 1997; Aplin et al., 2008). This advancement in understanding atmospheric electricity laid the foundation of the global electric circuit concept proposed by Charles Thomson Rees Wilson (Wilson, 1921,
As air ions are one of the substantial components in the global electric circuit, motivations to understand the faith of air ions in the atmosphere continue in the atmospheric electricity discipline. Yet interests on air ions are not limited to the atmospheric electricity study. Being a naturally-occurring component in the Earth atmosphere, ions also attract scientists to investigate their chemical compositions and properties. Fred L. Eisele made the first attempt to make the mass spectrometric measurement of air ions at ground level (Perkins and Eisele, 1984), followed up by a series of studies by him and his group (e.g., Perkins and Eisele, 1984; Eisele, 1986, 1988, 1989; Eisele and Tanner, 1990; Tanner and Eisele, 1991).

Air ions are also a key constituent in atmospheric aerosol research. By definition, charged aerosol clusters or particles are air ions. The research discipline of atmospheric aerosols stems from the development of instrumentation for cloud and atmospheric electricity investigations (Flagan, 1998; McMurry, 2000b), and references therein, with focuses oriented to understand the formation of atmospheric aerosol particles and their dynamics as well as involvement in cloud formation (Kulmala et al., 2004; Poschl, 2005; Arnold, 2008). Along with the rapid industrialisation during the 20th century at a global level, environmental crises started to manifest themselves in pollution, resource shortages and climatic anomalies (IPCC, 2014). Air pollution mitigation and evaluation of the climate variability urge the needs for understanding atmospheric aerosol formation and the roles aerosol particles play in the global radiation balance (Stanier et al., 2004; Poschl, 2005; Boucher et al., 2013).

Atmospheric aerosol particles consist of primary and secondary particles: primary aerosol particles are emitted to the atmosphere in the form of particulate matters, whereas secondary aerosol particles are formed in the atmosphere via phase transition from precursor vapours (Seinfeld and Pandis, 2006). Atmospheric new particle formation (NPF) has been observed all around the globe (Wiedensohler et al., 1996; Kulmala et al., 2004; Kanawade et al., 2012; Weller et al., 2015; Wang et al., 2017a). Newly-formed aerosol particles grow in size by various processes, mainly condensation (e.g., Riipinen et al., 2012), and may eventually reach climate-relevant sizes in the form of cloud condensation nuclei (CCN) (Dusek et al., 2006; Kerminen et al., 2012). These secondary aerosol particles are suggested to contribute to 40-70% of the CCN formation globally (Merikanto et al., 2009; Yu and Luo, 2009).

From C. T. R. Wilson’s experimental works, ions are known to be capable of enhancing particle formation (Wilson, 1895, 1899). The participation of ions in atmospheric NPF has also been widely observed (Hörrak et al., 1998; Virkkula et al., 2007; Enghoff et al., 2008; Enghoff and Svensmark, 2008; Manninen et al., 2010; Yu, 2010). Although ions have been demonstrated, based on simulations and experiments, to have an effective stabilising effect on clusters and particles, thereby promoting NPF (Curtius et al., 2006; Kirkby et al., 2011; Duplissy et al., 2016), their influences on atmospheric NPF seem to be minor (Kulmala et al., 2007). Recent studies from CERN CLOUD experiments suggest that some vapours are capable of stabilising small clusters and particles, suppressing the direct contribution of ions in NPF (Kürten et al., 2016; Lehtipalo et al., 2016). Yet, ions also contribute to NPF in neutral forms via ion-ion recombination (Yu, 2010). It is therefore crucial to investigate the
properties of air ions and ultimately reveal the role of air ions in atmospheric NPF to combat against air pollution and potential climate crisis.

In this thesis, air ions are studied using the observational approach, with the primary aim to elucidate the connection of air ion properties to ionising radiation and understand the role of air ions in the formation of atmospheric aerosol particles. The main processes covered by this doctoral work include ion production by ionising radiation (orange ellipse) and aerosol dynamics (green ellipse), as illustrated in Fig. 2. The specific objectives for the investigation of these processes are

a) to evaluate how comparable the features of new particle formation events are captured by different instruments (Paper I)
b) to reveal how air ions respond to variations in natural ionising radiation level (Papers II & III)
c) to characterise the features in air ions in an environment of limited vapour sources and their relations to new particle formation processes (Paper IV)

The following content of this thesis is organised into four different sections. Section 2 contains descriptions of the main instruments used in ambient observations and the measurement sites in this thesis work as well as a derived parameter – ionising capacity. In section 3, features in atmospheric NPF and air ions are presented. This section begins with an inter-comparison study of atmospheric NPF observations with different instruments to emphasize the necessity of combining different techniques in characterising atmospheric aerosols. Next, features in air ions in connection to variations in natural ionising radiation are discussed to demonstrate the influences of ionising radiation on air ion properties. This section is ended with an overview of features in air ions observed at Dome C, Antarctica to complete the global observation network of air ions. Finally, a review of publications and the author’s contribution is presented in section 4 before moving to conclusion remarks and future outlook in section 5.
Figure 2. A schematic demonstration of atmospheric aerosol processes in connection to ion production by ionising radiation. The processes outlined in dashed ellipses are the main focuses in this thesis.
2. Materials and methods

Atmospheric aerosol particles vary in their concentration, size, shape and chemical compositions as well as in their charging properties (Seinfeld and Pandis, 2006). The characterisation of atmospheric aerosol particles therefore requires the application of instruments based on different measurement technologies (Kulkarni et al., 2011). Online measurements are typically preferred for field applications to probe the seasonality and long-term variability in aerosol properties. In the of work of this thesis, the concentration of aerosol particles is studied with size-segregated measurements for the investigation of the dynamical processes that modify the aerosol particle size distribution as well as charging properties.

2.1. Instrumentation and measurement sites

2.1.1. Online measurements of aerosol number size distribution

Atmospheric aerosol particles range from below 1 nm in Millikan mobility diameters (derived from the Stokes-Millikan equation (e.g. Hinds, 1999)) up to several hundreds of nanometres. The size segregation of aerosol particles in measurements can be based on their differences in electric mobility, penetration or vapour uptake. After size selection, particles can be detected online either electrically or optically (Flagan, 1998; McMurry, 2000a). Instrumentations employed in this thesis work include Differential Mobility Particle sizers (DMPS) (Aalto et al., 2001), an Aerosol Diffusion Spectrometer (ADS) (Dultsev et al., 2014), a Neutral and Air Ion Spectrometers (NAIS/AIS) (Mirmee et al., 2007; Mirmee and Mirmee, 2013) and a Balanced Scanning Mobility Analyser (BSMA) (Tammet, 2006). Hereafter, the sizes of particles or ions are referred in Millikan mobility diameters, or shortly mobility diameters.

A DMPS measures the number size distribution of total aerosol particles, including both neutral and charged fractions. Before size segregation, the sampled aerosol particles are brought to a bipolar charging equilibrium by passing them through a bipolar diffusion charger. The size classification performed inside the DMPS system relies on the relationship between the particle sizes and electric mobility using one or two Differential Mobility Analysers (DMA). By step-wisely changing the voltage applied on the collecting electrode, particles of a certain electric mobility can be selected by the DMA. These particles are subsequently directed to a growth compartment typically hosted by a Condensational Particle Counter (CPC). Inside the CPC, particles grow in sizes to several microns by uptaking vapourised working fluid under slightly supersaturated conditions and are eventually detected optically. Depending on if a single-DMPS (Paper IV) or twin-DMPS (Papers I and III) design is used, the measurement size range of the system can be 9-550 nm or 3-1000 nm. For long-term ambient measurements, the sheath flow in the DMPS system is usually dried before being fed into the DMA.
An ADS (Paper I) can provide size-segregated concentration information of total aerosol particles in the size range of 3-200 nm. This instrument is composed of a screen-type diffusion battery (DB), a condensational particle magnifier (CPM) and an optically particle counter (OPC). The CPM and the OPC together are analogous to a CPC, but the working fluid in the CPM is dibuthylphthalate. The classification of aerosol particles based on their sizes occur in the DB section, which consists of screens organised into 8 stages. With the first screen stage being empty, the other 7 stages are composed of different numbers of meshes. For each measurement cycle, 8 number concentrations of particles are obtained, by varying the number of screen stages that aerosol particles pass through. The particle number size distribution is reconstructed based on a mathematical model describing the diffusional particle deposition on wire meshes proposed by Mavliev and Aniklov (1985).

The AIS and BSMA are ion spectrometers that provide the number size distribution information of air ions. In both instruments, air ions are classified according to their difference in electric mobility and detected by electrometers. In the BSMA (Paper II), two plain aspiration condensers are used for sizing air ions in positive and negative polarities, respectively. By scanning continuously through a voltage range on the repelling electrode, air ions are classified into 16 mobility channels. The condensers are in use for classification alternately. However, both condensers share a common electrometer for ion detection. In order to overcome the noise generation in the shared electrometer, a bridging circuit is used to balance the voltage supply on the repelling electrodes to establish induced electric currents on the collectors of an equal magnitude but of opposite polarity. In contrast, an AIS employs two cylindrical aspiration condensers, each of which is equipped with 21 electrometers. This design enables the AIS to simultaneously classify ions into 21 mobility channels with constant voltage supplies on the repelling electrodes in both positive and negative polarities. The BSMA has a measurement size range of 0.8-8 nm in the Millikan mobility diameter, while that of an AIS is typically 0.8-42 nm (but the AIS used in Paper IV had a measureable size range of 0.9-48 nm).

The NAIS (Papers I) is an upgraded version of the AIS, which can also measure total aerosol particles in the size range of 0.8-42 nm in addition to air ions. For measuring total aerosol particles, prior to entering the analysers, aerosol particles in the sample flow are brought into a unipolar charging equilibrium by passing them through a unipolar corona charger. The corona charger has the same polarity as the downstream analyser into which the conditioned sample flow is directed. However, due to the presence of charger ions in the conditioned sample flow, the records between 0.8- ~2.5 nm in the NAIS particle mode are subject to biased signals from the charger ions.

2.1.2. Ionising radiation measurements

Natural ionising radiation present in the atmosphere has either cosmic or terrestrial origins. Cosmic radiation contributes primarily to the ionisation in the upper atmosphere. The highest ionisation rate in the ambient air is found typically in the lower stratosphere (~10-
15 km) of around 15-35 cm$^3$s$^{-1}$, which drops rapidly down to 2-3 cm$^3$s$^{-1}$ at the sea level (Bazilevskaya et al., 2008). Radon and its short-lived progeny in the air and other radioactive nuclides of terrestrial origins are the main suppliers (~80%) of ionising energy for air ion production over continents (Harrison, 2004). Although solid radioactive nuclides in the ground undergo alpha, beta and gamma decays, only gamma radiation is able to escape from the ground and ionise in the atmosphere. The measurement system of ionising radiation used in this thesis work is composed of a radon monitor (Paatero et al., 1994) and a total gamma detector (Laakso et al., 2004; Hirsikko et al., 2007) (Papers II&III). The Finnish Meteorological Institute (FMI) is responsible for maintaining both instruments.

The radon monitor provides information on the activity concentration of atmospheric radon-222 based on detecting aerosol beta activities coming from decays of the short-lived progeny (lead-214 and bismuth-214) of radon-222. The device consists of two counters, each of which is made up of a Geiger-Müller (GM) tube wrapped around by a piece of filter shielded in lead casing. The sampled air is directed through one counter for 4 h for sample collection on the filter, while the other counter is closed for the collected radioactivity to decay. A 4-h effective collection period followed by a 4-h decay period makes up a full measurement cycle of 8 h for one counter. The two counters are in collection mode alternately. The pulses from each GM tube are counted by a ratemeter in 10-min time resolution and the 10-min counts are registered to a datalogger. The geometric configuration of the counters gives a counting efficiency of 0.96% and 4.3% for the beta emission from lead-214 and bismuth-214, respectively. Knowing these counting efficiencies, the sample flow rate and the registered cumulative counts in 10-min intervals over each 4-h collection period, the activity concentration of atmospheric radon-222 can be restored following the equations presented in Paper II and by Paatero et al. (1994). The radioactivity from the long-lived progeny of radon-220 and possible artificial contributions is eliminated from the radon-222 activity concentration determination by applying a basis line correction for each 8-h measurement cycle of a counter.

The total gamma detector records pulse height spectra of gamma radiation in the energy window of 100-3000 keV and provides total count rates in a 10-min time resolution. This instrument employs a piece of 76 mm × 76 mm NaI(Tl) (thallium-activated sodium iodide) crystal scintillator. A photomultiplier tube detects the light emissions from the interaction of incident gamma radiation with the detector material. The pulse height information is recorded with a multichannel analyser. By monitoring the gamma peak (1460 keV) of potassium-40, the total gain of the detecting system is kept constant. The count rates are converted into dose rates in the air ($\mu$Sv h$^{-1}$) using a calibration factor determined by comparing the total gamma detector to a pressurised ionisation chamber. The scintillator is encased in a glass-fiber box insulated with polyurethane foam to maintain a constant temperature in order to avoid variations in the light yield of the scintillator material and drifts in electronics.
2.1.3. Measurement sites

This thesis work was based on analysing ambient data collected from two measurement sites: SMEAR II station (Papers I-III) and Concordia station (Paper IV). The SMEAR II station (61°51’ N, 24°17’ E; 181 m above sea level) is located at Hyytiälä in Southern Finland (Hari and Kulmala, 2005). It sits in a boreal forest dominated by Scots pines (Pinus sylvestris L.), with an average age of 55 years. The average tree height is about 16-18 m. The aerosol and ion measurements (except the PSM measurement) as well as the ionising radiation measurements belong to the long-term continuous observation network of the station. The PSM was deployed at this site during several campaigns (Kontkanen et al., 2017). The station also owns a 127-m measurement mast. Meteorological variables and trace gases are monitored continuously at eight different height levels on the mast.

The Concordia station (75°06’ S, 123°23’ E; 3220 m above sea level) is located at Dome C on the Antarctic plateau - the biggest frozen desert in the world. The nearest coast is at a distance of 1100 km from the station (Becagli et al., 2012). The ground is covered by ice glaciers and snow with a depth of more than 3000 m (Augustin et al., 2004). Aerosol and ion measurements were installed at a sampling site in the upwind direction of the prevailing winds, about 1 km southwest of the main station buildings. Northeasterly (10-90°) winds are suspected to be contaminated by local emissions from diesel generators and motor vehicles.

2.2. Determination of the ionising capacity

The ionisation rate in the ambient air is not directly measurable. However, theoretically the production rate of ion pairs can be approximated from ionising radiation measurements. For this purpose, a derived quantity, ionising capacity, is introduced in Paper III, which is defined as the potential maximum production rate of ion pairs upon ionisation in a unit volume per unit time. By knowing the activity concentration of atmospheric radon-222 (unit: Bq/m³), it is possible to estimate the energy that can be released in a unit volume of air per unit time (\(F_{\text{radon}}\)) from the decays of radon-222 and its short-lived progeny (polonium-218, lead-214, bismuth-214, and polonium-214). The accounted decay modes and weighted average decay energy in the ionising capacity determination is listed in Table 1. The decay chain of radon-222 and its short-lived progeny also emits a small fraction of gamma radiation, which is assumed to be measurable by the total gamma detector. By multiplying with the air density (\(\rho_{\text{air}}\)), the gamma dose rates (DR, unit: μSv h⁻¹) in air can be converted into energy absorbed in the air in a unit volume per unit time (\(F_{\text{gamma}}\)) (Eq. 1.1).

\[
F_{\text{gamma}} = DR \cdot \rho_{\text{air}}
\]  
(1.1)

The air density can be determined using ambient temperature and pressure from the ideal gas law. Then with knowing the total available energy released into a unit air volume per unit time (\(F\), unit: J cm⁻³ s⁻¹), i.e. \(F_{\text{radon}}\) or/and \(F_{\text{gamma}}\) in practice, the ionising capacity (\(Q\),
unit: cm$^3$ s$^{-1}$) can be calculated based on the assumption that on average 34 eV of energy is used in forming an ion pair as follows

$$Q = \frac{F}{34\text{eV}}. \quad (1.2)$$

Table 1. Decay modes and energy of radon-222 and its short-lived progeny that are accounted in determining the ionising capacity. The data are from the National Nuclear Data Centre of Brookhaven National Laboratory (http://www.nndc.bnl.gov/chart/). Adapted from Paper III.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Decay mode</th>
<th>Weighted average decay energy [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radon-222</td>
<td>$\alpha$ (100%)</td>
<td>5589</td>
</tr>
<tr>
<td>Polonium-218</td>
<td>$\alpha$ (99.98%)</td>
<td>6001</td>
</tr>
<tr>
<td>Lead-214</td>
<td>$\beta^-$ (100%)</td>
<td>225</td>
</tr>
<tr>
<td>Bismuth-214</td>
<td>$\beta^-$ (100%)</td>
<td>642</td>
</tr>
<tr>
<td>Polonium-214</td>
<td>$\alpha$ (100%)</td>
<td>7687</td>
</tr>
</tbody>
</table>
3. Atmospheric observations

The pioneering observations of atmospheric aerosol particles began with interests in understanding the formation of clouds and atmospheric electricity. John Aitken investigated the condensation process of water and developed a prototype dust counter and a pocket dust counter during 1880-1891 based on growing dust particles by condensation (Aitken, 1880, 1888; McMurry, 2000b). Using these devices, he was the first to be able to count atmospheric aerosol particles. However, C.T.R. Wilson found out that condensation could also occur in dust-free air (Wilson, 1895). His research linked the formation of condensation nuclei with ions produced by ionising radiation and evidenced the enhancement of charges on the formation of aerosol particles (Wilson, 1895, 1899). Ever since, curiosities in the number concentrations of aerosol particles and their formation mechanisms and dynamics make investigations on atmospheric aerosol particles emerged into a research discipline of its own.

With improvements and developments in instrumentations, atmospheric observations of aerosol particles have been reported in different environments. The concentrations of atmospheric aerosol particles range from a few tens of particles cm\(^{-3}\) in clean Antarctic air (Samson et al., 1990; Koponen et al., 2003; Pant et al., 2011; Järvinen et al., 2013) to even more than 10\(^5\) cm\(^{-3}\) in polluted urban regions (Zhu et al., 2002; Wehner, 2004; Mönkkönen et al., 2005; Wu et al., 2008). Polluted environments typically have higher condensation sinks (CS) than clean sites (Wu et al., 2008; Järvinen et al., 2013; Nie et al., 2014; Nieminen et al., 2014). The CS is a measure of the aerosol loading in the atmosphere, and it quantifies the uptake rate of vapours or small vapour-like substances (e.g. cluster ions) onto pre-existing aerosol particles. Air ion concentrations have also been reported from different sites around the globe. Concentrations of small ions (= cluster ions) vary typically from 200 to 2500 cm\(^{-3}\), even up to 5000 cm\(^{-3}\) (Hirsikko et al., 2011).

Owing to the sizing power of modern instruments, the atmospheric NPF process and the subsequent particle growth can be depicted. Devices capable of measuring below 3 nm are especially valuable for providing crucial information on the initial steps of NPF (Kulmala et al., 2012; Kulmala et al., 2013). Atmospheric NPF has been observed to take place worldwide in different continents and climatic zones (Kulmala et al., 2004; Vakkari et al., 2011). NPF can occur in pristine Antarctic environments (Kyrö et al., 2013; Weller et al., 2015), in forests (Kulmala et al., 2013; Gonser et al., 2014), in coastal areas (Modini et al., 2009; Sipila et al., 2016), and also in heavily polluted megacities (Wu et al., 2007; Nie et al., 2014; Kulmala et al., 2016; Wang et al., 2017b).

### 3.1. Measurement of atmospheric new particle formation (NPF) using different instruments

The characterisation of atmospheric NPF involves extensively the application of mobility particle size spectrometer systems (e.g. (Wiedensohler et al., 1996; Aalto et al., 2001;
Vakkari et al., 2011; Kanawade et al., 2012; Järvinen et al., 2013; Fiebig et al., 2014; Weller et al., 2015)). Wiedensohler et al. (2012) pointed out the needs for, and provided recommendations to, standardising the design and operation of such instruments. A technical harmonisation is achievable for a type of instruments (e.g. (Wiedensohler et al., 2012)). However, there is no single reference device in measuring atmospheric aerosol particles. The study of atmospheric aerosol dynamics requires the employment of different types of instruments to cover the interested size range for investigation. To assess the performance of different types of instruments in measuring atmospheric aerosol particles, the only means is to conduct instrumental inter-comparisons.

![Figure 3. Comparisons between concentrations measured by the ADS (green diamonds), DMPS (pink stars) and NAIS (blue dots) in different size ranges for May 1-3, 2013. Except on May 2, 2013, daytime NPF process was observed. A nocturnal event occurred on the evening of May 2, 2013. The size range of 3-6 nm shown in a), 6-10 nm in b), 6-20 nm in c) and 3-20 nm in d). Adapted from Paper I.](image)

During 29 April – 15 May, 2013, an ADS was inter-compared with a DMPS and a NAIS to evaluate its feasibility for ambient application in measuring atmospheric NPF at SMEAR II station in Hyytiälä (Paper I). Daytime NPF was observed on 1 and 3 May. Correspondingly,
concentration bursts of aerosol particles were seen in the measurements of the ADS, DMPS and NAIS (Fig. 3). In the size range of 3-6 nm, the ADS showed in general an agreement with the NAIS. The concentration measured by the DMPS, however, had the biggest deviation from those measured by the ADS and NAIS. This result implies the advantage of ADS over the DMPS in measuring small particles. The difference in concentrations between the DMPS and the ADS/NAIS was the smallest during NPF (Fig. 3a), i.e. the performance of the DMPS in 3-6 nm improved at high particle concentrations. This phenomenon suggests that this DMPS had a poor scheme accounting for diffusional losses of these small aerosol particles.

The agreement between the ADS and the DMPS improved as moving to larger sizes (Fig. 3b, c and d). The concentration level of 6-20 nm particles measured by the ADS and the DMPS almost overlapped with each other (Fig. 3c). But the NAIS consistently recorded higher concentrations of particles with sizes above 6 nm than the other two instruments (Fig. 3b, c and d). The reason comes most probably from the fact the ADS and DMPS shared a common sampling line, the inlet of which was on the top of the measurement cottage at 8 m, whereas the NAIS had a shorter inlet (~50 cm) that was located on the side of the cottage about 2.5 m above the ground level. Furthermore, the NAIS had a much higher sampling flow rate (60 l/min) compared with the DMPS (5 l/min) and the ADS (1 l/min).

3.2. Variations in the natural ionising radiation and the connection to air ions

The presence of radioactivity in the atmosphere induces air ion production. Tuomi (1989) observed an episode of significant high air conductivity at Helsinki-Vantaa airport in relation to Chernobyl nuclear accident. Although such introduction of radioactivity to the atmosphere via nuclear accidents and incidents is rare and temporal, natural radioactivity is present ubiquitously in the atmosphere. The production of air ions is inevitably influenced by variations in the natural radioactivity. Therefore, it is important to understand the seasonal and diurnal cycles in the natural ionising radiation. We used ionising radiation and air ion data collected from Hyytiälä SMEAR II station to investigate the variability in the natural ionising radiation and its connection to the observed air ions (Papers II&III).

The daily median radon and gamma fractions of the ionising capacity, derived from the measured ionising radiation using the method explained in section 2.2, exhibited different seasonality (Fig. 4a). The gamma ionising capacity had a relative constant level from May until the end of the year of about 9-10 cm$^{-3}$s$^{-1}$. It showed, however, a gradual declination in the beginning of the year, which reached the minimum (below 5 cm$^{-3}$s$^{-1}$) in mid-March. This reduction in the gamma ionising capacity originated from the attenuation of terrestrial gamma radiation by the accumulation of snow during the winter season (Paper III). Once the snow thawing began, the gamma ionising capacity was quickly restored to its maximum level and retained there. More complicated patterns were observed in the variability of the
radon ionising capacity, because the atmospheric radon activity concentration is sensitive to the boundary layer development, soil conditions as well as transport schemes (Paper II). The low radon ionising capacity during the springtime (March-May) resulted from the prohibited radon exhalation from frozen or water saturated soils while being diluted in the enlarged mixing volume as the consequence of a prolonged daytime. In comparison, the high winter radon ionising capacity was due mainly to the shallow boundary layer.

Figure 4. Seasonal and diurnal variability in the ionising capacity derived from the natural ionising radiation based on data measured in 2003-2006. a) Seasonal variations in the daily median gamma (left axis) and radon (right axis) ionising capacity. b) Diurnal variations in the median total ionising capacity in different seasons based on 10-min data. Spring: March-May, summer: June-August, autumn: September-November, winter: December-February. Data are presented in UTC+2:00. Adapted from Paper III.

Diurnal patterns in the median total ionising capacity were seen clearly in spring and summer, and to some extent in autumn (Fig. 4b). The diurnal variations in the total ionising
capacity were primarily caused by the response of atmospheric radon concentrations to the boundary layer dynamics. The radon ionising capacity was high in the early morning as a result of the accumulation of radon in the shallow nocturnal boundary layer. Along with the increased mixing due to the boundary layer thickening upon sunrise, the radon ionising capacity began to decline and reached its minimum in the afternoon when the boundary layer was fully developed. Afterwards, radon in the air was concentrated gradually as the mixing volume of the boundary layer shrank.

The total gamma radiation accounted for more than 80% of the ion pair production in the lower troposphere (Paper III). Once formed, ion pairs, i.e. primary ions, may undergo a series of dynamical processes and finally become charged nanoparticles. These processes deface easily the properties of charged nanoparticles in direct relation to the ionising radiation. Thus, by comparing the variability in the cluster (0.8-1.7 nm) ion concentration with that in the ionising capacity, only slight similarity could be identified (Paper III). However, ions in the size range of 0.8-1 nm followed the median variations in the ionising capacity in all the seasons except in winter (Fig. 5).

![Figure 5. Diurnal patterns in the median 0.8-1 nm negative ion concentration and ionising capacity in different seasons based on 2003-2006 data.](image)

By setting constraints on the cluster ion and ionising capacity data, a relationship between the concentration of all ions in the cluster size range (0.8-1.7 nm) and the ionising capacity became clear on NPF event days (Fig. 6). With the same set of constraints, however, no
such a clear pattern was seen on non-event days (*Paper III*). The influences from the diurnal and seasonal variability were minimised by choosing the time window of 0:00-3:00 and the months of September-December. Winds were constrained from the clean sector in 280°-30° to reduce the complication introduced by the transported radon from continental sources. The data were further restricted to low CS values (< 0.002 s⁻¹) and snow-free periods to avoid significant variations in the aerosol uptake of cluster ions and the snow attenuation of terrestrial gamma radiation. With such constraints, a clear enhancement of ionising radiation on the production of cluster ions was observed when the ionising capacity was below 11 cm⁻³ s⁻¹. However, with high ionising capacities (> 11 cm⁻³ s⁻¹), the cluster ion concentration levelled up. This observation indicated that the cluster formation process was unable to rescue charges efficiently from recombination in proportion to the infinite increase in the ionising capacity, possibly related to the limited availability of nucleating vapours. The fact that a better dependency of the cluster ion concentration on the ionising capacity was seen on NPF event days than on non-event days may suggest that cluster ions observed on NPF event days have undergone less transformations and are formed over shorter timescales than those on non-event days and consequently they can preserve features in relation to ionising radiation.

Figure 6. The cluster (0.8-1.7 nm) ion concentration as a function of the ionising capacity (radon ionising capacity + gamma ionising capacity) for selected data in the years 2003-2006, with Spearman’s rank correlation coefficient (ρ). The data was constrained on event days in September-December between 0:00 and 3:00 with the wind direction between 280° and 30°, while the condensation sink (CS) was below 0.002 s⁻¹. No dependence of the cluster ion concentration on the CS or hour-of-day was identified. Also the snow season was screened out. Adapted from *Paper III*. 
3.3. Features in air ions and their relation to aerosol dynamics

Participation of air ions in atmospheric NPF has been reported from many sites (e.g. (Virkkula et al., 2007; Manninen et al., 2010)). This phenomenon is typically characterised by a concentration burst of intermediate ions (1.7-7 nm) (Tammet et al., 2014; Leino et al., 2016). However, the production of intermediate ions is not limited to NPF processes. Observations of high ion concentrations in the intermediate size range near waterfalls and during rain episodes have been documented (Hõrrak et al., 2006; Laakso et al., 2007; Kolarz et al., 2012). These intermediate ions, however, differ from those formed during NPF, due to their shrinking rather than growing nature (Tammet et al., 2009). Air ion production has also been recorded in association with strong winds in cold environments (Virkkula et al., 2007; Manninen et al., 2010). Regardless of measurement locations and processes in air ion dynamics, there is always a pool of cluster ions present in the atmosphere (e.g. (Virkkula et al., 2007; Manninen et al., 2009)).

Ion processes are rich in the ambient air. The so-far reported observations of air ions are all from sites where there are available vapour sources that can potentially participate in clustering and the growth of aerosol particles. To add to the missing piece to the global air ion observations, an AIS was deployed at Concordia station on Dome C, Antarctica, during 22 December, 2010 – 16 November, 2011 for the investigation of the number and size properties of air ions (Paper IV). The high altitude and remote location of this measurement site provides a unique environment of a high exposure to cosmic radiation and very limited vapour sources. The high exposure means a high production rate of primary ions; but with limited vapours, the formation of larger ions is expected to be suppressed. However, in reality, atmospheric NPF processes were frequently observed during the Antarctica spring and autumn, even on consecutive days (Fig. 7a and b). Apart from regular NPF events occurring with only one mode (Fig. 7a), a number of multi-mode formation and growth events were observed (Fig. 7b).
Figure 7. Ion processes measured by an AIS at Concordia station on Dome C, Antarctica. Feature 1 refers to atmospheric NPF: a) consecutive NPF events observed during 9-15 March 2011 by the AIS & b) consecutive multi-mode formation and growth events observed
during 12-16 February 2011 by the AIS; Feature 2 refers to the ion production in association with cloud formation on 20 January 2011: c) DMPS spectrum & d) AIS spectrum; and Feature 3 refers to wind-induced ion formation event observed on 3-4 July 2011: e) DMPS spectrum, f) AIS spectrum and g) wind directions (WD) and wind speeds (WS). Data are presented in UTC. The local time is UTC+8. Adapted from Paper IV.

In addition, during a cloud formation event (Fig. 7c), a reduction in the cluster ion concentration was seen along with an intensive production of ions larger than 8 nm. The reduction in cluster ion concentrations is known as a characteristic pattern in relation to cloud formation (Lihavainen et al., 2007). The ions with a size larger than 8 nm seen by the AIS might be multiply charged cloud droplets, but seen as singly-charged ions in the instrument. They could also be produced in the sampling line of the AIS as a result of the cloud droplet breakage under the high sampling rate and low temperature conditions. Moreover, ion production under strong wind conditions was also observed at the Concordia station (Fig. 7e-g). Unlike the feature reported from Jungfraujoch (Manninen et al., 2010), a fraction of the wind-induced ions was observed to grow to large sizes detectable by the DMPS at the Concordia station (Fig. 7e-g). Owing to the fact that the formation of ions occurred mostly below 7 nm, it is not likely that these ions were produced by mechanical pathways involving the shuttering of resuspended snowflakes and ice particles by turbulence, which in principle should lead to the formation of ions in all sizes. Rather, these wind-induced ions were probably formed via clustering of vapours released from the resuspension process via desorption and sublimation. The delay in the ion concentration burst from the onset of the wind intensification might be attributed to the needs of building-up atmospheric vapour concentrations for the clustering process to be detectable. Like being identified at Aboa (Virkkula et al., 2007), ion concentrations exhibited linear relationships with wind speeds (Fig. 8). The winds seemed to be more effective in air ion production at Concordia station than at Aboa.
Figure 8. Ion concentrations as a function of wind speed. a) Ion concentration in the cluster size range: 0.9-1.9 nm for Dome C (black circles) and 0.9-2.2 nm for Aboa (grey circles, from Virkkula et al. (2007)). b) Ion concentration in the size range of 1.9-10 nm for Dome C (black circles) and in the intermediate size range of 2.2-9.5 nm for Aboa (grey circles, from Virkkula et al. (2007)). The Aboa ion data were reported in mass diameters. The size ranges referred here are reconverted from the measured electrical mobility channels in mobility diameters. A wind speed threshold of 17 m/s is used for characterising the 2-step linear feature at Aboa and 7 m/s for that at Concordia station. Adapted from Paper IV.
4. Review of papers and the author’s contribution

**Paper I** verifies the performance of an Aerosol Diffusion Spectrometer (ADS) in laboratory and for measuring atmospheric new particle (NPF) formation at Hyytiälä SMEAR II station via an intercomparison with a Diffusion Mobility Particle Sizer (DMPS) and a Neutral and Air Ion Spectrometer (NAIS). Based on laboratory experiments, the ADS was found to have a good sizing ability and a reasonable accuracy for concentration measurement. It was also shown to be capable of depicting the features in atmospheric NPF. In this work, I analysed the ambient data for the instrumental intercomparison and participated in writing the manuscript.

**Paper II** identifies factors that introduce variability to the atmospheric radon activity concentration at the Hyytiälä SMEAR II station. The atmospheric radon activity concentration showed clear seasonal and diurnal variations. The diurnal patterns result mainly from the development of boundary layer. Seasonal variations are related primarily to seasonal changes in boundary layer heights, but also to snow cover and soil conditions. Low atmospheric radon activity concentrations were found in association with marine air masses, whereas high radon concentrations were observed with continental air masses. In this work, I performed all the data analysis and wrote most of the manuscript.

**Paper III** presents variations in natural ionising radiation that induces ionisation in the ambient air and their linkage to changes in air ion properties at Hyytiälä SMEAR II station. The diurnal features in ionising radiation came mainly from the response of atmospheric radon to boundary layer dynamics. The concentration of air ions in the size range of 0.8-1 nm was found to have a close relationship to the variability in ionising radiation. In general, our results suggest that 0.8-1.7 nm ions that have not undergone a very complicated dynamic process during their formation from primary ions tend to retain features in relation to variations in ionising radiation. In this work, I performed all the data analysis and wrote the manuscript.

**Paper IV** reports different features observed in air ions in an environment with high exposure to cosmic radiation and limited vapour sources. The results were obtained by analysing the first air ion dataset collected from the Concordia station located at Dome C, Antarctica. The main processes affecting the number size distribution of air ions at this site were identified, including atmospheric new particle formation, ion production or loss in relation to cloud formation and wind-induced ion formation. In this work, I performed substantially the data analysis and wrote most of the manuscript.
5. Conclusions and outlook

Air ions are initially produced by ionising radiation via the ionisation of air molecules and they modify the properties of atmospheric aerosol particles by providing stabilisation of newly formed clusters to enhance particle formation and participating in the dynamical processes of aerosol particles in the ambient air. Understanding the lifecycle of air ions in the atmosphere can ultimately deliver insights in the role of aerosol particles in air quality degradation and climate variability. This thesis brings advancement in understanding the connection of air ion properties to ionising radiation and air ion dynamic processes using the observational approach. The specific objectives listed in Section 1 are fulfilled by the following outcomes:

By intercomparing an Aerosol Diffusion Spectrometer (ADS), a Differential Mobility Particle Sizer (DMPS) and a Neutral and Air Ion Spectrometer (NAIS) in measuring size distributions during atmospheric new particle formation, we found that the general features depicted by these instruments were similar. The DMPS had a wide size range (3-1000 nm) for measurement. However, it underestimated the concentration of particles in 3-6 nm. The NAIS had the advantage in measuring small particles of 3-6 nm but was limited by an upper measureable size of 42 nm. The ADS provided number size distribution data of aerosol particles over the size range of 3-200 nm, and it turned out to be comparable to the NAIS for detecting relatively small particles and to the DMPS for detecting larger particles. These results reaffirm the importance of instrumental intercomparison for the verification of the applicability of instruments in ambient observations (Paper I).

Factors influencing the natural ionising radiation level in a boreal forest were identified. The diurnal pattern in ionising radiation was found mainly from changes in the atmospheric radon activity concentration as a result of boundary layer development and seasonality was primarily introduced by variations in boundary layer heights, snow cover depth and soil conditions. Air ions in the cluster size range of 0.8-1.7 nm exhibited connected patterns to, and dependency on, variations in the natural ionising radiation level. Dynamic processes modify the number size distributions of air ions. In general, the more aged the air ions were in the atmosphere, the less of their properties they could preserve in relation to the ionising radiation. Therefore, patterns in the 0.8-1 nm ion concentrations were found in a closer relationship to ionising radiation than larger ions in the cluster size range. With constraints on the data, a clear dependence of the production of 0.8-1.7 nm ions on ionising radiation was identifiable on NPF event days, but not on non-event days. This phenomenon likely implied a younger age of these ions on NPF event days than on non-event days (Papers II & III).

An Air Ion Spectrometer (AIS) was deployed on the Antarctic Plateau at Dome C for characterising air ion processes in a vapour-limited environment. Several features in air ions were identified, including atmospheric new particle formation (NPF), ion processes in relation to cloud formation as well as wind-induced ion production. Atmospheric NPF was
frequently observed during February, March, October and November. The onset time in the
morning before noon of these observed NPF evidenced the involvement of photochemistry.
Wind-induced ion production however was mainly seen in dark months. The features of the
wind-induced ion formation process might likely imply that these ions were produced via
clustering and growth processes rather than charging shattered products of snowflakes and
ice crystals. The vapours were possibly released via resuspension from the surface snow
during strong winds. A fraction of the wind-induced ions was found to be able to grow to a
few hundred nm (Paper IV).

Overall, these results improve our understanding on how properties of air ions evolve
through dynamic processes in the atmosphere after being produced by ionising radiation.
Air ions are ubiquitously produced throughout the atmosphere and they modify constantly
aerosol properties. The investigation of aerosol impacts on the global radiation budget
requires knowledge on the contribution of secondary aerosol particles to the atmospheric
aerosol loading. Therefrom, the formation mechanisms of aerosol particles from the gas
phase and their destiny in the atmosphere need to be revealed, which can also benefit in
seeking for solutions to combat air pollution. These, however, cannot be achieved without
understanding the role of air ions. Moreover, air conductivity has been reported capable of
acting as a proxy for air pollution (Retailis et al., 1991; Guo et al., 1996; Kamsali et al.,
2009). Air ions, being the cause of air conductivity, are thus a key parameter in mitigating
air pollution that is besetting many large and mega cities in the world.

Although observations of air ions have been conducted on short-term and long-term bases
at many sites around the globe, their roles in the ambient air are far from being understood.
Studies based on atmospheric observations show dominancy by the neutral pathway over
the ion pathway in forming aerosol particles (Kulmala et al., 2007). However, theoretical
simulations indicate that the involvement of ions in aerosol particle formation is
thermodynamically favoured (Curtius et al., 2006). Recent chamber experiments suggest
that some vapours are able to take over the role of ions in stabilising clusters to form
nanoparticles (Kürten et al., 2016; Lehtipalo et al., 2016). However, to ultimately estimate
the participation of ions in nanoparticle formation, we need to understand if ions can act
also as catalysts in forming neutral clusters/particles and how significant are the three-body
or multi-body recombination processes. Furthermore, the formation of clouds is one
research focus in atmospheric aerosol studies. However, clouds are typically electrified and
the charging mechanisms of clouds remain still ambiguous (Saunders, 2008), which is one
research question to be solved in the atmospheric electricity discipline. There may exist an
interconnection between the formation and charging mechanisms of clouds, which should
be tackled with efforts of scientists from both the atmospheric electricity and atmospheric
aerosol disciplines via collaboration. The interdisciplinary cooperation could also provide
insights in ion closure assessment and ultimately elucidate the role of ions in the ambient
air.
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**ABSTRACT**

Information on the ambient aerosol number size distribution is essential to address various scientific questions related to aerosol particles in the atmosphere. However, due to the wide size and concentrations ranges of ambient aerosol particles, no single instrument alone is capable of measuring them all. Instruments based on different measurement principles are engaged in the measurement of atmospheric aerosols. Intercomparison of such instruments is necessary to cross-validate the reliability of obtained data. In this study, a verification of a Novosibirsk Aerosol Diffusion Spectrometer (ADS) in the size classification of aerosol particles was carried out in laboratory and via a field intercomparison with a Differential Mobility Particle Sizer (DMPS) and a Neutral cluster and Air Ion Spectrometer (NAIS). The laboratory experiments confirmed the good accuracy of the ADS on sizing and concentration measurement. The ADS was satisfactorily comparable with the DMPS and the NAIS for the measurement of ambient aerosols within the size range 3–200 nm. The differences between condensation sinks derived from the ADS and DMPS measurements were smaller on days with new particle formation (NPF) than on non-NPF days. Similar formation rates and growth rates were acquired based on the DMPS, NAIS and ADS measurements, proving a reasonable ability of the ADS in measuring the concentrations and size distribution of nucleation-mode particles.

**1. Introduction**

Atmospheric aerosol particles have regional and global effects on climate, cloud formation, air quality, visibility and human health (Clarke et al., 2011; Collaud Coen et al., 2013; Dusek et al., 2006; Fountoukis et al., 2014; Jimenez et al., 2009; Kerminen, Liljavainen, Komppula, Viisanen & Kulmala, 2005; Pöschl, 2005; von Klot et al., 2005). The ambient aerosol number size distribution is of the key variables, in addition to the chemical composition, that are required to address these effects (Asmi et al., 2011; Freutel et al., 2013). The aerosol number size distribution spans from 1 nm up to 10 μm (Jiang et al., 2011; Kulmala et al., 2013; Kulmala et al., 2007; Laakso et al., 2003), while the total number concentration varies from 10^2 cm^{-3} in clean remote areas (Koponen, Virkkula, Hillamo, Kerminen & Kulmala, 2003) to 10^6 cm^{-3} in polluted urban mega-cities and in intense pollution plumes (Mönkkönen et al., 2005).

The challenge in measuring ambient aerosol number size distributions goes hand in hand with the wide range of particle sizes...
and concentrations. Therefore, the full size or concentration range observed in the atmosphere cannot be covered completely with the help of a single instrument (McMurry, 2000). On the one hand, to capture the features of atmospheric particles, one has to rely on the synergy of different measurement techniques and instruments (Kulkarni, Baron & Willeke, 2011). On the other hand, the suite of instruments relying on different physical parameters in e.g. size classification needs to be intercompared to verify the performance of the instruments (Wiedensohler et al., 2012) in order to provide the crucial information on ambient aerosol number size distributions that is required to address various scientific questions related to these aerosol particles.

The aim of this study is to provide a technical description of Novosibirsk Aerosol Diffusion Spectrometer (ADS) and to verify its comparability with other aerosol measurement techniques addressing ambient aerosol properties. We summarize the measurement principles as well as the mathematical procedures required for the derivation of aerosol number size distributions within diameter range 3–200 nm. We present laboratory verification of the ADS with artificially generated monodisperse aerosol. Furthermore, we operated the ADS in parallel with aerosol and ion instruments at the Station for Measuring Ecosystem – Atmosphere Relations (SMEAR II) at Hyytiälä in southern Finland (Hari & Kulmala, 2005), which provided a benchmark data for the aerosol number size distributions.

2. Methods

2.1. Technical description of Aerosol Diffusion Spectrometer (ADS)

The ADS is used for measuring the number size distribution of nanoparticles. The technical design and operating characteristics are similar to that described by Dultsev, Mik, Dubtsov, and Dultseva (2014). Its major units include a diffusion battery (DB), a condensation particle magnifier (CPM), an optical particle counter (OPC), and an interface controller (IC). A schematic sketch of the ADS is presented in Fig. 1. Briefly, after passing consecutively through a certain number of screen stages (sets of meshes) in the DB, the sampled aerosol are delivered through the manifold to the condensation chamber of a mixing-type CPM, where they are enlarged to about 0.8 μm in diameter. The concentration of these enlarged particles is subsequently measured with an OPC. This procedure is repeated; the number of screen stages, through which aerosol particles pass in the DB, is decreased by one at a time (from 7 to 0).

The DB consists altogether of 8 consecutively connected screen stages. Seven of these stages contain meshes, with the first one being empty. The number of meshes in each screen stage and the cross-section of the corresponding DB compartment are presented in Table 1. The aerosol flow is switched between the sections of the DB with the help of a set of electromagnetic valves. The volumetric flow rate through the DB is set to be 1 l/min. The subsequent CPM has a similar design to that described by Fuchs and Sutugin (1965), where the particles are grown by the condensation of dibutylphthalate (DBP). The saturator of the CPM is made from a 270-mm long copper tube with a diameter of 20 nm. It is filled with silica gel that is impregnated with DBP. The saturator is heated to 80 ± 0.3 °C, through which passes an air flow of 1 l/min, free of aerosol particles (purified with a HEPA filter). This air flow becomes saturated with DBP vapors after the saturator section, which is then mixed with the aerosol flow in the turbulent-type condensation chamber of the CPM, where the condensational growth of aerosol particles by supersaturated DBP vapors occurs. This growth continues in the enlargement tube (460 mm long, with an outer diameter of 20 mm), so that aerosol particles eventually gain a diameter of about 0.8 μm. The total flow after the CPM (2 l/min) is split into two: one (0.33 l/min) goes to the OPC for

![Fig. 1. A schematic sketch of the Aerosol Diffusion Spectrometer (ADS) and its major components.](image)

Table 1
A summary of technical parameters of the Diffusion Battery (ADS). Nylon meshes – 50 μm fiber diameter, grid pitch - 172 μm; stainless meshes - 300 μm fiber diameter and grid pitch – 800 μm.

<table>
<thead>
<tr>
<th>Section number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section, mm</td>
<td>8</td>
<td>11</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Number of nylon meshes</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>15</td>
<td>29</td>
<td>53</td>
</tr>
<tr>
<td>Number of stainless steel meshes</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
concentration determination and the other (1.67 l/min) is discharged to the atmosphere through a HEPA filter. The measurable range of aerosol particle concentrations without dilution is from 10 to 2×10⁶ cm⁻³.

From each measurement cycle, we obtain 8 measured aerosol particle concentrations, nᵢ (i = 0–7), where i indicates the number of screen stages in the DB that the aerosol flow passes through. For example, n₀ is the concentration of particles passing through only the 1st screen stage (without meshes) and n₈ is the concentration of particles through all stages. In each cycle, it takes about 4 min as the minimal total time for the actual measurement and the subsequent size distribution reconstruction using the algorithm described below.

The particle size distribution is reconstructed in the range from 3 to 200 nm, based on the model of diffusional particle deposition on wire meshes, suggested by Maviev and Ankilov (1985). Within this model, the penetration P(R) of monodisperse particles with a radius R through a set containing s meshes is described as

\[ P(R) = \exp(-A s Pe^{-2/3}), \quad A = 6.35d_f/h_s \]  

(1)

where Pe is Peclet number, equal to \( d_f U/D(R) \); \( U \) is the velocity of the aerosol flow; \( d_f \) is the wire diameter; \( h_s \) is the grid pitch; and \( D(R) \) is the diffusion coefficient of particles with the radius \( R \), equal to

\[ B_1/R + B_2/R^2 \]

(2)

where \( B_1 = 8.53 \times 10^{-6} \) and \( B_2 = 1.27 \times 10^{-6} \, [m^2/s] \) (\( R \) is expressed in nm). Cheng and Yeh (1980) have suggested a similar equation for penetration,

\[ P = \exp(-SN\eta), \quad S = 4ah/\pi(1 - \alpha d_f), \quad \eta = 2.7Pe^{-2/3} \]

(3)

where \( \alpha \) is the solid volume fraction, \( h \) is the mesh thickness and \( d_f \) is the mesh fibre diameter.

Ichitsubo, Hashimoto, Alonso, and Kousaka (1996) showed experimentally that the penetration of uncharged and charged particles with sizes down to about 2 nm is reasonably well described by the model suggested by Cheng and Yeh (1980). For a set of equal meshes, the penetration of monodisperse particles with the same diffusion coefficient calculated according to Eq. (1), differs by 5–10% from that according to Eq. (3). This difference may arise from the usage of empirical parameters (6.35 in Eq. (1) and 2.7 in Eq. (2)). For a fixed value of \( P(R) \) through the screen stages of the DB (e.g. 0.4), the \( D(R) \) values calculated according to Eqs. (1) and (3) differ from each other by 7–10%. If these values are then converted into particle diameters using two combinations of equations - (1 and 2) and (3 and CMD correlation) (Friedlander, S. K., 2000), the calculated particle diameters will differ by 4–7%. This is within the typical error of experimental measurements. Therefore, we used the combination of Eqs. (1) and (2) in our data inversion procedure. The detailed discussion on the theory of diffusion batteries is presented by Knutson (1999).

2.2. Data inversion algorithm

Measurement data obtained using a diffusion battery consist of \( m \) count values, \( c_i \); here \( m \) is the total number of battery sections. The particle size distribution, \( f(r) \), satisfies the system of integral equations (Ankilov, 1993; Eremenko & Ankilov, 1995).

\[ c_i + e_i = \int_{r_{\text{min}}}^{r_{\text{max}}} f(r)p(r)dr, \quad i = 1...m, \]

(4)

where \( e_i \) is the unknown measurement error, and \( p(r) \) is the penetration function for the \( i \)th section of the battery. Supposing diffusion to be the only mechanism of particle precipitation on the surface of the DB screens, the probability, \( p \), that a particle with a radius, \( r \), passes through \( s \) screen stages of the DB can be approximated as

\[ p(r, s) = \exp\left(-s C_s \left( \frac{B_1}{r} + \frac{B_2}{r^2} \right)^{2/3} \right). \]

(5)

Here \( B_1 \) and \( B_2 \) are constants depending on the gas media and temperature; \( C_s \) is a constant determined by the diffusing particle configuration, such as the screen size, the diameter of the mesh wire, the grid pitch and the flow rate. For example, under normal atmospheric conditions (temperature \( T = 20 \, ^\circ \mathrm{C} \)) with the particle radius expressed in nm, \( 8.53 \times 10^{-6} \) and \( 1.27 \times 10^{-6} \). The coefficient \( C_s \) is proportional to the flow rate to the power of \( 2/3 \). Penetration functions for different values of \( s \) are presented in Fig. 2.

On the basis of the analysis and processing of measurement data, one can determine the size distribution of aerosol particles and some additional secondary characteristics (the average diameter \( D_{av} \), the average volumetric diameter \( D_{vol} \) and the geometric mean diameter \( D_{geo} \)). We propose a method for solving the Eq. (4) based on a specially developed technique of averaging multiple solutions.

It is obvious that the solution of Eq. (4) cannot be a unique distribution of a single allocation. There is a convex continuum of distributions within measurement errors, matching the system, depicted by Eq. (1). Different distributions can be obtained by using different methods in solving Eq. (4) to match Eq. (1). In our approach, the solution is found by averaging multiple distributions using appropriate statistical weights. The basic idea for calculating these weights is that the most probable state (corresponding to the maximum entropy) is a state of “thermal equilibrium” (Yee, 1989). It is assumed that there is no significantly rapid change in the aerosol concentration and size distribution during the time of a measurement cycle (about 4 min).

Then the particle size range \( [r_{\text{min}}, \ r_{\text{max}}] \) is divided into \( n \) intervals \( (n > m) \), with the width of these intervals \( \Delta = [r_{j+1} - r_j] \) being logarithmically uniform and we get a system of linear equations in the matrix form. In the present work, we have neglected the measurement error, \( e \), because of its minor contribution (\(< 5\%\)).
\[ \mathbf{A} \cdot \mathbf{x} = \mathbf{b} + \mathbf{e} \quad A_{ij} = p(r_j)/\delta_j \quad x_j = f(r_j) \quad \delta_i = c_i/\delta_j \quad i = 1 \ldots m \quad j = 1 \ldots n. \]  

(6)

The solution is found by minimizing the error functional (the Euclidean norm of the error vector) \( \Phi = ||\mathbf{A} \cdot \mathbf{x} - \mathbf{c}|| \) (Rosen, 1960). The obtained size distribution is considered as a set of \( N \) discrete elements of equal weights, \( W \). The number of elements should be large enough to reduce the discretization error.

\[ d_j = x_j/W, \quad \sum_{j=1}^{n} x_j = N \cdot W. \]  

(7)

If we let each element randomly change its index (i.e. diffuse along the set of sizes) and set the probability of a transition in such a way that the mean value of the error functional will stay close to the expected value (which is equivalent to the temperature), the system will gradually shift to a state of balance and then fluctuate around the equilibrium position. The statistical weight of each distribution is \( P = N! \prod_{k} k \) and can be evaluated automatically.

The final solution is obtained by averaging over sufficient distributions that occur during these fluctuations, so that the change of the solution is negligible.

Based on the obtained distribution, we find the average characteristics: the average diameter \( D_n \), the average volumetric diameter \( D_{mv} \) and the geometric mean diameter (the value indicating the location of the point of the maximum distribution):

\[ D_n = \frac{\sum_{j=1}^{n} r_j \cdot x_j}{S}; \]  

(8)

\[ D_{mv} = \left( \frac{\sum_{j=1}^{n} r_j^{3} \cdot x_j}{S} \right)^{1/3}; \]  

(9)

\[ D_{m_g} = r_k + d_4 (r_{k+1} - r_k); \]  

(10)

\[ k = [d]; \quad d_4 = \left\{ \frac{d}{S} \right\}; \quad d = \sum_{j=1}^{n} x_j. \]

Here \( S = \sum_{j=1}^{n} r_j, \{ \varepsilon \} \) is the integer part of \( \varepsilon \), \( \{ \varepsilon \} \) is the fractional part of \( \varepsilon \).

An example of the algorithm application is presented in Fig. 3.

### 2.3. Field experiments

During the field campaign (April 29 - May 15, 2013) at Hyytiälä SMEAR II station, the ADS was primarily compared with a Differential Mobility Particle Sizer (DMPS) for the ambient measurement of atmospheric aerosol particles. Also a Neutral cluster and Air Ion Spectrometer (NAIS) was used to verify the performance of the ADS in capturing new particle formation (NPF).

The DMPS measures the number size distribution of aerosol particles between 3 and 1000 nm in mobility diameter. It consists of a drier, a radioactive bipolar charger, two Hauke-type Differential Mobility Analyzers (DMAs) with different dimensions and two Condensation Particle Counters (CPCs). By increasing the voltages applied on the DMAs stepwise, aerosol particles are size segregated and then counted in the CPCs (Kulmala et al., 2012; Wiedensohler et al., 2012). The sheath flow passes through a diffusion drier before entering into the DMAs to assist sizing of aerosol particles. Therefrom, a reduced moisture content in the
DMAs can be expected, leading to shrinkage of sampled particles (Yli-Juuti et al., 2011). Accordingly, the hygroscopic effect was taken into consideration in the data analysis of this work following the method described by Laakso et al. (2004). The parameterization represents well the aerosol in Hyytiälä as it is dominated by organic compounds with only a quite low hygroscopic growth factor (e.g. Zieger et al., 2015).

The NAIS gives number size distribution information both on aerosol particles and on air ions. Unipolar corona chargers are employed in the NAIS. It measures negative and positive polarities separately. The NAIS is composed of a set of precharger and prefilter, a set of main charger and filter and a set of cylindrical DMAs. Twenty one electrometers are integrated with each analyzer as detectors. Usually it is operated in three different modes: offset mode, ion mode and particle mode. Background signals of the electrometers are registered in the offset mode by turning on the prechargers and prefilters, which are used in correcting the currents.

\[ \text{Counts:} 
\begin{align*} 
1) & \quad 2040 \\
2) & \quad 1248 \\
3) & \quad 825 \\
4) & \quad 424 \\
5) & \quad 232 \\
6) & \quad 139 \\
7) & \quad 81 \\
8) & \quad 97 
\end{align*} 
\]

Fig. 3. Examples of the size distribution reconstruction using the proposed algorithm. Counts are shown in a) (dashed line corresponds to data restored from obtained distributions). The distribution b) is obtained by averaging of 4 solutions. The distribution c) is obtained by averaging of 32 solutions.
received in the ion and particle modes. Both pre and main sets of charger and filter are off when measuring air ions. For the classification of aerosol particles, main chargers and filters are in use (Manninen et al., 2009; Mirme & Mirme, 2013). Since the purpose of this comparison is to prove the ability of the ADS for NPF measurement, only particle data from the NAIS were used. The NAIS measures the mobility size distribution of aerosol particles (Manninen et al., 2010; Manninen et al., 2009). The ADS primarily provides sizing information based on diffusion diameter, which is equivalent to the mobility diameter (Lange, Fissan & Schmidt-Ott, 1996) for singly-charged particles.

All the instruments were placed inside a cottage. The DMPS is part of the long-term measurement system at the station. The ADS shared the same sampling line as the DMPS, which sampled from the top of the cottage. The NAIS had its own inlet on the side of the cottage due to its high flowrate requirement (60 l/min) for sampling (Manninen et al., 2009; Mirme & Mirme, 2013). The DMPS has a sample flow of 5 l/min (Kulmala et al., 2012), and the ADS has a sample flow of 1 l/min.

To quantify the NPF, the overall methodology of Kulmala et al. (2012) was used. Condensation sink (CS) and formation rate (J) were determined based on the parameterization suggested in Kulmala et al. (2004) and vapour source rate (Q) following the equation given by Kulmala et al. (2001) and Dal Maso et al. (2002). Yli-Juuti et al. (2011) tested two methods for growth rate determination for the nucleation mode particles: maximum concentrations and mode fitting. They found that the two methods gave similar results, and their results suggested a size dependence of the particle growth rate. Both these methods were applied in this work: the growth rate calculation from the DMPS and ADS followed the method of maximum concentrations.

3. Results and discussion

3.1. Laboratory verification on the aerosol number size distribution of the ADS

The prototype of the ADS (ADB) was compared with various aerosol-measuring instruments during an international workshop at the Institute for Experimental Physics of the University of Vienna, Austria (Ankilov et al., 2002).

The accuracy of the particle size measurement by the ADS was estimated using monodisperse polystyrene latex (PSL) particles of different sizes (41, 73, 100, and 140 nm). Typical examples of the measured size distributions for such particles are presented in Fig. 4. The mean diameters for the tested PSL particles measured by the ADS varied within ± 10% of the specification provided by the manufacturers. And the accuracy of the measurement of the particle number concentration by the ADS was within ± 15% in the concentration range from about 1010 to 1015 cm−3. An additional comparison of the ADS with TEM (LIBRA 120) was carried out using polydisperse (σg=1.45) Ag and NaCl aerosol particles. One example is presented in Fig. 5. The diameter of Ag nanoparticles was calculated from TEM images by the following means: the image of an individual particle was approximated by a circle, so that its calculated circle diameter was assigned to the particle diameter.

The theoretical analysis of the DB size resolution was performed earlier (Eremenko, Caldow Baklanov, Havlicek & Sem G, 1995; Eremenko & Ankilov, 1995). Laboratory studies and numerical experiments showed that two modes could be resolved for the mixture of monodisperse PSL particles, if their diameters differed by a factor of two (Fig. 6a). Additional experiments were carried out to test size resolution of the ADS. Mixtures of nanoparticles with different mean diameters were prepared using a hot-wire generator, similar to that described by Kangashuoma et al. (2015) and a photochemical aerosol generator (Dubtsov & Baklanov, 1996). Fig. 6b shows the size distribution reconstruction for a mixture of 5 nm WO3 and 25 nm organic nanoparticles. In general, these experiments showed that the ADS can resolve two modes of polydisperse particles if their modal diameters differ by a factor of

![Fig. 4](image-url). Examples on particle size distributions of monodispersed polystyrene latex (PSL) particles measured with the ADS. Bars are experimentally measured size distributions and lines are log-normal fits to the observational data. The mean diameters for the PSL particles were 41 ± 3 nm, 65 ± 4 nm, 105 ± 6 nm and 143 ± 8 nm according to the specifications given by the manufacturers. The reconstructed ADS mean diameters were 39 ± 3 nm, 65 ± 4 nm, 98 ± 6 nm and 158 ± 13 nm, respectively.
3 - 4. Some more results of these experiments are presented by Valiulin et al. (2014).

3.2. Comparison of aerosol number size distribution from the ADS, DMPS and NAIS

During the field campaign at Hyytiälä SMEAR II station in the period of April 29 – May 15, 2013, the ADS was intercompared with a DMPS and a NAIS. The size distribution ranges given by the ADS, DMPS, and NAIS are 3–200 nm, 3–1000 nm and 3–42 nm, respectively. Because the sheath flow in the DMPS system passes through a diffusion drier, the distribution of aerosol particles measured by the DMPS is considered as the dry size distribution (Yli-Juuti et al., 2011). Thus, a hygroscopic correction was applied.
to the DMPS data according to Laakso et al. (2004). This correct has little effect on the median number size distribution of measured aerosol particles by the DMPS on May 3, 2013 - a NPF event day (Fig. 7a). However, the median DMPS number size distribution showed a clear shift towards larger sizes on May 5, 2013 - a non-event day (Fig. 7b). On the non-event day, a shoulder at around 30–40 nm was observed on the median DMPS number size distribution curve, when the hygroscopic correction was applied, which approximately coincided with the location of the peak seen in the ADS curve. Such a connection in median number size distributions of the ADS and the DMPS was not visible without the hygroscopic correction.

The spectra of all the three instruments on the NPF-event day (May 3, 2013) resembled each other within the measurement size range of the NAIS (Fig. 8a). Above this limit, similar spectral features could still be captured by the ADS compared to the DMPS. The pattern on the non-event day (May 5, 2013), displayed in Fig. 8b, showed also no marked difference from each other, except for the strip in the NAIS spectrum at above 20 nm, which came from the deficiency in the NAIS data inversion accounting for multiply charged particles.

The number size distributions measured by the ADS and DMPS manifested similar features on the NPF-event day at above 6 nm (Fig. 7a). However, the ADS detected more aerosol particles than the DMPS on the NPF-event day in the size range of 20–40 nm, and slightly less above 40 nm. On the non-event day (Fig. 7b), the median number size distribution of the ADS peaked at a smaller size and did not attain clearly the shoulder appearing at around 150 nm in the DMPS plot.

The mean diameters derived from the DMPS and ADS measurements and the correlation between them on both the NPF event day and the non-event day are illustrated in Figs. 9 and 10, respectively. Diurnal variations were observed in the mean diameters, and they exhibited different profiles on event and non-event days. Particles on the non-event day were larger than those detected on the event day, as shown in Fig. 9. The smallest diameters were observed during the NPF event around noon on May 3, 2013. On the

Fig. 7. Median particle number size distributions measured by the ADS and the DMPS a) on a NPF event day (May 3, 2013) and b) on a non-event day (May 5, 2013). DMPS with hygroscopic correction (black dashed line) and DMPS without hygroscopic correction (grey dashed line) in 3–1000 nm, and ADS (dotted line) in 3–200 nm.

Fig. 8. Contour plots of the number size distributions obtained by the ADS, the DMPS and the NAIS: the left column (a) shows a NPF event on May 3, 2013 and the right column (b) a non-NPF event on May 5, 2013. From upper to lower panel: DMPS spectra in the size range of 3–1000 nm, NAIS spectra in the size range of 3–42 nm and ADS spectra in the size range of 3–200 nm. The dotted black line indicates the upper measurement limit (42 nm in mobility diameter) of the NAIS. The hygroscopic correction was applied to the DMPS data.
contrary, a bump could be seen on May 5, 2013 in the afternoon. These distinct phenomena resulted concurrently with the boundary layer development together with particle scavenging and growth processes. The difference between the sizes derived from the DMPS and ADS was smaller on the event day whereas more notable on the non-event day. Arithmetic and geometric diameters of the DMPS and ADS measurements on the event day matched better with each other than in the case of the volumetric diameter. However, on May 5, 2013, the non-event day, the correlation coefficient for the volumetric diameter was the highest. The overall behavior was that the ADS tended to marginally underestimate the size of the aerosol particles compared with the DMPS, especially on the non-NPF day.

As for the concentration demonstrated in Fig. 12, the two bursts in the particle concentration occurred around noon on May 1 and May 3, 2013 were due to the NPF processes. Another distinguishable increase during the evening of May 2, 2013 was a nocturnal NPF event. In the size range of 2.9 – 6 nm, the ADS detected a higher concentration of aerosol particles than the DMPS, which however, was similar to that given by the NAIS. The congruity in the concentration recorded by the ADS and DMPS emerged as moving to larger sizes, while the distinction from the concentration level measured by the NAIS intensified. Nevertheless, upon

Fig. 9. The mean volumetric, arithmetic and geometric diameters obtained from the number size distribution measurements of the DMPS and the ADS on May 3, 2013 a) and May 5, 2013 b). The hygroscopic correction was taken into account for the DMPS data.

Fig. 10. Correlations between volumetric diameters, arithmetic diameters and geometric diameters derived from the DMPS and the ADS. Upper panel: a NPF day on May 3, 2013. Lower panel: a non-NPF day on May 5, 2013. The hygroscopic correction was taken into account for the DMPS data.
the occurrence of the NPF, the divergence between the NAIS and DMPS or ADS diminished and tended to retain at its minimum during the event. However, outside the NPF, the disagreement was especially noticeable. The ADS showed a better agreement with the NAIS for the concentration of particles with sizes below 6 nm, suggesting the advantage of the ADS over the DMPS in counting small particles. A good correlation between the total concentrations measured by the ADS and DMPS in the size range of 3–200 nm.

Fig. 11. Correlations between measured total concentrations by the DMPS and the ADS in the size range of 3–200 nm. Each color corresponds to a measurement day with the corresponding correlation coefficient (R). Improper function of the ADS was observed on May 9–12. The ADS was not in operation on May 6. The hygroscopic correction was taken into account for the DMPS data.

Fig. 12. Comparisons between concentrations measured by the ADS (diamonds), the DMPS (stars) and the NAIS (dots) in different size ranges for May 1–3, 2013. Except on May 2, 2013, daytime NPF process was observed. A nocturnal event occurred on the evening of May 2, 2013. The size range of 2.9–6 nm shown in a), 6–10 nm in b), 6–20 nm in c) and 2.9–20 nm in d). The hygroscopic correction was taken into account for the DMPS data.
was found during this field campaign in general (Fig. 11), apart from the days with ADS malfunction. The ADS tended to underestimate the particle concentration at larger sizes near its cut-off (Fig. 7). The similar particle concentration measured by the ADS to that by the DMPS could therefore result from compensation to the underestimated concentration of bigger particles by the higher concentration of smaller particles given by the ADS.

3.3. Measurements of new particle formation with ADS

Diurnal variations were observed in the total concentration of aerosol particles. On the NPF event day, a sudden rise in the total particle concentration could be seen at around noon after a slight concave at around 8 o’clock in the morning (Fig. 13). Upon sunrise, a rapid vertical mixing resulting from boundary layer development enhanced the dilution and sink of aerosol particles. Consequently, the number concentration of particles dropped to its minimum. At the same time photochemical processes intensified producing vapors driving the new particle formation and subsequent growth (Kulmala et al. 2013; Ehn et al., 2014). As a consequence, a sharp rise in the total particle concentration, as shown in Fig. 13, was observed. Discriminately, an opposite trend was found on the non-event day. A mild concentration increase occurred in the morning hours (8:00–10:00), which was followed by a decline with the minimum reached in the late afternoon. The slight morning increase of the total particle concentration could be related to the expansion of the mixing volume as a result of boundary layer development, which imposes a dilution on particle number concentration leading to a reduction in the sink of vapor sources by condensation.

The condensation sink (CS) accounts for the loss rate of vapors by condensation onto aerosol particles and NPF events are favored on low-CS days (Dal Maso et al., 2005). During our campaign, lower condensation sinks were observed on NPF days, where differences between the condensation sinks derived from the ADS and DMPS were also the smallest (Fig. 14). On clear and strong NPF event days, the ratio between the CS derived from the ADS and DMPS were primarily found in between 1:1.5 and 1:5 when the full size range of the instrumentations were taken into consideration (Fig. 14a). However, when inspecting only the common size range (3–200 nm), most data laid between the bounds of 1:1 and 1:2 (Fig. 14d). The reason for the bigger ratio than unity can be attributed to the decreasing detection efficiency of the ADS towards the upper limit in its measurement size range. For all NPF event days, the upper bound of the CS ratio derived from the common size range for most data was enlarged to 1:3 whereas the lower bound fell slightly below unity (Fig. 14e). Even when non-event days were considered, apart from minor shifts in the upper and lower bounds, no significant deviation in the relation between the CS derived from the ADS and DMPS was seen from the pattern of NPF event days (Fig. 14f). On both NPF event and non-event days, the ratio between condensation sinks derived from the common size range was smaller than those derived from the whole measurement size range of the instrumentations. Yet, more remarkable difference in the CS ratio was observed on non-event days than on NPF event days (Fig. 14b & e & f).

Due to the relatively poor sizing of the ADS at above 100 nm, the derived sinks from its measurement data could be biased by uncertainties. Lower sinks were obtained from the ADS data compared to those from the DMPS measurement (Fig. 14 and Table 2). Other relevant parameters for characterizing NPF processes include growth rates (GR) and formation rates (J)(Kulmala et al., 2012). GR depicts the rate of bulk particle growth due to vapor uptake in terms of the diameter change and J quantifies the source rate of particles of a certain size. J rates are typically calculated for particles in certain size ranges and the formation rate of 3–25 nm particles, often denoted as J3, is known to be a representative measure for nucleation mode particles (Nieminen et al., 2014). Similar GRs were acquired based on the DMPS, NAIS and ADS measurements (Table 2). J3 values obtained from the DMPS and ADS for 3–25 nm particles were also comparable with each other.
4. Summary and conclusions

A technical description of the Novosibirsk Aerosol Diffusion Spectrometer (ADS) was presented, including measurement principles as well as mathematical procedures for the reconstruction of aerosol number size distributions within the diameter range of 3–200 nm. The size segregation of the ADS was verified with artificially generated monodisperse aerosols and their mixtures in the laboratory. In addition, the ADS was intercompared with aerosol and ion instruments in the Station for Measuring Ecosystem–Atmosphere Relations (SMEAR-II) at Hyytiälä in southern Finland, assuring the competence of the ADS for the classification of ambient aerosol particles.

The laboratory verification based on measurements of monodisperse particles showed that the particle sizing of the ADS was in good agreement (± 10%) with the specifications provided by the manufacturers of the PSL particles. For the concentration range of

![Figure 14](image)

**Fig. 14.** Condensation sinks derived from the DMPS vs. condensation sinks derived from the ADS. Left column: DMPS (3–1000 nm) and ADS (3–200 nm). Right column: DMPS (3–200 nm) and ADS (3–200 nm). Upper panel: on selected NPF event days, middle panel: on all NPF event days and lower panel: on all the days (NPF event days are marked with circles and non-events with crosses). A hygroscopic correction was applied to the DMPS data. The event days selected in Fig. 7a and d were observed with strong and clear NPF events. Improper function of the ADS was observed on May 9–12. The ADS was not in operation on May 6.
Table 2

<table>
<thead>
<tr>
<th>Instruments</th>
<th>May 1, 2013</th>
<th>May 3, 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdS</td>
<td>NAIS</td>
<td>DMPS</td>
</tr>
<tr>
<td>GR [cm/h]</td>
<td>4.1</td>
<td>4.4</td>
</tr>
<tr>
<td>CS [10^{-3} s^{-1}]</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>J_s [cm^3 s^{-1}]</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>Q [10^{-3} cm^3 s^{-1}]</td>
<td>3.2</td>
<td>3.2</td>
</tr>
</tbody>
</table>

10^{-1}–10^{-5} cm^{-3}, only a ± 15% uncertainty was found in the resolved number concentration measured by the ADS.

The performance of the ADS during the field campaign was satisfactorily comparable with the DMPS and the NAIS for measuring ambient aerosol particles in the size range of 3–200 nm. Good correlations between number concentrations measured by the ADS and the DMPS were observed. Lower condensation sinks were obtained from the ADS data compared with those from the DMPS. The differences between the sinks were smaller on NPF event days than on non-NPF days. Similar formation rates and growth rates were acquired based on the DMPS, NAIS and ADS measurements, proving a reasonable capability of the ADS in measuring nucleation mode particles during NPF.
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Radon-222 ($^{222}$Rn) has traditionally been used as an atmospheric tracer for studying air masses and planetary boundary-layer evolution. However, there are various factors that influence its atmospheric concentration. Therefore, we investigated the variability of the atmospheric radon concentration in response to the vertical air mixing and spatial transport in a boreal forest environment in northern Europe. Long-term $^{222}$Rn data collected at the SMEAR II station in southern Finland during 2000–2006 were analysed along with meteorological data, mixing layer height retrievals and air-mass back trajectory information. The daily mean atmospheric radon concentration followed a log-normal distribution within the range $< 0.1$–$11$ Bq m$^{-3}$, with the geometric mean of $2.5$ Bq m$^{-3}$ and a geometric standard deviation of $1.7$ Bq m$^{-3}$. In spring, summer, autumn and winter, the daily mean concentrations were $1.7$, $2.7$, $2.8$ and $2.7$ Bq m$^{-3}$, respectively. The low, spring radon concentration was especially attributed to the joint effect of enhanced vertical mixing due to the increasing solar irradiance and inhibited local emissions due to snow thawing. The lowest atmospheric radon concentration was observed with northwesterly winds and high radon concentrations with southeasterly winds, which were associated with the marine and continental origins of air masses, respectively. The atmospheric radon concentration was in general inversely proportional to the mixing layer height. However, the ambient temperature and small-scale turbulent mixing were observed to disturb this relationship. The evolution of turbulence within the mixing layer was expected to be a key explanation for the delay in the response of the atmospheric radon concentration to the changes in the mixing layer thickness. Radon is a valuable naturally-occurring tracer for studying boundary layer mixing processes and transport patterns, especially when the mixing layer is fully developed. However, complementing information, provided by understanding the variability of the atmospheric radon concentration, is of high necessity to be taken into consideration for realistically interpreting the evolution of air masses or planetary boundary layer.
Introduction

Radon-222 ($^{222}$Rn) is a radioactive noble gas with a half-life of about 3.8 days, which is naturally exhaled from soil into the atmosphere (e.g. Pal et al. 2015). It originates from the spontaneous decay series of $^{238}$U in the Earth’s crust. Owing to the long half-life, monatomic radon gas can migrate through the soil and enter the atmosphere before lost in the radioactive decay. The concentration of radon in the atmosphere is directly related to the exhalation rate of radon from soils (Escobar et al. 1972, KLVH[KDODWLRQSHUHVVLV). Affected by several factors, including the concentration of its parent nuclide (radium-226), internal structure of radium-containing mineral grain, soil type, moisture and temperature; and also the changing ambient air pressure has influences on the exhalation rate (Clements and Wilkening 1974, Stranden et al. 1984, Schery 1989, Markkanen and Arvela 1992, Nazaroff 1992, Ashok et al. 2011). Typically, radon is formed from radium decay inside the mineral grains of soil, and therefore, it has to first escape into pores in between the grains before being transported to the atmosphere by diffusion and convection (Porstendörfer 1994). The transport mechanisms of radon from soil to the atmosphere have been elucidated by Nazaroff (1992).

The dynamics of the planetary boundary layer (PBL) has crucial effects on the surface-atmosphere exchanges of energy, moisture, momentum and pollutants (Seidel et al. 2010, Behrendt et al. 2011, Pal and Devara 2012, Lac et al. 2013, McGrath-Spangler and Denning 2013, Lee et al. 2015). Therefore, the atmospheric concentration of radon is inevitably dependent on the vertical mixing through transport and changes in a dispersion volume in the PBL. According to Stull (1998), the PBL has a well-defined structure in high-pressure regions over land, which evolves with time: a very turbulent daytime mixed layer dies out after sunset, forming a residual layer and a relatively stable nocturnal boundary layer. Mixing due to turbulence can, to some extent, take place in the nocturnal boundary layer (Stull 1998). There is an increasing number of observational studies showing that boundary layer mixing can have distinct characteristics in different environments (e.g. Barlow et al. 2011, Schween et al. 2014, Vakkari et al. 2015). Accordingly, a mixing layer (ML) is preferably used to denote the layer with complete or incomplete mixing process in the PBL (Beyrich 1997, Seibert et al. 1999).

Owing to the facts that radon is chemically inert and its removal from the atmosphere depends only on the radioactive decay process, radon has long been regarded as a useful tracer in studying the vertical mixing in the ML (Jacobi and André 1963, Guedalia et al. 1980, Kritz 1983, Sesana et al. 2003, Grossi et al. 2012, Pal 2014). Pal et al. (2015) studied the variability of the atmospheric boundary layer using radon and recently Griffiths et al. (2013) reported the use of radon data to improve the determination of the ML height from lidar backscatter profiles. Radon is also the favoured choice for testing and developing climate and chemical transport models (Jocab and Prather 1990, Forster et al. 2007, Zhang et al. 2008), as reviewed by Zahorowski et al. (2004). Several applications involving radon as the atmospheric tracer have also been summarised by Williams et al. (2011). However, these studies were mostly based on relatively short-term study periods varying from a few weeks to a year, and therefore, they lack long-term statistical reliability on the diurnal and seasonal variability of the atmospheric radon concentration in responses to vertical and spatial mixings. If a biased observation on the intrinsic features in the variability of the atmospheric radon concentration were made, the scarcity would probably be propagated into the subsequent applications. Hence, data sets based on long-term comprehensive measurements are essential.

In this paper, we analysed the variability of the atmospheric radon concentration in response to the vertical mixing and spatial transport of air at the SMEAR II station (61°51´N, 24°17´E, 181 m a.s.l.) in a boreal forest environment at Hyytiälä of southern Finland (see Hari and Kulmala 2005). The investigation was based on data sets of radon and meteorological variables collected during 2000–2006. Mixing-layer height estimates and back-trajectory calculations were used to assist the interpretation of the ambient data. The main goal of this study was, by using long-term data sets with aids of meteorological
data, modelled mixing layer height and trajectory statistics, to elucidate how the mixing layer development and air mass motions affect the observed variability in the atmospheric radon concentration in the boreal forest environment of northern Europe.

**Material and methods**

The radon measurement at the SMEAR II station was deployed by the Finnish Meteorological Institute (FMI) and has been integrated into the long-term measurement system of the station. The atmospheric concentration of $^{222}\text{Rn}$ was resolved from the measurement of beta activity on atmospheric aerosol particles by a radon monitor. The meteorological data on wind and air temperature were obtained from mast measurements. The mast at the SMEAR II station had a height of 73 m, and continuous measurements during 2000–2006 were carried out at seven heights. The mast was later extended to 127 m and three more measurement heights were added. The air temperature data were taken from 4.2 m and 67.2 m, and the data on wind speed and wind direction from 8.4 m of the mast measurements. For a thorough investigation of the relation between the variations in the atmospheric radon concentration and vertical and spatial mixing, also the mixing layer (ML) height obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) Meteorological Archival and Retrieval System (MARS) and trajectory information calculated from the FLEXible TRAjectories (FLEXTRA) model (Stohl et al. 1995) were analysed in this work. The data are presented for UTC + 2.

**Radon measurement**

The radon measurements were carried out by a filter-based radon monitor and the design details of the instrument are described in Paatero et al. (1994). Here, we briefly present the measurement procedures and focus on resolving the atmospheric concentration of $^{222}\text{Rn}$ from recorded count rates. The inlet of this monitor is kept at 6 m above the ground. The device comprises primarily a pair of cylindrical Geiger-Müller counters housed in lead shields for beta particle detection and a mass flow meter for measuring the air stream. Both counters have an effective time of 4 h for sample collection, and while one of the counters is sampling, the other one is closed for the radioactivity on the filter to decay. The airflow contains aerosol particles carrying daughter nuclides of radon. While passing through the device, these aerosol particles are collected on the filter wrapping the effective counter. The beta particles released from them are registered cumulatively in 10-min intervals. For the geometric configuration of this device, counting efficiencies of 0.96% and 4.3% are achieved for beta emissions from $^{214}\text{Pb}$ and $^{214}\text{Bi}$, respectively. A rough estimation of the 1-$\sigma$ counting statistics is ±20% for a presumed stable $^{222}\text{Rn}$ concentration of 1 Bq m$^{-3}$.

A full cycle of each counter takes 8 h before being effective for the next collection period. Ideally, counts in either counter drop to the base level at the end of the 8-h period, provided that the activity comes solely from the short-lived radon progeny, i.e. daughter nuclides of $^{222}\text{Rn}$. In practice, however, long-lived radioactivity in the air may affect measurements. This long-lived radioactivity is comprised mainly of $^{220}\text{Rn}$ progeny and, to a lesser extent, of artificial radionuclides (for example, $^{137}\text{Cs}$ from nuclear tests and accidents, e.g. Chernobyl). The long-lived radioactivity can elevate the base level for the next collection period. These contributions were excluded in this study by subtracting the base level from the beta activity registered in the concerned collection period. If the background activity at the beginning of an 8-h cycle was lower than that at the end of this cycle, it indicates that the long-lived radioactivity came from the first 4-h collection period during this cycle. The base level was, therefore, determined by a linear interpolation between the activities recorded at the beginning and at the end of an 8-h cycle for 4 h. Otherwise, the base level was obtained from a linear interpolation over 8 h.

The atmospheric concentration of $^{222}\text{Rn}$ can be approximated by the concentration (C) of $^{218}\text{Po}$ in the atmosphere, which is resolvable from the registered activity according to the following equation (Paatero et al. 1994):
Here, it is assumed that the recorded radioactivity originates only from the decay of $^{222}\text{Rn}$ and the first three daughter nuclides of radon ($^{218}\text{Po}$, $^{214}\text{Pb}$ and $^{214}\text{Bi}$) have an equal concentration. Based on the studies carried out in Helsinki, Mattsson (1984) reported that $^{218}\text{Po}$, $^{214}\text{Pb}$ and $^{214}\text{Bi}$ remained mostly in equilibrium with unity ratio among them, regardless of weather conditions. No significant sources of artificial radioactivity existed during the study period. Consequently, artificial radioactive sources could be neglected, and the recorded radioactivity could be attributed to the decay of $^{222}\text{Rn}$ only. In Eq. 1, $R$ is the newly-collected activity during 10 minutes corrected for the left-over activity present on the filter, $V$ is the volumetric flow rate of the air stream passing through the filter, $\lambda$ is the decay constant with subscripts 1 to 3 referring to $^{218}\text{Po}$, $^{214}\text{Pb}$ and $^{214}\text{Bi}$, and $\varepsilon_1$ and $\varepsilon_2$ are the counting efficiencies of the beta particles emitted in the decay processes of $^{214}\text{Pb}$ and $^{214}\text{Bi}$, respectively. The term $S$ was derived from Bateman equations (Bateman 1910) which quantify the abundances of nuclides in the decay chain and take the following forms:

\[
S_1 = 1 - \frac{\lambda_2}{\lambda_2 - \lambda_1} e^{-\lambda_1 t} - \frac{\lambda_3}{\lambda_3 - \lambda_2} e^{-\lambda_2 t}, \tag{2}
\]
\[
S_2 = 1 - e^{-\lambda_2 t}, \tag{3}
\]
\[
S_3 = 1 - \frac{\lambda_4}{\lambda_4 - \lambda_3} e^{-\lambda_3 t} - \frac{\lambda_4}{\lambda_4 - \lambda_2} e^{-\lambda_2 t} - \frac{\lambda_4}{\lambda_4 - \lambda_1} e^{-\lambda_1 t}, \tag{4}
\]
\[
S_4 = 1 - \frac{\lambda_5}{\lambda_5 - \lambda_4} e^{-\lambda_4 t} - \frac{\lambda_5}{\lambda_5 - \lambda_3} e^{-\lambda_3 t} - \frac{\lambda_5}{\lambda_5 - \lambda_2} e^{-\lambda_2 t} - \frac{\lambda_5}{\lambda_5 - \lambda_1} e^{-\lambda_1 t}, \tag{5}
\]
\[
S_5 = 1 - e^{-\lambda_1 t}. \tag{6}
\]

**Meteorological measurements**

The ambient air temperature ($T$) used in this study was measured at 4.2 m and 67.2 m. It was measured with PT-100 sensors mounted on the mast. These sensors were protected from solar radiation and ventilated by fans. Based on the comparison with a reference mercury thermometer, the bias of these measurements was within ±0.2 °C.

Before 4 September 2003, the wind speed (WS) at the 8.4-m height was measured with a cup anemometer (A101ML, Vector Instruments, Rhyl, Clwyd, UK; threshold 0.15 m s$^{-1}$), and as of 5 September 2003, with an ultrasonic anemometer (Ultrasonic anemometer 2D, Adolf Thies GmbH, Göttingen, Germany; accuracy ±1 m s$^{-1}$). The information on the wind direction (WD) at this height was also obtained with the ultrasonic anemometer (accuracy ±1°).

**Mixing layer (ML) height model**

The ML height estimates were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF, www.ecmwf.int) Meteorological Archival and Retrieval System (MARS). The boundary Layer Height (BLH) parameter (i.e. ML) was retrieved from the operative forecast model in use at the time (http://www.ecmwf.int/en/forecasts/documentation-and-support/changes-ecmwf-model). Determination of the BLH in the model is based on the parcel-lifting method: the parcel is lifted from the surface layer up to the level where a critical bulk Richardson number is reached (ECMWF 2001). Even though the mixing layer heights retrieved from the forecast data are only approximations, they have been shown to represent the diurnal and seasonal cycles of the ML height reasonably well (Seidel et al. 2012). ML heights can be derived from various measurements (e.g. Cimini et al. 2013, Pal 2014, Schween et al. 2014, Vakkari et al. 2015). Korhonen et al. (2014) compared three data sets of modelled ML heights for a South African site derived from different models with ML heights calculated from radiosonde and lidar backscatter measurements and found the best agreement for the ECMWF model with the lidar measurement, showing only a mean relative difference of 15.4%. Kouznetsov et al. (2012) did similar comparisons for Helsinki, Finland between modelled ML heights and Sodar data.
Although the ECMWF ML heights did not show the best agreement with the measurement among tested models, the measured and ECMWF ML heights were found comparable.

**FLEXTRA trajectory and data analysis**

Air mass back trajectories arriving at Hyytiälä on the 950-hPa pressure level were calculated with the FLEXTRA kinematic trajectory model (ver. 3.3) (Stohl et al. 1995). For this study, 120-h back trajectories were calculated in 3-h intervals. Analysed meteorological fields from the European Centre for Medium-Range Weather Forecasts (ECMWF) numerical weather forecast model were used as a model input.

The trajectory data were analysed based on the method proposed by Riuttanen et al. (2013), which takes into account the horizontal uncertainties associated with the atmospheric transport model used for generating the air mass trajectories. By comparing the distance between receptor cells and calculated trajectory with the distance being travelled along the trajectory to the measurement site, weighing factors were assigned to the receptor cells. According to Stohl and Seibert (1998), the horizontal uncertainty in the trajectory calculated from the FLEXTRA model, with the analysed meteorological field input from the ECMWF numerical weather forecast model, is less than 20% of the travel distance after 120-h travel time. Similar horizontal bias has also been reported for the computed trajectories when compared with manned balloon tracks (Baumann and Stohl 1997). Accordingly, if an adjacent cell (cell 1 in Fig. 1) fell in between 10% and 20% of the travelling distance by the trajectory \(d\) before reaching the SMEAR II station, it was given a weighing factor of 0.3 (‘near’ case), and if the distance between the cell (cell 2) and the trajectory was shorter than \(d\), it received a weighing factor of 0.7 (‘close’ case). Cells outside the 20% boundary were assumed to receive no influence from the contents carried by the air mass travelling along the trajectory.

Because the resolved radon concentration was log-normally distributed (Fig. 2), the geometric mean value of the weighed concentrations accumulated in each cell was used to construct the concentration field following Eq. 7, which was then normalised by the median values of the data set in this study to generate a relative concentration field.

\[
C_j = \exp \left[ \frac{\sum_{n=1}^{K} \ln(C_n) w_k + \sum_{n=1}^{L} \ln(C_n) w_l}{\sum_{n=1}^{K} w_k + \sum_{n=1}^{L} w_l} \right] 
\]

where, \(i\) and \(j\) are the indices for the geographical coordinates of a receptor cell, \(n\) is the index of the trajectory, and \(w\) represents the weighing factor, with \(k\) and \(l\) indicting the ‘close’ and ‘near’ cases, respectively. According to Riuttanen et al. (2013), Eq. 7 is applicable only when the number of trajectory hits within each cell grid is greater than 10.

**Mass balance analysis of the evolution of radon concentration with time and ML height**

A mass balance approach, based on the Eulerian box model (Seinfeld and Pandis 2006), can be written to depict the temporal evolution of the atmospheric radon concentration with time by presuming that an equilibrium state is always established in the ML right after any change in
the system. The atmospheric radon concentration in this equilibrium state is expressed as $C_{eq}$. Furthermore, the distribution of radon in the ML is assumed to be homogeneous and therefore $C_{eq}$ equals to the concentration derived from the measurement.

When the studied column is narrow enough, the horizontal transport of radon into the concerned volume can be roughly cancelled by the out-going fraction carried out by air masses from the volume. When averages of long-term data are considered, the effect of the horizontal transport on the column concentration can also be neglected, because the motion of air masses is not restricted into a single direction.

The primary source of radon is due to exhalation. Radon typically vanishes within the volume by spontaneous decay. The application of a mass balance approach is straightforward when this volume is constant. In the atmosphere, the ML depth changes with time, typically being low during night and early morning hours followed by a growth after sunrise with the maximum reached in the afternoon (e.g. Schween et al. 2014, Pal et al. 2015). When the ML expands, air above the ML containing radon gas (with concentration marked as $C_0$) gets mixed into the volume, which dilutes the radon content in it, yet being an additional source of radon. $C_0$, however, becomes equal to $C_{eq}$ once the maximum mixing depth is reached. As a result, the balance equation can be written as:

$$dC_{eq}/dt = \text{Exhalation} + \text{Dilution} + \text{Decay}, \tag{8}$$

where the exhalation term can be expressed as the exhalation rate (ExR) over the ML height ($H$), ExR/$H$. By assuming that the radon concentration in the ML is in equilibrium, the decay term can be written as

$$dC_{eq}/dt_{\text{Decay}} = -\lambda C_{eq}, \tag{9}$$

where $\lambda$ is the decay constant of $^{222}\text{Rn}$. The dilution term has two different forms depending on the dynamics of the ML: for ML expansion,

$$dC_{eq}/dt_{\text{Dilution}} = \frac{dH}{dt} \left[ \frac{1}{H} \left( C_0 - C_{eq} \right) \right], \tag{10}$$

and for ML shrinking, as $C_0 = C_{eq}$,

$$dC_{eq}/dt_{\text{Dilution}} = 0. \tag{11}$$

According to Eq. 10, the change rate of radon concentration is related to the expansion rate of the ML. This relationship has been illustrated by Pal et al. (2015), showing that the faster the ML grows, the faster radon concentration decreases.

Results and discussion

General patterns in the atmospheric radon concentration

At the SMEAR II station, daily mean atmospheric concentrations of $^{222}\text{Rn}$ ranged between $0.1$ and $11 \text{ Bq mm}^{-3}$ (the lower end of this range is restricted by the detection limit of the radon
They followed a log-normal distribution with a geometric mean of 2.5 Bq m$^{-3}$ and a geometric standard deviation of 1.7 Bq m$^{-3}$ (Fig. 2). The geometric mean of the daily mean radon concentration in each year fell in between 2.3 and 2.6 Bq m$^{-3}$, implying little inter-annual variability. A similar distribution pattern was also observed in daily medians of radon concentration, the geometric mean of which, however, got a slightly smaller value of 2.3 Bq m$^{-3}$ with a geometric standard deviation of 1.8 Bq m$^{-3}$.

For the years 2000–2006, both the hourly medians for monthly periods and the daily medians on the day-of-year basis of the atmospheric radon concentration varied roughly between 1 and 5 Bq m$^{-3}$ (Figs. 3 and 4). Similar to observations by Pal et al. (2015) in central Europe, a clear diurnal cycle in the atmospheric radon concentration, with a maximum in the early
morning and minimum in the afternoon, was found for March–October. During these months, the average length of a period within a day with a low atmospheric radon concentration first increased until the end of May, after which an opposite behaviour was seen until September. During the other months, the atmospheric radon concentration showed little diurnal variation.

As for the seasonal cycle (Fig. 4), a relatively high median radon concentration was found in winter. A decline in the daily median radon concentration during the spring lasted until April. Thereafter, a recovery of concentration prevailed during the summer. The median radon concentration fluctuated around a relatively high level throughout the rest of the year, even though a slight decrease was seen in autumn. This observation is comparable to the pattern shown by Mattsson (1970), who also reported that $^{214}\text{Bi}$, the short-lived progeny of $^{222}\text{Rn}$, possessed a concentration in the range of about 25–125 pCi m$^{-3}$ (1–5 Bq m$^{-3}$) in Finland. A joint effect of soil moisture and mixing layer development, which will be discussed later in the text, resulted in the minimum median radon concentration observed in April. The high atmospheric concentration of radon in autumn and winter was typically related to the persistent surface inversion.

Clear diurnal cycles in the median radon concentration based on the 10-min data were identifiable in all seasons, with the exception of winter (Fig. 5a). The largest amplitude in the diurnal variation was observed in the summer (June–August), with the maximum median radon concentration at around 06:00 and minimum at around 16:00. Comparable daily mean atmospheric concentrations of $^{222}\text{Rn}$ were observed in summer (2.7 Bq m$^{-3}$), autumn (September–November, 2.8 Bq m$^{-3}$) and winter (December–February, 2.7 Bq m$^{-3}$), whereas the concentration was clearly lower in spring (March–May, 1.7 Bq m$^{-3}$). Our findings are similar to the results obtained for a French site (Pal et al. 2015), where, however, no obvious low radon concentration was observed in spring and more pronounced diurnal variation was observed in autumn as compared with the patterns in other seasons.

Vertical mixing, horizontal transportation and local emissions affect atmospheric radon concentration. In summer, autumn and winter, the dilution due to vertical mixing, contribution from horizontal transportation and changes in local emissions were assumed to maintain the atmospheric radon concentration around a rela-
The dilution effect of vertical mixing and the reduction in local radon exhalation due to water blockage from snow thawing are especially prominent in spring, consequently leading to a remarkably low atmospheric concentration of radon.

The response of the atmospheric radon concentration to the development of ML

The seasonal and diurnal variations in the atmospheric radon concentration were linked to the vertical mixing in the atmosphere. The mixing layer (ML) was typically the deepest in the afternoon at around 14:00 (Fig. 5b), which corresponded to the time of observation of low radon concentration (Fig. 5a). The magnitude of the diurnal variation in the atmospheric radon concentration was connected to the development of the ML: the deeper the ML expanded, the more pronounced diurnal cycles in the radon concentration were observed. Along with an air temperature increase, the median radon concentration first decreased almost linearly in response to the expansion of the ML up to a median height of 1500 m (Fig. 6a). With further warming, however, the concentration levelled at around 1 Bq m⁻³, when the median modelled ML height resided between 1500 and 2500 m. This observation indicates that there was enrichment in the atmospheric radon concentration in relation to the high air temperature, which overcame the dilution due to the thickening of the ML. The increase in the atmospheric radon concentration can be attributed to both local sources and transport. Owing to its 3.8-day half-life, transport of ²²²Rn in the atmosphere is possible over considerable distances.

The local radon source is primarily dependent on the availability of radon gas in the soil, which is determined by the emanation rate. In addition, it is also determined by the exhalation of the radon gas from soil, which weakly depends on the temperature (Stranden et al. 1984). Nazaroff (1992) elucidated that once radon atoms get released to soil pores from soil grains, they can be in three different phases: the sorbed phase on soil grain, gaseous phase and aqueous phase. The sorption process, while abated by a temperature increase, is less relevant in ambient conditions owing to the involvement of moisture (Stranden et al. 1984, Nazaroff 1992). However, the temperature affects the partitioning between the other two phases, because radon is weakly soluble in water and its solubility decreases with an increasing temperature (Lewis et al. 1987). Furthermore, the transport of radon from soil pores to the atmosphere is governed by another temperature-dependent process, diffusion, under ambient con-
ditions (Nazaroff 1992). Accordingly, an increase in the air temperature heats the surface layer of the soil, which subsequently contributes to the growth in atmospheric radon concentration by reducing the solubility of radon in moisture contained in soil pores and enhancing the diffusion of the radon gas through the soil.

Compared with the temperature, the moisture has been shown to have a stronger influence on radon exhalation (Stranden et al. 1984, Nazaroff 1992). Typically the moisture plays opposite roles in affecting radon emanation and diffusion. The moisture reduces significantly the diffusion coefficient of radon in soil (Nazaroff 1992), whereas it enhances the emanation of radon from soil grains to soil pores (Markkanen and Arvela 1992), possibly due to the lower recoil range of radon in water than that in air (Nazaroff 1992). The overall effect of these two processes is that the maximum exhalation rate of radon appears at an optimal moisture concentration depending on the soil type, as shown by Stranden et al. (1984). The high soil moisture content during the snow-thawing period hindered radon exhalation, which contributed to the occurrence of the minimum radon concentration in April (Figs. 3–4). Yet, an over-dry condition brings no incentive either. Therefore, the ground-water level has been coherently found as an indicator of radon exhalation (Mattsson 1970). During warm periods, the surface air dries up the topsoil, which favours the diffusive transport of radon through the ground surface to the atmosphere, yet possibly without disrupting the radon emanation from ores containing the parent nuclides of radon. As a consequence, the plateau in Fig. 6a was most likely caused, in addition to the transported source, by the combination of the opposite effects of enhanced radon exhalation from soil and vertical dilution in the atmosphere. This means that the effect of the intensified radon exhalation resulting from increasing air temperature was counterbalanced by the enhanced dilution as the ML height grew from 1500 m to 2500 m (Fig. 6a). In support of this, an exponential relationship was identified between air temperature and atmospheric radon concentration within the ML height range between 1500 and 2500 m based on hourly data (Fig. 6b). Such an increase in the atmospheric radon concentration with an increasing air temperature was also evident beyond this ML range, when air temperature was above 5 °C.

For the ML height higher than about 2500 m, the median radon concentration tended to decrease further with an increasing ML height, and the median air temperature dropped from about 15 °C to slightly below 10 °C (Fig. 6a). Days with such a thick ML and moderate air temperature occurred typically in late spring and early summer.

We observed clear diurnal patterns in the median radon concentration as a function of the temperature difference between the 67.2 m and 4.2 m heights in spring, summer and autumn (Fig. 7). Apart from the winter season, a stable layer near the surface with a positive temperature difference (inversion) was observed during the night, which lasted the longest in summer, followed by spring and autumn. The positive temperature difference was prominent in winter, yet no clear pattern in the evolution of this parameter with time could be identified in relation to the atmospheric radon concentration during this season. During other seasons, the median radon concentration increased over the night when the positive temperature inversion prevailed, and ultimately led to the maximum median radon concentration at around 06:00 in the morning (Fig. 5a). Hereafter, the enhanced vertical mixing due to expanding ML after sunrise diminished the temperature inversion. Eventually, a reduction in the median radon concentration occurred in the unstable atmosphere when the dilution became predominant on average. This process was intensified along with the further development of the ML until the maximum depth was reached at around 14:00, when the median radon concentration nearly dropped to its minimum. Thereafter, especially in summer and autumn following some latency, a slow increase in the median radon concentration emerged along with the gradual shrinkage of the ML.

The effect of wind on the atmospheric radon concentration

Wind affects the observed variability in the concentrations of trace components in the atmosphere (e.g. Pal et al. 2014). High median wind
speeds were typically seen at around midday, which corresponded to the full development of the ML in an unstable atmosphere (Fig. 8). The low-wind-speed condition was, however, associated with a shallow ML and stable atmosphere in the evening. These features, however, were unidentifiable in the wintertime. Nonetheless, an inverse relationship with a linear proportionality was found between the wind-speed bins with coequal interval of 0.5 m s\(^{-1}\) and the corresponding median radon concentration in these bins (Fig. 9).

The ML started to shrink after reaching the maximum height at about 14:00 (Fig. 5b), after which the atmospheric radon concentration recovered with some time lag (Figs. 5, 7 and 8). A delay was seen in the early morning as well, when the high radon concentration lasted for a while after the clear increase in the ML height. While similar features have been pointed out by Guedalia et al. (1980) and Chambers et al. (2011), the reason for such a phenomenon has not been clearly attributed to the processes taking place in the atmosphere. Here an improved mechanism related to turbulent mixing is proposed for these observations based on a mass balance analysis (Eqs. 8–11).

Since \(^{222}\text{Rn}\) stems from the decay chain of \(^{238}\text{U}\) that originates from the ground, free troposphere is expected to have a low radon concentration. According to Galeriu et al. (2011), a difference of one to three orders of magnitude exists between the radon concentration in the free troposphere and that near the ground surface. However, the residual layer preserves the remnant radon from the ML of the previous day. As the ML rises, it swallows in radon from the residual layer only, provided that the ML

---

**Fig. 7.** Median atmospheric radon concentration (\(C_{\text{Rn}}\)) as a function of the temperature difference between the 67.2 m and 4.2 m heights, \(\Delta T_{\text{air}}\), for different seasons in the years 2000–2006. Time is shown on the colour scale. Positive values of \(\Delta T\) indicate stable conditions and negative ones an unstable atmosphere. All the data were processed seasonally as 10-min medians for the years 2000–2006.
height does not exceed that of the previous day. Otherwise, the nearly radon-free air from the free troposphere would significantly reduce the radon concentration in the ML. An example of the behaviours of the dilution and decay terms in the mass balance for the radon in the ML (Eqs. 8–11) is present in Fig. 10. This analysis was carried out using the median radon concentration and the median modelled ML height of the diurnal data from the summers of 2000–2006. As the ML typically is deepest in summer (McGrath-Spangler and Denning 2013) and tends to deepen towards the end of summer (Leventidou et al. 2013), the air from the free troposphere has the greater effect on the dilution at this time of the year. In addition, the sum of the dilution and decay terms should be negative, since there is another source, the exhalation term, in the...
balance equation. Accordingly, the atmospheric radon concentration above the ML, when assuming \( C_0 \) to be constant, should be smaller than 0.0627 Bq m\(^{-3}\). The position and shape of the curves in Fig. 10 are insensitive to small variations in \( C_0 \).

The relatively-stable nocturnal boundary layer had a depth slightly below 200 m in summer (Fig. 5b). At around 04:30 in the morning, the ML started to expand and the atmospheric radon concentration reached its maximum (Fig. 5a). An increase in the ML height reduces the exhalation term in Eq. 8. In addition, the sum of the dilution and decay terms possessed negative values, even though this sum exhibited an exponential increase with an increase in the ML height (Fig. 10). Thus, in principle, the atmospheric radon concentration should drop simultaneously, which however, showed a delay by about 2 h. This observation could be related to the low turbulence in summer before 06:30 (Fig. 8): the solar radiation induced shear-driven turbulence in the top layer of the ML first and the gradual transport of this mixing to the measurement level retarded the instantaneous decrease in radon concentration. Using six years of data, Lapworth (2006) showed, that the downward transportation of turbulence is primarily responsible for warming up the surface layer. The surface heating enables the transition from shear-driven to convective mixing in the morning, but the warming of the surface layer comes mostly from the entrainment above due to the mechanical turbulence (Angevine 2001). The end of the morning transition occurs typically at the maximum extension rate of the ML depth, which is the onset of ML growth after the stable boundary layer is eroded (Pal et al. 2012, Pal et al. 2013), when the dilution effect on atmospheric radon concentration due to vertical mixing becomes pronounced. As for the shrinkage of the ML, the dilution term was zero, i.e. exhalation was the only source term gradually discharged in the beginning of the ML thinning (Fig. 8) and such decay in turbulence is typically initialised in the top layer of the ML (Darbieu et al. 2014). Correspondingly, only a gentle increase in the median radon concentration was observed (Fig. 5a). When the turbulence diminished, the accumulation of radon became predominant near the ground surface and a clear recovery in the atmospheric radon concentration eventually emerged after 19:00 (Fig. 5a). Once such a relatively stable condition was encountered, especially in spring and summer, the accumulation of radon near the ground surface continued until turbulence was introduced again in the following morning.
Apart from the convective transport of radon gas in the ML, the advective motion of air masses brings also variations in the atmospheric radon concentration. As $^{222}\text{Rn}$ has a half-life of 3.8 days, sources originating far away from the SMEAR II station may be detected at this site after a long journey guided by the movement of air masses in the atmosphere.

The lowest median radon concentrations at the SMEAR II station were typically observed when the wind blew from the northwest regardless of the wind speed. Such winds are expected to bring air masses of marine origins to the measurement site (Fig. 11). Because the role of the oceans as a radon source is negligible, these marine air masses, which originate typically from the Atlantic Ocean, carry only small amounts of radon, resulting in the observation of the lowest radon concentration. Relatively high median radon concentrations, especially in spring and summer, were observed with the lowest median wind speeds from the northeast. This phenomenon might be ascribed to situations, where under certain combinations of the locations of high and low pressure systems, air masses arriving at the SMEAR II station from the northeast actually originate from continental areas of eastern Europe or Russia rather than from marine regions. In the springtime, high median radon concentrations generally span over the wind directions of

Fig. 11. Variations in the median atmospheric radon concentration, expressed as the distance from the origin, in relation to the wind direction and speed measured at the 8.4-m height in different seasons of the years 2003–2006. The median wind speed is shown on the colour scale. Radon concentration and wind speed data were processed as medians over 30° sectors of wind direction.
30°–180°, with the maximum found with southeasterly winds associated with the continental air masses. Such a pattern existed in summer as well, however, with the maximum observed with both southeasterly and northeasterly winds. Although high median radon concentrations were also associated with southeasterly winds in autumn and winter seasons, in contrast to the warmer seasons, median radon concentrations remained at relatively low levels when the wind came from the northeast. The southwesterly winds were strongest in all seasons, but brought, on average, only moderate amounts of radon, possibly due to the mixing in of clean marine air masses from the Atlantic Ocean, because air masses coming to Finland from the west have more mid-latitude weather system activity than air masses coming from the east (Hoskins and Hodges 2002, Sinclair et al. 2012).

**Trajectory analysis**

The highest wind speed was measured between 12:00 and 15:00 (Fig. 8). In order to minimise the perturbation from local radon sources, radon data in this time window were used in the trajectory analysis. Overall, the relative concentration (see Fig. 12) suggested that the high radon relative concentration came substantially from the southeast. This observation aligns with the outcomes obtained from the exploration of the atmospheric radon concentration in relation to winds (Fig. 11) and also agrees with the results for 210Pb, a daughter nuclide of 222Rn, shown by Paatero and Hatakka (2000) based on samples collected at Sodankylä station (67°22′N, 26°39′E) in Finland. Riuttanen et al. (2013) showed that the potential source areas of aerosol particles located in the eastern Europe and Russia, which coincide with the hotspots depicted in Fig. 12 for radon, indicating the consistency in air mass transport. According to Wilkening and Clements (1975), the exhalation rate of 222Rn over ocean is less than 2% of that over the continental areas. Oceanic air masses, therefore, share practically no contribution to the observed atmospheric radon concentration at the SMEAR II station whereas air masses passed over continental land take part in the transportation of radon gas originating from locations other than the measurement site. Consequently, in the annual trajectory statistics, hotspots of radon were observed over the continent in the southeast (Fig. 12). Besides, high relative concentration of radon was identified on the southern coast of Finland around Helsinki, coincident with the pattern shown by Szegvary et al. (2009) and the high concentration regions shown on the indoor radon map published by the Finnish Radiation and Nuclear Safety Authority (STUK 2014) and on the European indoor radon map (Tollefsen et al. 2014).

The transport pattern of radon, however, showed distinct seasonal features (Fig. 13). The continental air masses from the southeast brought especially large portion of radon to the SMEAR II station in spring and autumn, compared with the other two seasons. Sources of radon could be seen in northern Sweden all year round except in autumn. With the exception of winter, southern Sweden and Norway typically had slightly higher radon concentrations. An interesting spot was found for summer in southern Norway near the border with Sweden, which was probably due to the dilution by marine air masses over the surrounding regions. This region has been reported to have relatively high indoor radon concentrations (Tollefsen et al. 2014). The low concentration region over the continental Europe in the summer could also be attrib-
uted to the mixing-in of clean air masses from the ocean and increased precipitation. The high radon concentration in winter was found mainly over the continental areas, though the long-range transport from North America may contribute to the observation of radon over the North Atlantic Ocean (Rummukainen et al. 1996, Paatero and Hatakka 2000).

**Summary and conclusions**

Long-term radon data collected during 2000–2006 at the SMEAR II station in a Finnish boreal forest were analysed along with meteorological data and trajectory information for the exploration of the variability of the atmospheric \(^{222}\)Rn concentration in response to the vertical mixing and spatial transportation. No distinct inter-annual variation in the atmospheric radon concentration was found. The daily mean radon concentration followed a log-normal distribution ranging between < 0.1 and 11 Bq m\(^{-3}\), with the geometric mean of 2.5 Bq m\(^{-3}\) and a geometric standard deviation of 1.7 Bq m\(^{-3}\). A similar distribution also existed in the daily median concentrations. In general, the lowest atmospheric radon concentration was found in spring, most likely because of the joint effect of the enhanced vertical mixing and the reduced local emissions due to snow thawing. Clear diurnal variations in hourly median radon concentration were discernible from March to October, with a maximum at around 06:00 and a minimum at around 16:00.
In general, the median radon concentration was inversely related to the depth of the mixing layer (ML) height. However, a plateau was observed for the ML heights between 1500 and 2500 m, which coincided with an increased air temperature. This result followed from both the enhanced radon exhalation from soil due to the increasing temperature and the promoted dilution as the consequence of the thickening of the ML. During the winter months, the $^{222}$Rn concentration was relatively high with very little diurnal variation. Radon was accumulated near the surface as a consequence of the absence of solar radiation and subsequently reduced vertical mixing of the air. Later in the spring the concentration level decreased, when the mixing was intensified as the amount of solar radiation increased. The minimum concentrations were observed in the late spring when daytime convective movements of the air diluted the radon content of the air to a bigger volume and the flux of radon from the ground to the atmosphere was at its seasonal minimum due to the high moisture content in the soil due to snow thawing. In the late summer, the diurnal variation of atmospheric radon concentration was at its maximum due to frequent nocturnal surface inversions and the simultaneous high radon flux from the ground to the atmosphere. The latter factor, in turn, is related to the low soil moisture content, especially in the surface layer.

The lowest radon concentration was related to clean marine air masses arriving at the SMEAR II station from the northwest, and high radon concentrations were typically found during southeasterly winds of continental origins. These observations confirmed by the trajectory analysis. A reduction in the atmospheric radon concentration was observed in response to the intensification of wind speed. In addition, the downward transportation of turbulence from the top of the ML layer in the early morning led to a delayed response in the atmospheric radon concentration to the expansion of the ML. Similarly, the discharge of residual turbulence in the shrinking ML retarded the immediate recovery of the atmospheric radon concentration.

The features in the variability of the atmospheric radon concentration found here in relation to the development of the mixing volume and the spatial transportation are important characteristics of radon in the atmosphere. In general, the variation in atmospheric radon concentration can capture the vertical mixing height well. However, as shown in this paper, the changes in atmospheric radon concentration do not instantly follow the start of ML growth and shrinkage. This information is of paramount importance when determining the ML height or parameterizing the PBL mixing processes from radon data. In addition, our results imply that radon is a suitable candidate for studying the evolution of the turbulence during morning and evening transitions in the boundary mixing processes. Nevertheless, it is also crucial to take into account the effect of the horizontal transportation on the atmospheric radon concentration. Wind either potentially carries more radon to the site or dilutes locally-emitted atmospheric radon. Such information can be typically obtained by studying the trajectories of air masses arriving at the measurement site, without which biases may be introduced when comparing similar vertical mixing processes of different days by using radon. Moreover, as an inert and long-lived gas, radon is useful in evaluating transport models, which can be applied to other trace components or pollutants in the atmosphere. Yet, to improve the accuracy of the transport pattern, it is important to be cautious about the variations in atmospheric radon concentration introduced by the boundary layer dynamics along the air-mass trajectories.
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Abstract. An air ion spectrometer (AIS) was deployed for the first time at the Concordia station at Dome C (75°06'S, 123°23'E; 3220 m a.s.l.), Antarctica during the period 22 December 2010–16 November 2011 for measuring the number size distribution of air ions. In this work, we present results obtained from this air ion data set together with aerosol particle and meteorological data. The main processes that modify the number size distribution of air ions during the measurement period at this high-altitude site included new particle formation (NPF, observed on 85 days), wind-induced ion formation (observed on 36 days), and ion production and loss associated with cloud/fog formation (observed on 2 days). For the subset of days when none of these processes seemed to operate, the concentrations of cluster ions (0.9–1.9 nm) exhibited a clear seasonality, with high concentrations in the warm months and low concentrations in the cold. Compared to event-free days, days with NPF were observed with higher cluster ion concentrations. A number of NPF events were observed with restricted growth below 10 nm, which were termed as suppressed NPF. There was another distinct feature, namely a simultaneous presence of two or three separate NPF and subsequent growth events, which were named as multi-mode NPF events. Growth rates (GRs) were determined using two methods: the appearance time method and the mode fitting method. The former method seemed to have advantages in characterizing NPF events with a fast GR, whereas the latter method is more suitable when the GR was slow. The formation rate of 2 nm positive ions ($J_2^+$) was calculated for all the NPF events for which a GR in the 2–3 nm size range could be determined. On average, $J_2^+$ was about 0.014 cm$^{-3}$ s$^{-1}$. The ion production in relation to cloud/fog formation in the size range of 8–42 nm seemed to be a unique feature at Dome C, which has not been reported elsewhere. These ions may, however, either be multiply charged particles but detected as singly charged in the AIS, or be produced inside the instrument, due to the breakage of cloud condensation nuclei (CCN), possibly related to the instrumental behaviour under the extremely cold condition. For the wind-induced ion formation, our observations suggest that the ions originated more likely from atmospheric nucleation of vapours released from the snow than from mechanical charging of shattered snow flakes and ice crystals.

1 Introduction

Air ions, also known as atmospheric ions, are electric charge carriers in the atmosphere, ranging from primary ions (most have a mobility diameter smaller than 0.8–1 nm) to charged aerosol particles (with a mobility diameter up to several hun-
Scientific interest in air ions has persisted for over a century. Air ions have a primary role in the discipline of atmospheric electricity, because their motion in the atmosphere is integral to the air conductivity (Wilson, 1924; Israel, 1970; Tinsley, 2008). Air ions have also raised the interest of aerosol scientists because of their participation in atmospheric aerosol formation and thus they have influence on air quality, human health, and climate (Gunn, 1954; Bricard et al., 1968; Hõrrak et al., 1998; Yu and Turco, 2008; Manninen et al., 2010; Waring and Siegel, 2011).

Upon the ionization of air molecules by ionizing radiation, electric charges are created. After undergoing a series of chemical and dynamic processes with trace gases and pre-existing aerosol particles, electric charges that survive the initial recombination and other loss mechanisms are stabilized in the form of charged aerosol particles (Chen et al., 2016). Charged nanoparticles in the mobility size range of 1.7–7 nm are typically observed during new particle formation (NPF) events (Manninen et al., 2009; Hirsimäki et al., 2011; Leino et al., 2016). NPF is an important source of atmospheric aerosol particles (Kulmala et al., 2004; Poschl, 2011) and, under favourable conditions, of cloud condensation nuclei (CCN; Kerminen et al., 2012; Dunne et al., 2016).

In this way, aerosol particles originating from NPF have a potential to influence many cloud properties and thus climate (Boucher et al., 2013; Dunne et al., 2016).

Carslaw et al. (2013) suggested that aerosol-related uncertainties in global models could be best reduced through the study of natural aerosols in environments with negligible anthropogenic influence. Antarctica is such an environment. Long-term time series of particle number concentrations have been published both from the coastal Antarctica, including the Neumayer station (Weller et al., 2011), and from the upper plateau including the South Pole (e.g. Samson et al., 1990). Number size distributions of aerosol particles have been measured during short-term campaigns, mainly at coastal stations (e.g. Ito, 1993; Koponen et al., 2003; Virkkula et al., 2007; Asmi et al., 2010; Pant et al., 2011; Belosi et al., 2012; Kyro et al., 2013; Weller et al., 2015), but also on the upper plateau of the South Pole (e.g. Park et al., 2004). Hara et al. (2011) presented particle number size distributions measured on the coast of Queen Maud Land at the Japanese station Syowa in the period 2003–2005. At the Norwegian Troll station in the inner region of Queen Maud Land, particle number size distributions in the size range 30–800 nm have been measured over several years (Fiebig et al., 2014). Jarvinen et al. (2013) presented a 2-year record of particle number size distributions in the size range of 10–600 nm at the Italian-French Concordia station at Dome C on the upper Antarctic Plateau, and observed clear signs of atmospheric NPF. However, since their measurement size range started at 10 nm particle diameter, there was no information on the initial step of the NPF, which is expected to take place at diameters below 2 nm (Kulmala et al., 2013). In particular, the question of the role of air ions in NPF remained open. Air ion number size distributions in the size range from < 1 nm up to about 40 nm have been measured at Aboa in the coastal Antarctic during several summer campaigns (Virkkula et al., 2007; Asmi et al., 2010; Kyro et al., 2013), but not on the upper plateau. The high altitude of Dome C means that the Concordia station is more exposed to cosmic radiation than the coastal sites in Antarctica. Also, stronger cosmic ray ionization can be expected at polar regions than at mid-latitudes (Kazil et al., 2006; Bazilevskaya et al., 2008). However, the inland location of Dome C represents a pristine environment with very limited source of vapours essential for clustering and subsequent nanoparticle formation. Therefore, it is worthwhile to investigate the synergic impact of high cosmic-ray ionization and low precursor vapours on the properties of air ions at this Antarctic site.

In this work, we present a first set of results on air ion observation at Dome C. Our aims are to characterize the key features of air ions at this Antarctic site, including the seasonality of their concentrations, and to analyse the variability of air ions in relation to NPF. Previously, particle growth during NPF processes has been studied in terms of growth rates (GRs) using two methods: the appearance time method (Lehtipalo et al., 2014) and the mode-fitting method (Dal Maso et al., 2005). Here we compare GRs determined using these two methods.

2 Methods

The analyses in this work were based on ambient data collected from the Concordia station (75°06’ S, 123°23’ E) at Dome C in Antarctica during 22 December 2010–16 November 2011. The station is located on the Antarctic Plateau at an altitude of 3220 m a.s.l. and a minimum distance of 1100 km from the coastline (Becagli et al., 2012). Measurements were taken at the same sampling site used by Jarvinen et al. (2013) and Becagli et al. (2012), located upwind in the direction of the prevailing wind at a distance of about 1 km southwest of the main station buildings. The northeastern direction is therefore considered as the contaminated sector (10–90°), due to local emissions from diesel generators and motor vehicles. All the data are presented in UTC.

2.1 Air ion and total aerosol particle measurements

2.1.1 Air ion measurement

The number size distribution of air ions was measured with an air ion spectrometer (AIS) during the campaign period. The AIS employs two cylindrical multi-channel aspiration-type analysers and a high sample flowrate (60 L min⁻¹). Such design enables it to measure negative and positive ions simultaneously down to sizes of below 1 nm (Mirme et al., 2007).

The air sampled in the AIS is split into two equal streams. On the way to the analyser, each stream passes through...
a sample preconditioner, i.e. a corona charger coupled with an electrical filter. Sample preconditioners are turned on only during the measurement of background signals, where corona chargers produce charger ions of an opposite polarity to the subsequent analysers, so that clusters and particles in each sample stream are either neutralized or assigned an opposite polarity to the analyser and therefore generate no signal in the detection system. During the campaign, each AIS measurement cycle was composed of 1 min background probing and 4 min ambient sampling. Preconditioners are turned off for ambient sampling. Sample streams pass directly into the respective analysers, where air ions are segregated based on their electrical mobility into different channels. The analyser used in the AIS is a variant of the differential mobility analyser (DMA). Unlike common cylindrical DMA, in which ions are collected at the inner electrode and, via altering the voltage applied on the electrodes, ions of different mobility are measured (Hinds, 1999), the outer electrode in the AIS analyser serves the collecting role and ions of different mobility are collected simultaneously by different channels. The operation of the AIS analyser is based on electrical repulsion. The sample flow is introduced near the inner electrode and sheath flow near the outer one. The outer electrode of the AIS analyser is divided into 21 insulated sections, each of which is connected to an electrometer as the detector. Coupling the outer electrode design with a specially shaped inner electrode, which comprises several cylindrical sections biased at different potentials, the analyser is able to perform a concurrent classification of ions into the 21 measuring channels. More detailed technical descriptions of the instrument are presented by Mirme et al. (2007) and Mirme and Mirme (2013).

The AIS assumes the normal temperature and pressure (NTP) condition and has a total sample flowrate of 60 L min\(^{-1}\) and a sheath flowrate of 60 L min\(^{-1}\) in each analyser at NTP. A single blower controls the whole flow system. Although sample, sheath and total exhaust flows are monitored by Venturi flowmeters to balance the flow system in the AIS, only the total exhaust flowrate, equivalent to the total sample flowrate, is recorded. Owing to the distinct ambient condition at Dome C in relation to NTP, a flow correction was applied to the recorded data to retrieve the actual number concentration of ions. In a Venturi system, the volumetric flowrate\( (Q)\) is expressed as

\[
Q = C \sqrt{\frac{2 \Delta P}{\rho}} \frac{A_2}{\sqrt{\left(\frac{A_2}{A_b}\right)^2 - 1}},
\]

where \(C\) is the discharge coefficient which takes into account the viscosity of fluids, \(\Delta P\) is the pressure difference across the Venturi tube, \(\rho\) is the density of the fluid, and \(A_2\) and \(A_b\) are the cross sections of the Venturi tube at the two locations between which the pressure difference is determined. In the case of air, the density can be derived from the ideal gas law

\[
\rho = \frac{PM}{RT},
\]

where \(P\) is pressure in pascal, \(T\) is temperature in kelvin, \(R\) is the gas constant, and \(M\) is the molar mass of air. Since the AIS measurement is based on the NTP assumption, the corrected sample flowrate\( (Q_{s, \text{cor}})\) can be obtained by adding an additional multiplier, \(\sqrt{\frac{T_{\text{atm}} P_{\text{NTP}}}{T_{\text{NTP}} P_{\text{atm}}}}\), to Eq. (1) as follows:

\[
Q_{s, \text{cor}} = C \sqrt{\frac{2 \Delta P}{\rho}} \frac{RT_{\text{NTP}}}{P_{\text{NTP}} M} \frac{A_2}{\sqrt{\left(\frac{A_2}{A_b}\right)^2 - 1}} \sqrt{\frac{T_{\text{atm}} P_{\text{NTP}}}{T_{\text{NTP}} P_{\text{atm}}}}.
\]

where \(P_{\text{NTP}}\) and \(T_{\text{NTP}}\) are pressure and temperature at the NTP condition, and \(P_{\text{atm}}\) and \(T_{\text{atm}}\) are at ambient atmospheric conditions. Equation (3) can be simplified to the following form:

\[
Q_{s, \text{cor}} = Q_{s, \text{meas}} \sqrt{\frac{T_{\text{atm}} P_{\text{NTP}}}{T_{\text{NTP}} P_{\text{atm}}}}.
\]

where \(Q_{s, \text{meas}}\) denotes the recorded sample flowrate by the AIS. Then, the number concentration of ions measured in each mobility range\((N_i)\) is corrected by

\[
N_{i, \text{cor}} = N_{i, \text{meas}} \cdot \frac{Q_{s, \text{meas}}}{Q_{s, \text{cor}}},
\]

In addition to the number concentration, the flowrates in the AIS influence the upper and lower limits of mobility ranges (Mirme et al., 2010; Mirme and Mirme, 2013). The lower and upper limiting mobility are proportional to the sheath flowrate\((Q_{\text{sh}})\) and the sum of sample and sheath flowrates, respectively. Therefore, the corrected lower and upper limiting mobility can be expressed as

\[
Z_{i, L, \text{cor}} = Z_{i, L, \text{meas}} \cdot \frac{Q_{\text{sh, cor}}}{Q_{\text{sh, meas}}},
\]

\[
Z_{i, U, \text{cor}} = Z_{i, U, \text{meas}} \cdot \frac{Q_{\text{sh, cor}} + Q_{s, \text{cor}}}{Q_{\text{sh, meas}} + Q_{s, \text{meas}}},
\]

where \(Z_{i, L}\) and \(Z_{i, U}\) represent lower and upper limiting mobility in the mobility range, \(i\).

In this work, to be comparable with particle data, air ion data are presented in Millikan mobility diameters. The conversion of electrical mobility to sizes is based on the Stokes–Millikan equation (e.g. Hinds, 1999), using measured ambient temperature and pressure. After the flow correction, the AIS has a measurable mobility size range of 0.9–48 nm. The deployed AIS had a separate 30 cm long inlet that extended outside the measurement cabin. The inlet tube had an inner diameter of 16 mm. However, since we had no measurement of the temperature profile of the inlet, a correction for the inlet diffusional loss is not feasible. Therefore, we report the
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Figure 1. The median size distribution of positive ions measured by the AIS on an event-free day (16 January 2011). The measured number size distribution of this day is shown in the contour plot.

number size distribution data of air ions without the inlet diffusional loss correction.

The primary feature of an ambient AIS spectrum contains a persistent band of high ion concentrations at lowest sizes (Fig. 1), which is typically known as the cluster ion band. The upper boundary of this band typically lies at around 1.7 nm in the mobility diameter (∼1.3 nm in the mass diameter; Mirme et al., 2007) under mid-latitude ambient conditions, representing critical cluster sizes (Kulmala et al., 2013; Chen et al., 2016). After applying the flow and ambient condition correction to the AIS data, the cluster ion size range at Dome C was found to be between 0.9 and 1.9 nm in the positive polarity (Fig. 1). However, the upper boundary of the cluster size range in the recorded negative AIS spectra was shifted down to around 1 nm (Fig. S1 in the Supplement), likely caused by the establishment of an ill-shaped electric field inside the analyser due to the malfunctioning of grounding or insulation. Such an anomaly is indicative of a low reliability of the negative ion data. Thus, only positive ion data from the AIS measurement are reported in this work.

2.1.2 Total aerosol particle measurement

A differential mobility particle sizer (DMPS), the same used by Järvinen et al. (2013), was responsible for recording the number size information of total aerosol particles. The DMPS classifies particles of mobility sizes between 9 and 550 nm. It consists mainly of a medium-size Hauke-type DMA for classifying particles and a TSI 3010 condensation particle counter (CPC) for detection. Prior to the classifying and detecting sections, the sampled air passes through a bipolar radioactive charger (Ni-63), where aerosol particles in the sample attain a Boltzmann equilibrium charge distribution. These aerosol particles then enter the DMA. Particles of different electrical mobility are selected from the sample by changing the high voltage applied on the DMA inner electrode step-wisely. The mobility-segregated particles are subsequently grown by vapour condensation and detected optically in the CPC. Each measurement cycle takes 10 min. The number size distribution of the measured aerosol particles was derived from the recorded mobility distribution via an inversion procedure described in detail by Aalto et al. (2001). The sizes of aerosol particles are presented in Millikan mobility diameters. Hereafter, unless otherwise specified, the particle and ion sizes refer to their Millikan mobility diameters.

2.2 Meteorological and lidar data

The ambient air temperature (T), relative humidity (RH), wind speed (WS), and wind direction (WD) data were from the routine meteorological observation records at Station Concordia as part of the IPEV/PNRA Project – a collaborative project between “Programma Nazionale di Ricerche in Antartide” (PNRA) and Institut Polaire Français Paul–Emile Victor (IEPV) (www.climantaritide.it).

An automatic depolarization lidar (532 nm) has operated at Dome C since 2008 (http://lidarmax.altervista.org/englidar/_Antarctic%20LIDAR.php). The lidar is sensitive to large aerosols and cloud particles, whose presence can be detected from a few metres above ground to 7000 m. The discrimination between liquid and solid relies on the aerosol-induced depolarization of linearly polarized laser light.

2.3 Derived quantities

To assist our analyses, GRs, condensation sinks (CS), and formation rates of ions were determined from the measured air ion and total aerosol particle spectra. The GR characterizes how rapidly particles enlarge in size due to condensational growth and coagulation, which typically has a unit of nm h⁻¹ (Dal Maso et al., 2005; Kulmala et al., 2012). The CS describes the loss rate of condensable vapours onto aerosol particles and is expressed in s⁻¹ (Pirjola et al., 1998; Dal Maso et al., 2002). The formation rate of ions quantifies the rate at which ions in a certain size range are formed and has a unit of cm⁻³ s⁻¹ (Nieminen et al., 2011; Kulmala et al., 2012).

2.3.1 GR determination

The concentration of ions/aerosol particles evolves in both time and particle size. We used two approaches in determining GRs: the mode-fitting method (Dal Maso et al., 2005) and the appearance time method (Lehtipalo et al., 2014). The mode-fitting method follows the concentration change in the time dimension and the appearance time method follows the change in the size dimension.

In the mode-fitting method, at each time stamp of the measurement, the representative size of the aerosol population is determined by fitting a normal distribution to the measured
concentration distribution along the logarithm of sizes with a base of 10. The mode of the fitted curve is transcribed back to linear scale and taken as the representative size of the particle population measured at this moment (a more detailed description of the method has been presented by Dal Maso et al., 2015). In contrast, in the appearance time method, for each size (the geometric mean size of a measurement size bin), one determines the time (the appearance time) at which the particle population is considered to reach this size, based on the measured concentration evolution in time (Lehtipalo et al., 2014). This procedure is repeated for each measurement size bin. In this study, we defined the moment at which the concentration rises to 75 % of the maximum as the appearance time for each size. The GR was then calculated as the slope of a linear fit to the size data as a function of time. In addition, we also determined the instantaneous GR (dN/dt) as the change in sizes within the interval of two adjacent time stamps to support the analysis of the GR dependence on sizes.

2.3.2 CS determination

Sulfuric acid is a key chemical species in forming aerosol particles in the ambient air (Kulmala et al., 2014). We determined CS for sulfuric acid vapours from the number size distribution measured by the DMPS, based on the method described by Pirjola et al. (1998) and Dal Maso et al. (2002), using the following equation:

\[ CS = 2\pi D \int d_p \beta(d_p) n(d_p) \, d d_p. \]  

(7)

Here \( D \) is the diffusion coefficient of condensing vapour molecules, \( d_p \) is the diameter of aerosol particles, \( n \) is the concentration, and \( \beta \) is a transitional correction factor (Fuchs and Sutugin, 1971), which is a function of the mass accommodation coefficient (\( \alpha \)) and Knudsen number (\( Kn \)). In most applications, \( \alpha \) is assumed to be unity while \( Kn \) can be connected to \( D \) via the mean free path of vapour molecules (\( \lambda_v \)) using the mean free-path theory (Mason and McDaniel, 1988; Pirjola et al., 1998).

The diffusion coefficient of vapour molecules is determined using the Fuller's model (Poling et al., 2004; Tang et al., 2014), which describes a binary gas system of species A diffusing in B:

\[ D = \frac{0.00143 \cdot T^{1.75}}{[P/10^5 \cdot \text{bar}]} \cdot M_{AB}^{1/2} \left( \Sigma_vA^{1/3} + \Sigma_vB^{1/3} \right)^2, \]

with \( M_{AB} = \frac{2}{1/M_A + 1/M_B}. \)  

(8)

Here, \( \Sigma_vA \) and \( \Sigma_vB \) are the diffusion volumes of species A and B, respectively, and \( M_A \) and \( M_B \) are the corresponding molar masses. For the system of sulfuric acid diffusing in air, \( \Sigma_vA, H_2SO_4 = 51.96 \) and \( \Sigma_v, an = 19.7 \). The measured ambient temperature and pressure were used in the CS determination.

2.3.3 Formation rate of 2 nm ions (\( J_2^\pm \))

The formation rates of 2 nm ions (\( J_2^\pm \)) was determined based on the following equation:

\[ J_2^\pm = \frac{dn_2^\pm}{dt} + \text{CoagS}2n_2^{-3} + \frac{GR_{2-3}n_2^\pm}{1 \text{ nm}} + an_{2-3}. \]  

(9)

where \( n_{2-3} \) is the ion concentration in the 2–3 nm size range, \( GR_{2-3} \) is the GR of 2–3 nm ions, and \( \alpha \) is the ion–ion recombination coefficient (\( \alpha = 1.6 \times 10^{-6} \text{ cm}^3 \text{ s}^{-1} \)). CoagS2 stands for the coagulation sink for 2 nm ions and it was determined using particle data measured by the DMPS based on the method described by Kulmala et al. (2001). Owing to the malfunction of the negative analyser in our AIS, the ion formation rates in this study were determined only for the positive polarity, based on the assumption that the negative ion concentration is equal to the positive ion concentration.

3 Results and discussions

3.1 Overview of features observed in air ions

During the campaign period (330 days in total), there were 287 days with valid air ion measurements, i.e. valid air ion data were collected on nearly 87 % of the measurement days. We were able to identify NPF, wind-induced ion formation, and cloud activation events from the valid measurements. Altogether, NPF events were observed on 32 days, wind-induced ion formations on 36 days, and cloud activations on 7 days with two certain cases. For the NPF events, 20 cases were classified as suppressed NPF events, which were characterized by no clear particle growth beyond 10 nm. Cases with two or more separate, yet simultaneous, NPF events with subsequent growth, i.e. multi-mode NPF events, were seen on 12 NPF days. Additionally, 85 days were recognized as event-free days, during which no above-mentioned events, contamination, or other unexplainable processes disturbing the cluster ion band (0.9–1.9 nm) were observed.

A clear seasonality was found on these event-free days in the cluster ion concentration (Fig. 2a). The cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February. The median cluster ion concentration was highest during the warm months, with a maximum in February.
spheric radon emitted from the coastal areas or other remote regions may hardly reach Dome C by wind transportation. Therefore, the only major ionization source of air molecules comes from cosmic radiation. The cosmic ray intensity is mainly modulated by the solar activity and therefore can be considered invariable in the short term. Muons are the main cosmic ray component responsible for the ionization in the lower atmosphere (Goldhagen, 2000). The intensity of the muon flux in Antarctica has been found to have a weak seasonality and to be related to the stratospheric temperature, being low in winter and high in summer, and the temperature modulation has been reported to be ±8% on an annual basis (IceCube Collaboration, 2011). Although the seasonal cycle in the cluster ion concentration corresponded to the seasonality in the muon flux, the influence of the variation in the ionizing radiation alone is insufficient to account for the difference of more than 30% in the cluster ion concentration between summer and winter (Fig. 2a). Thus, most probably the low winter cluster ion concentration was additionally affected by the limited source of vapours that can participate in cluster ion formation due to the inhibited photochemistry under the reign of polar-night darkness. The development of the planetary boundary layer may additionally influence the concentration of cluster ions by imposing either a dilution or concentration effect. The longer day length in February than in March or October may result in the development of a deeper mixed layer, which could dilute the cluster ions within the mixing volume. However, the high-

Figure 2. Seasonality in the median (a) cluster ion (0.9–1.9 nm) concentration and (b) condensation sink (CS). Tops and bottoms of the boxes are the 75th and 25th percentiles of the median daily values in 10 min time resolution, with bars in the middle showing the 50th percentiles. Whiskers represent spans of the interquartile ranges multiplied by 1.5. Cluster ion concentrations or CS on NPF days shown in red and on event-free days in black. Event-free conditions were restricted to days on which there was no NPF, cloud activation, wind-induced events, or contamination as well as other anomalies altering the ion concentration in the cluster band. The numbers of days classified as either event-free or NPF are displayed at the top of panel (a) in grey. No CS was obtained in August due to the lack of measured temperature and pressure data from the station database.
est cluster ion concentration was found in February. Also, polar nights would cause the formation of only a very shallow and stable boundary layer in winter months. The mixing volume in winter is therefore expected to be much smaller than in other seasons, but no concentration effect on cluster ion concentration can be identified. Consequently, even if the seasonal change of boundary layer heights has an influence on the seasonality in cluster ion concentrations, this effect is likely to be minor.

The daily-median cluster ion concentration at Dome C was observed to be higher on NPF event days compared with event-free days. A similar phenomenon was also seen in a boreal forest environment at SMEAR II station in southern Finland (Fig. S2). Such a connection between cluster ion concentrations and NPF occurrences may imply that compared with event-free days, NPF event days probably had higher concentrations of vapours that are able to contribute to both cluster ion formation and NPF. In the Antarctic autumn (February and March), the value of CS tended to be higher on NPF days compared with event-free days (Fig. 2b). Since a large CS is indicative of a higher atmospheric sink for low-volatility vapours, this observation suggests a particularly strong source rate of such vapours during this time of the year, especially on NPF days. Interestingly, the opposite pattern in CS was seen in the Antarctic spring (October and November, Fig. 2b).

3.2 NPF and growth

3.2.1 NPF events

One of the major features observed in the AIS spectra at Dome C was the process of NPF and subsequent growth of newly formed charged clusters/particles. The smooth growth that lasts for several hours can imply a homogeneous condition in the sampled air (Hirsikko et al., 2007; Manninen et al., 2010). Seven clear NPF events were seen on consecutive days during the period 9–15 March 2011, with the initial step traceable down to the cluster ion band (Fig. 3b). All these NPF events occurred during westerly winds, apart from the second one on 9 March (Fig. 3e). This NPF event was associated with winds from the contaminated sector (10–90°) and possibly affected by the diesel generator of the station and motor vehicle pathways (Järvinen et al., 2013). These NPF events occurred after sunrise between about 00:00 and 06:00 UTC (between 08:00 and 14:00 in the local UTC + 8:00 time zone), which is in line with the proposed importance of photochemistry in NPF events and particle growths (Kulmala and Kerminen, 2008; Ehn et al., 2014; Kulmala et al., 2014). Except for the weak NPF event on 10 March, the newly formed particles of 9–12 March reached sizes larger than 10 nm and could be captured by both AIS and DMPS (Fig. 3a and b). Sudden increases in the concentration of 10–100 nm total particles corresponded to these NPF events (Fig. 3c). However, the NPF events seen during 13–15 March were restricted to sizes below 10 nm and showed no traces in the DMPS spectra (Fig. 3a and b). Consistently, no elevated concentrations were observed for particles in the size range of 10–100 nm for these events (Fig. 3c). Such differences result likely from the availability of vapours that sustain the growth.

We could see slight concentration increases in the cluster ion size range at the time when NPF events were initiated, but no systemic features in relation to NPF events were identifiable in the total concentration of particles larger than 100 nm (Fig. 3c). The CS varied in a similar way to the total concentration of particles larger than 100 nm, ranging between $10^{-4}$ and $4 \times 10^{-8}$ s$^{-1}$, in line with the values of CS reported at Dome C during NPF events (Järvinen et al., 2013).

Figure 4 shows examples of multi-mode NPF events that were observed during 12–16 February 2011. One of them (14 to 15 February) had three concurrent NPF and growth events. The first of them was initially captured by the DMPS at around 03:00 UTC, and at a size of around 15 nm, but it showed no clear traces in the AIS measurements before 12:00 UTC. While the particles formed during this first event were still growing in size, a second NPF event started from a size of 9 nm at 18:00 UTC and was detected almost simultaneously by both AIS and DMPS. About 4 h after the onset of the second NPF event, and during the growth stages of both the first and second events, a third NPF event was observed in the AIS starting from the cluster size range. The growth of particles originating from this last NPF event ceased at around 6 nm and was therefore not seen by the DMPS. A similar multi-mode NPF event was also observed on the following day, 16 February (Fig. 4). On 12 February at 06:00 UTC, a NPF event was observed by the DMPS at an initial size of 10 nm, and the same event was observed by the AIS after around 13:00 UTC. This event lasted until the noon of 13 February. Over the consecutive 5 days of 12–16 February, a slowly growing (GR $\approx 1.4 \text{nm h}^{-1}$) population of 40–200 nm particles could be observed in the background, with their initial formation traceable back to 06:00 UTC on 12 February. Interestingly, apart from the particles initiated at 10 and 40 nm, a third mode of particles with sizes larger than 100 nm was recognizable on the morning of 12 February. This particle mode grew approximately from 100 to 300 nm during 12–13 February, and then gradually merged with the mode initiated at 40 nm at the end of 16 February. These multi-mode NPF events were associated with 2 times higher values of CS than the events presented in Fig. 3, owing to the presence of higher concentrations of background particles (Figs. 3c, 4c and d).

3.2.2 GR comparisons

The GRs determined by the appearance time method tended to be higher than those determined by the mode-fitting method (Fig. 5). This difference probably originates from the foundations that these two methods rest on. Both methods were developed to treat the measured number size dis-
Consecutive NPF events observed during the period 9–15 March 2011. (a) DMPS spectra; (b) AIS positive polarity spectra; (c) ion and particle concentrations in four different size ranges: 0.9–1.9 nm (ions), 1.9–10 nm (ions), 10–100 nm (total particles), and total particles of diameters above 100 nm; (d) CS; and (e) wind direction, colour-coded for wind speed. The white line in (b) indicates the lower limit of the DMPS size range. The grey band in (e) represents the contaminated wind sector. Data are presented in UTC.

The NPF event that occurred on 12 March between 00:00 and 06:00 UTC had clearly two simultaneously growing modes, with corresponding particle GRs marked by GR₆ and GR₇ in Fig. 5a and b. For this NPF event, although higher uncertainties were associated with the GR determined by the appearance time method than with the mode-fitting method, the former method succeeded in tracking the growth following both modes while the latter failed (Fig. 5). For GR₁ and GR₄, both methods led to similar GR values based on linear fitting – however, with a slightly smaller uncertainty (root-mean-square error) obtained using the appearance time method. Apart from for the slow-growth cases, the appearance time method seems to present a narrower uncertainty range than the mode-fitting method.

Even though the GR is often calculated as the slope of a linear fit to the size data as a function of time (Yli-Juuti et al., 2011; Lehtipalo et al., 2014), like in Fig. 5, it is not always appropriate to express the change in sizes along time by a linear proportionality, e.g. GR₁ determined by the appearance time method in Fig. 5b and GR₂ determined by the mode-fitting method in Fig. 5a. Alternatively, the change in sizes within the interval of two adjacent time stamps, i.e. the instantaneous GR \( \frac{d\rho}{dt} \) was used to investigate the size dependence of GR. We found that the instantaneous GR derived from the AIS measurements during the NPF events tended to increase with an increasing particle size (Fig. 6c and d). A similar feature has been reported at many other sites for the sub-20 nm size range (see Häkkinen et al., 2013, and references therein). The median instantaneous GRs given by the appearance time method were in the range of 0.5–25 nm h⁻¹ and by the mode-fitting method in the range of 1–150 nm h⁻¹. The reported GRs of newly formed atmospheric aerosol particles are typically below a few tens of nm h⁻¹ (Yli-Juuti et al., 2011; Järvinen et al., 2013; Wang et al., 2017). The instantaneous GRs determined using the former method fall in this range, while using the latter method resulted in larger instantaneous GRs. This feature could be ascribed to the higher uncertainties associated with the mode-fitting method. The mode-fitting method tracks the mode concentration corresponding to sizes based on curve fitting for each measurement cycle, and it could be that the sizes at which mode concentrations were identified differ significantly in two adjacent measurement cycles, i.e. over a short time interval. A large size difference over a small time in-
Figure 4. Consecutive multi-mode formation and growth events observed during 12–16 February 2011. (a) DMPS spectra; (b) AIS positive polarity spectra; (c) ion and particle concentrations in four different size ranges 0.9–1.9 nm (ions), 1.9–10 nm (ions), 10–100 nm (total particles), and total particles of diameters above 100 nm; (d) CS; and (e) wind direction, colour-coded with wind speed. The white line in (b) indicates the lower limit of the DMPS size range. The grey band in (e) represents the contaminated wind sector. The two vertical dashed lines outline the three NPF which occurred on 14–15 February 2011. Data are presented in UTC.

Figure 5. Comparison of GR for nine growth modes (GR_i, i = 1, . . . , 9 in the figure) determined by the mode-fitting method (a, c) and by the appearance time method (b, d), from the AIS measurement for 9–12 March 2011 (left-hand panels) and from the DMPS measurement for 25 February 2011 (right-hand panels). Growth rates estimated from linear fittings with root-mean-square errors expressed as uncertainties are shown in Table 1. The red or grey dots depict the estimated size evolution of ions/particles with respect to time determined by the mode-fitting or appearance time methods, with the linear fits to these size–time relationships shown as black lines.
Figure 6. The GR dependence on size. Sizes are in mobility diameters and GRs of ions and particles are presented as discrete time derivatives of the change in mobility diameters \( (\text{d}d_p/\text{d}t) \). GRs of aerosol particles measured by the DMPS are shown in the upper panels \((a, b)\), and GRs of ions measured by the AIS are shown in the lower panels \((c, d)\). GRs in the left-hand panels \((a, c)\) are determined using the appearance time method and those in the right-hand panels \((b, d)\) are determined using the mode-fitting method. The solid black lines indicate the overlapping size range of the DMPS and AIS measurements. The box was drawn with 25th and 75th percentiles of GRs determined at each size, with the median indicated as a right bar inside the box. The whiskers extend to the smallest and highest GR values within 1.5 times the interquartile range at each size. GRs beyond the 1.5 times interquartile range are marked by red crosses as outliers.

In contrast, the appearance time method is based on looking for the time stamp, when the concentration reaches 75% of its maximum in the concentration vs. time space for each size channel of the instrument. Owing to the fact that aerosol and ion data have a higher resolution in the time dimension than in the size dimension, the appearance time method could pick up the time stamp more precisely for each size than the mode-fitting method could do the sizes for each measurement cycle. Consequently, the appearance time method presents GRs with smaller uncertainties (Fig. 5 and Table 1) and yields more representative instantaneous GRs. The instantaneous GRs derived from the DMPS measurement exhibit a rather vague pattern in connection to sizes (Fig. 6a and b); yet, a light increasing tendency might be still deducible. At large sizes in the overlapping size range \((10–42 \text{ nm})\) of AIS and DMPS, the instantaneous GR derived from the AIS measurements tended to be larger than those from the DMPS measurements. This difference may result from the fact that the DMPS measures total particles, including both ions and neutral particles, whereas the AIS detects only charged particles. Also, the AIS measurements at sizes larger than 20 nm are subject to the uncertainties brought about by the detection of multiply charged particles as singly charged particles. At small sizes in the overlapping size range, the instantaneous GR derived from the DMPS exhibited a decreasing trend with increasing sizes, which, however, was not shown by the instantaneous GR derived from the AIS. This difference may again be attributed to the difference in the sampled particles targeted by the two instruments.

3.2.3 Formation rates of 2 nm positive ions \((J_2^+)\)

The formation rate of 2 nm positive ions \((J_2^+)\) was determined for 26 NPF event days, for which GRs in the 2–3 nm size range were obtained using the appearance time method. The average value of \(J_2^+\) was 0.014 cm\(^{-3}\) s\(^{-1}\).
Figure 7. A cloud activation event observed on 20 January 2011. (a) DMPS spectra; (b) AIS positive polarity spectra; (c) ion and particle concentrations in four different size ranges: ions of diameters below 1.9 nm, ions of diameters between 1.9 and 10 nm, total particles of diameters between 10 and 100 nm, and total particles of diameters above 100 nm; (d) ambient air temperature \((T)\); (e) wind direction, colour-coded with wind speed; and (f) activation diameter \((D_{50})\), determined based on the method described by Komppula et al. (2005). Data are presented in UTC.

Table 1. GRs estimated from linear fittings with root-mean-square errors expressed as uncertainties for the nine growth modes shown in Fig. 5. GR\(_{\text{mf}}\) stands for GRs determined by the mode-fitting method and GR\(_{\text{apt}}\) for those determined by the appearance time method. Normal text in the table corresponds to GRs determined from the AIS measurement (9–12 March 2011) and bold text to GRs determined from the DMPS measurement (25 February, 2011).

<table>
<thead>
<tr>
<th>ID</th>
<th>GR(_{1})</th>
<th>GR(_{2})</th>
<th>GR(_{3})</th>
<th>GR(_{4})</th>
<th>GR(_{5})</th>
<th>GR(_{6})</th>
<th>GR(_{7})</th>
<th>GR(_{8})</th>
<th>GR(_{9})</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR(_{\text{mf}}) (nm h(^{-1}))</td>
<td>1.4 ± 2.2</td>
<td>0.4 ± 0.7</td>
<td>0.3 ± 0.3</td>
<td>0.3 ± 0.3</td>
<td>0.5 ± 1.0</td>
<td>0.9 ± 0.3</td>
<td>0.9 ± 0.3</td>
<td>0.5 ± 1.0</td>
<td>1.2 ± 0.7</td>
</tr>
<tr>
<td>Size ranges (nm)</td>
<td>4.6–29</td>
<td>1.5–10</td>
<td>6.7–14</td>
<td>1.4–4.7</td>
<td>1.3–12</td>
<td>1.3–8.6</td>
<td>3.1–8.2</td>
<td>1.7–12</td>
<td>10–17</td>
</tr>
<tr>
<td>GR(_{\text{apt}}) (nm h(^{-1}))</td>
<td>1.3 ± 1.2</td>
<td>1.1 ± 0.5</td>
<td>1.1 ± 0.5</td>
<td>0.4 ± 0.2</td>
<td>1.1 ± 0.5</td>
<td>1.5 ± 1.2</td>
<td>3.5 ± 1.0</td>
<td>1.6 ± 7.5</td>
<td>3.3 ± 1.2</td>
</tr>
<tr>
<td>Size ranges (nm)</td>
<td>5.3–31</td>
<td>1.4–17</td>
<td>7.1–17</td>
<td>1.4–5.3</td>
<td>1.3–20</td>
<td>1.4–13</td>
<td>1.3–13</td>
<td>1.7–17</td>
<td>11–20</td>
</tr>
</tbody>
</table>

with a standard deviation of 0.020 cm\(^{-3}\) s\(^{-1}\). An estimation of uncertainties in \(J_2^+\) was made by assuming an underestimation of 15–30% in the AIS measurement (Wagner et al., 2016), an uncertainty of ±10% in the DMPS measurement in the whole size range (Wiedensohler et al., 2012), an error of ±1°C in the temperature measurement, and ±1 hPa in the pressure measurement. We calculated the maximum and minimum estimates of \(J_2^+\) based on these assumptions and evaluated the deviations of \(J_2^+\) from the mean values of the maximum and minimum estimates. We found that this deviation was smaller than 0.005 cm\(^{-3}\) s\(^{-1}\) (< 0.020 cm\(^{-3}\) s\(^{-1}\)) for more than 80% (88%) of the values of \(J_2^+\). Other characteristic values for \(J_2^+\) were as follows: 0.0005 cm\(^{-3}\) s\(^{-1}\) (minimum), 0.0024 cm\(^{-3}\) s\(^{-1}\) (first quartile), 0.0066 cm\(^{-3}\) s\(^{-1}\) (median), 0.015 cm\(^{-3}\) s\(^{-1}\) (third quartile), and 0.079 cm\(^{-3}\) s\(^{-1}\) (maximum). These ion formation rates are comparable to those reported for the SMEAR II station in Finland (Nieminen et al., 2011), as well as to those observed in several other sites in Europe (Manninen et al., 2010).
3.3 Other specific features

3.3.1 Influence of cloud/fog formation on aerosol particles and air ions

A cloud activation event initiated at around 14:00 UTC was observed on 20 January 2011 (Fig. 7). In general, such events are characterized by a disappearance of aerosol particles from the measured particle size range (Komppula et al., 2005; Kyrö et al., 2013). Additionally, a sudden drop in the cluster ion concentration has been reported as a feature for cloud activation events (Lihavainen et al., 2007). We observed similar connections between cluster ions and cloud activation at Dome C (Fig. 7a–c). Moreover, we found that the cloud activation event was accompanied by a burst of ions in the 8–42 nm size range measured by the AIS (Fig. 7b and c), yet not captured by the DMPS.

By following the approach introduced by Komppula et al. (2005) based on DMPS measurements, it can be estimated that particles larger than about 110 nm in diameter had been activated into cloud droplets during this cloud event (Fig. 7). This observation is well in line with the activation thresholds from < 50 nm up to about 200–300 nm for the “dry” particle diameter observed in real atmospheric clouds (see Henning et al., 2002, and references therein; Anttila et al., 2009; Kyrö et al., 2013; Portin et al., 2014; Leaitch et al., 2016). Cluster ions were efficiently lost onto the cloud droplets at Dome C. Because of their large sizes beyond the detection capability of the DMPS, cloud droplets could collect multiple charges via the uptake of cluster ions, which might then be detected by the AIS as singly charged particles in the size range of 8–42 nm. Additionally, these ions detected by the AIS might also be artificial products resulting from the cloud droplet cleavage inside the sampling line of the instrument, possibly related to the high sample flowrate and the low-temperature condition (Fig. 7d). This cloud activation was possibly a result of ground-level fog formation, as lidar observations showed no evidence of clouds above 40 m (Fig. S3a and b). A cloudy pattern appeared in the lidar spectra at the near-ground level after about 15:00 UTC (Fig. S3c and d). This 1 h delay compared with the aerosol instruments may be related to the fact that aerosol particles/cloud droplets cannot be captured by the lidar unless the aerosol/cloud layer is optically thick enough. It is very likely that the ground-level fog was initially very thin, yet observable with the DMPS system, and only later became thick enough for the lidar to capture it. The high depolarization indicates a high probability of the presence of ice particles. Some precipitation could be recognized (Fig. S3a and b), originating from cirrus clouds at heights between 2500 and 3000 m above ground between 16:00 and 18:00 UTC. Light precipitation might have reached the ground level after around 18:00 UTC (Fig. S3c and d), which perturbed the cloud activation and
Figure 9. Ion concentrations as a function of wind speed: (a) ion concentration in the cluster size range (0.9–1.9 nm) and (b) ion concentration in the size range of 1.9–10 nm. The solid lines are linear fits to the data. Fits 1 and 3 are to data below the threshold wind speed \(7 \text{ m s}^{-1}\) and fits 2 and 4 are to data above the threshold wind speed. Fits 1 and 2 are obtained based on all data below or above the wind speed threshold, respectively. The data points in grey colour, however, are not taken into account in determining the fitting coefficients for fits 3 and 4. These grey data points correspond to cluster ion concentration values below the purple dashed line \(y = 0.0074 \cdot e^{1.4855x}\). The coefficients of these fits as well as the 95% confidence bounds of the coefficients and coefficient of determination measuring the goodness of fit are given in Table S1 in the Supplement.

Impaired the effect of fog/cloud formation exerted on air ions (Fig. 7a–c).

3.3.2 Wind-induced ion formation

Ion formation events during strong wind episodes have been observed at Abao in Antarctica (Virkkula et al., 2007), as well as at the high-altitude site on Jungfraujoch in Switzerland (Manninen et al., 2010). At Dome C, we observed wind-induced ion formation especially during the dark months (15 cases during May–August). An example of such an event, observed during 3–4 July 2011, illustrates the close connection between the ion formation and wind speed (Fig. 8): ions generated by a strong wind were mainly in the cluster ion size range, even though a large number of ions were also apparent in the 1.9–10 nm size range.

Under strong wind conditions, small snowflakes and ice crystals in the surface layer of the accumulated snow on the ground can be resuspended by turbulence and be scattered further by their collisions (Pomeroy and Jones, 1996). Vapours adsorbed on and trapped in these snowflakes and ice crystals can be released into the air to replenish vapours in the air that are capable of participating in cluster ion formation and possibly also NPF. This resuspension process also assists the escape of vapours trapped beneath the surface snow layer on the ground. Moreover, owing to the sudden drop in the surrounding vapour pressure, gaseous molecules of water and other trace species may also be freed from the resuspended particles by sublimation (Pomeroy and Jones, 1996). Ionizing radiation produces primary ions, which are either lost through ion–ion recombination or transformed into more stable air ions by nucleation or condensation (Chen et al., 2016). A small concentration of ions slightly larger than the cluster sizes could be observed in connection to the high wind speeds between 06:00 and 12:00 UTC (Fig. 8b and c). As the wind speed increased further after 12:00 UTC, the vapour replenishment was probably amplified, leading to an ion burst in the size range of 0.9–10 nm via nucleation, condensation, and coagulation. A fraction of these ions seems to be able to further undergo dynamic processes to form large aerosol particles with sizes of even 500 nm (Fig. 8a).

Turbulent conditions might enhance the collection of electric charges by the shattered snowflakes and ice particles via a charge transfer from initial charge carriers, contributing to the formation of an ion burst. In addition, the shattered particles might gain electric charges through friction charging. However, we think that these two pathways of ion formation are not likely to contribute to the ion burst captured by the AIS. In principle, the shattering of resuspended snowflakes and ice particles mechanically by turbulence results in the formation of particles of smaller but random sizes. If this mechanism had produced nano-sized particles that subsequently became electrically charged either by charge transfer or friction charging, our AIS should have detected some of them and have shown an unsystematic spectrum, i.e. ions of random sizes and concentrations. Yet, conversely, the AIS
showed high concentrations of ions of only small sizes, and hardly anything of sizes larger than 2–3 nm in diameter between 12:00 and 14:00 UTC during the intensification of the wind speed. Nevertheless, involvement of these processes cannot be ruled out completely based on our ambient observations. This kind of wind-induced ion formation warrants further experimental investigation, for example by releasing snow in a wind tunnel to disclose the true mechanisms governing the ion production.

Putting together all the 36 wind-induced ion formation events, the logarithm of the ion concentration exhibited linear relations to the wind speed (Fig. 9), as also observed at Aboa (Virkkula et al., 2007). For both cluster ions and ions in the size range of 1.9–10 nm, there seemed to be a two-step linear relation with a breakpoint at around 7 m s\(^{-1}\) (Fig. 9). Winds below this threshold value were less efficient in producing ions than winds with speeds of > 7 m s\(^{-1}\). This feature could be also recognized in the Aboa data, but with the threshold in wind speeds lying at around 17 m s\(^{-1}\) (Fig. S4). The effect of wind on ions seemed to be stronger at Dome C than at Aboa (Table S1 and Fig. S4). The slopes for the logarithm of ion concentrations as a function of wind speeds differed by about an order of magnitude between Dome C and Aboa. This is so far the clearest and largest difference in the air ion processes at these two sites and deserves a more detailed study in the future.

4 Conclusions

Based on 1 year of air ion observations with an AIS at Dome C, Antarctica, we found that this site has a rich set of ion processes, especially when considering its inland location on the largest ice desert on the Earth — the Antarctic Plateau. NPF, wind-induced ion formation, and ion production and loss associated with cloud/fog formation were the main processes that were found to modify the number size distribution of air ions at this high-altitude site. On event-free days, i.e. on days without the above-mentioned processes or other anomalies, concentrations of cluster ions (0.9–1.9 nm) showed a clear seasonality, with high concentrations in the warm months and low concentrations in the cold season. Days with NPF events were characterized by higher cluster ion concentrations than event-free days. The specific features of the recorded air ion data allowed further classification of NPF into suppressed NPF and multi-mode NPF events. The former refers to NPF events during which the growth of newly formed particles hardly exceeds 10 nm, and the latter characterizes NPF events with two or three co-occurring NPF and growth events in different size ranges.

GRs determined from the mode-fitting method appeared to be more suitable for describing cases with a slow particle growth. We found that the change in particle diameters did not usually increase linearly with the time. Therefore, we derived the instantaneous GR \((\text{d}d_p/\text{d}t)\) as the change in sizes within the interval of two adjacent time stamps, and found that the GR tended to increase with an increasing particle size. The formation rate of 2 nm positive ions was found to be \(0.014 \pm 0.020 \text{ cm}^{-3} \text{s}^{-1}\) based on 26 NPF events.

Ion production in relation to cloud/fog formation in the size range of 8–42 nm was found uniquely at Dome C. These ions may be either multiply charged particles detected as singly charged in the AIS or splinters of cloud droplets formed inside the instrument related to the instrumental behaviour under the extremely cold conditions. Accordingly, it would be worthwhile to carefully characterize the instrumental behaviour of ion spectrometers under extremely low temperature conditions in relation to the presence of cloud droplets by conducting laboratory experiments. In addition, wind-induced ion formation was found to resemble new aerosol particle formation from vapours released from the snow, rather than being caused by mechanical charging of shattered snowflakes or ice crystals. The ion formation during strong wind episodes is a phenomenon of great interest. It is also worth mentioning that at this high-plateau site, wind-induced ion formation was approximately an order of magnitude stronger than at the low-altitude Antarctic site, Aboa, in which the same phenomenon has been observed earlier. The hidden mechanisms behind such processes need further investigation, which may reveal a new pathway of atmospheric NPF in dark wintertime conditions.

The air ion data used in this work were limited to the positive polarity due to a technical malfunctioning of the negative analyser. Further ambient measurements on air ions would be valuable to be carried out at Dome C and other sites on the Antarctic Plateau, not only to reveal possible differences between positive and negative ion properties and their connections to the ion and aerosol processes, but also to understand the mechanisms behind the ion formation related to the cloud/fog formation or wind episodes and to acquire a better characterization of atmospheric NPF in Antarctica. In the future in addition to air ions, the properties of neutral clusters and particles also need to be probed in order to understand the relative importance of ions and neutrals in atmospheric NPF at Dome C, and to characterize the comparability of the roles of ions and neutrals in atmospheric NPF observed at Dome C and at other sites around the globe.

Data availability. Data used in this work can be found via http://avaa.tdata.fi/openida/dl.jsp?pid=urn:nbn:fi:csc-ida.
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Table S1. Coefficients for the fittings \( y = a \cdot e^{b \cdot x} \) shown in Figs. 9 and S4. \( R^2 \) is the coefficient of determination measuring the goodness of fit, which denotes the fraction of the total variation in the data can be explained by the fit. For Dome C data shown in Fig. 9, fits 1 and 2 are obtained based on all data below or above the wind speed threshold (7 m/s), respectively. The grey data points in Fig. 9 are used in determining the fitting coefficients for fits 3 and 4. For Aboa data shown in Fig. S4, a wind speed threshold of 17 m/s is used.

| DOME C (Figs. 9 & S4) | Cluster (0.9-1.9 nm) ion concentrations vs. wind speeds |  |
|---|---|---|---|---|---|
| Fits | \( a \) | \( b \) | 95\% confidence interval for \( a \) | 95\% confidence interval for \( b \) | \( R^2 \) |
| 1 | 0.69 | 26.34 | [0.65 0.73] | [21.62 32.10] | 0.24 |
| 2 | 0.51 | 68.64 | [0.41 0.60] | [29.88 157.67] | 0.12 |
| 3 | 0.73 | 21.83 | [0.69 0.77] | [18.02 26.44] | 0.28 |
| 4 | 0.44 | 327 | [0.40 0.47] | [244.95 436.53] | 0.52 |

| DOME C (Figs. 9 & S4) | 1.9-10 nm ion concentrations vs. wind speeds |  |
|---|---|---|---|---|---|
| Fits | \( a \) | \( b \) | 95\% confidence interval for \( a \) | 95\% confidence interval for \( b \) | \( R^2 \) |
| 1 | 1.14 | 0.07 | [1.08 1.2] | [0.05 0.09] | 0.29 |
| 2 | 0.61 | 2.1 | [0.71 0.88] | [0.88 5.01] | 0.15 |
| 3 | 1.19 | 0.05 | [1.25 0.04] | [0.04 0.07] | 0.31 |
| 4 | 0.54 | 9.87 | [0.58 7.18] | [7.18 13.58] | 0.58 |

| ABOA (Fig. S4) | 0.9-2.2 nm ion concentrations vs. wind speeds |  |
|---|---|---|---|---|---|
| Fits | \( a \) | \( b \) | 95\% confidence interval for \( a \) | 95\% confidence interval for \( b \) | \( R^2 \) |
| 6 | 0.17 | 14.98 | [0.15 0.19] | [9.02 24.88] | 0.66 |

| ABOA (Fig. S4) | 2.2-9.5 nm ion concentrations vs. wind speeds |  |
|---|---|---|---|---|---|
| Fits | \( a \) | \( b \) | 95\% confidence interval for \( a \) | 95\% confidence interval for \( b \) | \( R^2 \) |
| 5 | 0.24 | 1.45 | [0.22 0.26] | [1.26 1.68] | 0.35 |
| 6 | 0.06 | 63.24 | [0.04 0.09] | [34.72 115.18] | 0.17 |

1
Figure S1. AIS spectra on Feb. 8, 2011. The negative polarity shown in the upper panel and the positive in the lower panel.
Figure S2. Seasonality in the median cluster ion (0.8-1.7 nm) concentration at SMEAR II station in southern Finland. Tops and bottoms of the boxes are the 75\textsuperscript{th} and 25\textsuperscript{th} percentiles of the median daily cluster ion concentrations in 10 min time resolution, with bars in the middle showing the 50\textsuperscript{th} percentiles. Whiskers represent spans of the interquartile ranges multiplied by 1.5. Cluster ion concentrations on new particle formation (NPF) days shown in red and on non-event days in black. The event classification was based on the method described by Dal Maso et al. (2005).
Figure S3. Left column: a) & b) Lidar observation on 20 January 2011 at Dome C. Right column: c) & d) zoom into the lowest heights (0-100 m) between 10:00 and 24:00 UTC. The lowest part of c) & d) (0-30 m) is a non-linear part in the LIDAR signal, and electrically induced noise bands are evident in d). The height information is also possibly subject to an uncertainty of ±5 m.
Figure S4. Ion concentrations as a function of wind speeds. a) Ion concentration in the cluster size range: 0.9-1.9 nm for Dome C (black circles) and 0.9-2.2 nm for Aboa (grey circles, from Virkkula et al. (2007)). b) Ion concentration in the size range of 1.9-10 nm for Dome C (black circles) and in the intermediate size range of 2.2-9.5 nm for Aboa (grey circles, from Virkkula et al. (2007)). The Aboa ion data were reported in mass diameters. The size ranges referred here are reconverted from the measured electrical mobility channels in mobility diameters. The solid lines are linear fits to the logarithm of the ion concentration data. The fitting parameters are given in Table S1. A wind speed threshold of 17 m/s is used for characterising the 2-step linear feature at Aboa and 7 m/s for that at Dome C.
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Abstract. Most of the ion production in the atmosphere is attributed to ionising radiation. In the lower atmosphere, ionising radiation consists mainly of the decay emissions of radon and its progeny, gamma radiation of the terrestrial origin as well as photons and elementary particles of cosmic radiation. These types of radiation produce ion pairs via the ionisation of nitrogen and oxygen as well as trace species in the atmosphere, the rate of which is defined as the ionising capacity. Larger air ions are produced out of the initial charge carriers by processes such as clustering or attachment to pre-existing aerosol particles. This study aimed (1) to identify the key factors responsible for the variability in ionising radiation and in the observed air ion concentrations, (2) to reveal the linkage between them and (3) to provide an in-depth analysis into the effects of ionising radiation on air ion formation, based on measurement data collected during 2003–2006 from a boreal forest site in southern Finland. In general, gamma radiation dominated the ion production in the lower atmosphere. Variations in the ionising capacity came from mixing layer dynamics, soil type and moisture content, meteorological conditions, long-distance transportation, snow cover attenuation and precipitation. Slightly similar diurnal patterns to variations in the ionising capacity were observed in air ion concentrations of the cluster size (0.8–1.7 nm in mobility diameters). However, features observed in the 0.8–1 nm ion concentration were in good connection to variations of the ionising capacity. Further, by carefully constraining perturbing variables, a strong dependency of the cluster ion concentration on the ionising capacity was identified, proving the functionality of ionising radiation in air ion production in the lower atmosphere. This relationship, however, was only clearly observed on new particle formation (NPF) days, possibly indicating that charges after being born underwent different processes on NPF days and non-event days and also that the transformation of newly formed charges to cluster ions occurred in a shorter timescale on NPF days than on non-event days.

1 Introduction

Ambient radioactivity in the lower atmosphere supplies ionising energy for the production of electric charges in the air. It consists of natural and anthropogenic radioactivity. The anthropogenic fraction comes mainly from routine and accidental emissions from nuclear power plants and related facilities as well as nuclear detonations. Minor emissions of natural radioactivity occur also in connection with various mining activities. Natural radioactivity is composed of the decay emissions of naturally occurring radionuclides and cosmic radiation. Alpha and beta particles as well as the associated gamma and X-ray photons constitute the ionising radiation from natural radionuclides. $^{222}\text{Rn}$ is a naturally occurring radioactive gas that is the daughter nuclide of $^{226}\text{Ra}$, which is typically present in soil grains. Naturally two other isotopic forms of radon exist as well, $^{219}\text{Rn}$ and $^{220}\text{Rn}$, but in trace quantities. Once formed, radon can diffuse through soil pores and eventually enter into the atmosphere (Chen et al., 2016; Nazaroff, 1992). Radon and its progeny undergo alpha and beta decay in the atmosphere and, together with the accom-
panying gamma radiation, supply the energy for ionisation. Apart from radon, gamma radiation from the Earth’s crust as well as photons and elementary particles of cosmic radiation also contribute to the creation of electric charges in the lower atmosphere. In the case of cosmic radiation near the ground, most of the ionisation of air is due to muons, with minor contributions from neutrons, photons and electrons (Goldhagen, 2000). Typically, 32.5–35 eV is needed to produce an ion pair in the atmosphere (Krause et al., 2002), with an average expenditure of 34 eV per ion pair often accepted in the lower atmosphere (Jesse and Sadaukis, 1957; Laakso et al., 2004; Wilkening, 1981).

Due to the atmospheric abundance of nitrogen (N2) and oxygen (O2), their derivatives are the initial carriers of electric charges generated from the ionisation process. These initial charge carriers are known as primary ions, which can be an electron or simple atomic or molecular ions. Primary ions are consumed either directly or via the formation of more complex molecular ions by (1) ion–ion recombination, (2) clustering, (3) charge transfer to pre-existing aerosol particles (or clusters) or gaseous species in the atmosphere and (4) sink to foreign surfaces. These processes may involve both chemical reactions and physical transformations. The recombination and sink to foreign surfaces lead to a reduced amount of electric charges in the air, whereas the clustering and charge transfer result in either charged or neutral gaseous species, clusters and aerosol particles. The term “air ion” refers to all airborne substances that are electrically charged, ranging from primary ions to charged aerosol particles. The relationship between primary ions, molecular ions and cluster ions is illustrated in Fig. 1.

Air ions were historically concerned in the discipline of atmospheric electricity (Israël, 1970), because their flow in the electric field of the Earth–atmosphere system serves as the measurable conduction current in the atmosphere (Harrison and Carslaw, 2003; Tinsley, 2008; Wilson, 1921). The interest in atmospheric electricity could be traced back to the early 18th century, when thunderstorms were suggested to be electrical phenomena (Herbert, 1997). However, only after Benjamin Franklin proposed the idea to draw electricity down from lightning in 1752 this theory confirmed, and the study of atmospheric electricity became popular (Herbert, 1997; Tinsley, 2008). Early efforts in this field were substantially invested in understanding lightning and electrification of clouds (e.g. Canton, 1753a; b; Franklin, 1751), even though there were reports on observations of atmospheric electricity under fair weather conditions (Bennett and Harrison, 2007; Canton, 1753b; Read, 1792). Why the air was conductive could not, however, be explained. Meanwhile, Charles-Augustin de Coulomb observed gradual discharge of a well-insulated electroscope around 1785 and he attributed his observation to the contact of suspending particles present in the air (De Angelis, 2014; Walter, 2012). This phenomenon was reproduced by Michael Faraday half a century later in 1835 (De Angelis, 2014). Thanks to the further improvement of the electroscope by William Thomson and Lord Kelvin (De Angelis, 2014; Flagan, 1998), Crookes (1878) found that the discharge rate of an electroscope decreases with a decreasing air pressure, suggesting that it is the air inside the instrument that manipulates the discharge. However, the reasoning remained undisclosed until the discovery of radioactivity by Wilhelm Röntgen, Henri Becquerel and Marie and Pierre Curie enabled Julius Elster and Hans Geitel from Germany and Charles Thomson Rees Wilson from Scotland to relate the spontaneous discharge of the electroscope to ionisation of the air by radioactive sources (Carlson and De Angelis, 2011; De Angelis, 2014; Wilson, 1895, 1899). Therefrom, the importance of air ions in the atmosphere emerged. Contemporaneously, the interest of Joseph John Thomson, director of the Cavendish Laboratory, in the charge carriers produced by ionising radiation motivated the development of instrumentalisation for measuring electrical charges in gases, leading to various valuable outcomes, e.g. the cloud chamber designed by C. T. R. Wilson, as well as techniques for measuring ion mobility by Ernest Rutherford and John Zeleny and for studying gaseous ion diffusion by John Sealy Townsend (Flagan, 1998; Robotti, 2006). These works laid the theoretical and instrumental foundation for later aerosol studies. The experimental results from C. T. R. Wilson’s cloud chamber measurements in 1895 and 1899 on the influence of ionising radiation on the formation of cloud droplets brought interest in air ions to the atmospheric aerosol community. Inspired by these early works, advancements in atmospheric aerosol studies progressed both instrumentally and theoretically over the century (e.g. Aplin and Harrison, 2000; Hewitt, 1957; Hinds, 1999; Hogg, 1939; Mason and McDaniel, 1988; Millikan, 1923; Nolan, 1924; Reischl, 1991; Rosell-Llompart and Fernández de la Mora, 1993; Tammet, 1970, 1995, 2006).

Devices employed for ion studies comprise different types of aspiration condensers, ion mobility spectrometers (IMSs) and mass spectrometers (Cameras et al., 2015; Hirsiikko et al., 2011; Laskin et al., 2012; Tammet, 1970). Notably, modern key instruments for field observations of air ions are mainly aspiration contender-based devices and mass spectrometers, such as the Gerdien counter – an integral aspiration condenser (Aplin and Harrison, 2000; Gerdien, 1905; Vojtek et al., 2006) – ion spectrometers designed by Airel Ltd. – single or multiple channel aspiration condensers (Kulmala et al., 2016; Manninen et al., 2009; Mirmé et al., 2007; Tammet, 2006, 2011) – and the atmospheric pressure interface time-of-flight mass spectrometer (API-ToF) (Junninen et al., 2010). While aspiration condensers provide information on the concentration and mobility of charge carriers, mass spectrometers reveal mainly the chemical properties of them. The IMS, however, has a limited application in studying ambient ions due to difficulties in spectrum interpretation (Hirsiikko et al., 2011). The purpose of these instrumentations is not only air ion or air conductivity observations but also...
nano-material synthesis (Kruis et al., 1998) and the improvement of the fundamental understanding on the relationship between mobility, mass and size (Ku and Fernández de la Mora, 2009).

At present, the number size distribution of air ions can be measured down to about 0.8 nm in Millikan mobility size by using ion spectrometers (Manninen et al., 2009; Tammet, 2006, 2011). Most air ions concentrate at the lowest size band with a diameter of 0.8–1.7 nm (Manninen et al., 2009), which is generally known as the cluster size range (Tammet, 1995, 2012). In principle, this size range contains large molecular ions and clusters of molecular ions. Ions smaller than 0.8 nm comprise mostly relatively simple molecular ions, which are either primary ions or originate from the survived fraction of primary ions from recombination. The critical cluster size was found to be 1.5 ± 0.3 nm for atmospheric nucleation (Kulmala et al., 2013). Once the critical cluster size is reached, further growth of a cluster in size is energetically favoured (Vehkamäki, 2006). Air ions that have sizes larger than the critical cluster size are therefore typically viewed as nanoparticles, observable especially during new particle formation (NPF) events (Kulmala et al., 2012; Manninen et al., 2009). However, since the atmosphere is a vast pool full of clusters with different structures and compositions, the critical cluster size is rather a size range than a single size, as demonstrated in Fig. 1. As a consequence, a clear size separation exists neither between cluster ions and charged nanoparticles nor between molecular ions and cluster ions. Thus, although the size range of 0.8–1.7 nm may contain molecular ions, cluster ions and even charged nanoparticles, we hereafter refer ions in this size range as cluster ions, unless otherwise mentioned.

Although it is known that ionising radiation creates ion pairs via ionisation in the atmosphere (Flagan, 1998; Harrison and Carslaw, 2003; Israel, 1970), except for a few attempts (Hirsikko et al., 2007; Laakso et al., 2004), only minor efforts have been invested in understanding the connection between ionising radiation and observed air ions in the lower atmosphere. Moreover, there is a lack of quantification on the underlying processes. Such deficiencies prompt the motivation of this work to examine how variations in ionising radiation are reflected in observed air ions based on ambient measurement. The aims of this study are (1) to identify the key factors responsible for the variability in ionising radiation and in observed air ion concentrations, (2) to reveal the linkage of observed air ions to the variations in ionising radiation and (3) to provide an in-depth analysis on the effects of ionising radiation on air ion formation. We will first introduce factors that cause the seasonal and diurnal variability in ionising radiation and air ions and then expositor the connection of observed air ions to variations in ionising radiation and the influence of different atmospheric conditions on this relationship. To assist our analysis, we will determine theoretically the potential maximum production rate of ion pairs.

Figure 1. A schematic demonstration of the relationship between primary ions, molecular ions and cluster ions, as well as processes governing their formation and loss.
by ionising radiation, based on our ionising radiation measurements and an assumed average energy expenditure of 34 eV for creating an ion pair, which is termed as the ionising capacity. The ionising capacity can be viewed as a measure of the theoretical maximum ionisation rate, which, however, may not well capture the true ionisation rate due to uncertainties in ionising radiation measurements, possible energy dissipation of ionising radiation in excitation and the invalidity concern associated with the use of 34 eV per production of an ion pair at near ground level in our calculation.

2 Materials and methods

The data presented in this work were collected from a boreal forest site, which is known as the SMEAR II station located at Hyytiälä, Southern Finland (61° 51′ N, 24° 17′ E; 181 m above sea level) (Hari and Kulmala, 2005), during 2003–2006. Monitoring devices for ionising radiation have been deployed to this site since 2000 and the air ion measurement was initialised in 2003. Both of these measurements have been integrated into the long-term monitoring system on the site. Other data used in this work included the condensation sink (CS; Kulmala et al., 2012) derived from the number size distribution of ambient aerosol particles, ambient relative humidity (RH), soil water content (SWC), soil temperature, snow cover depth and modelled mixing layer height (MLH). The estimates of MLH were retrieved from the European Centre for Medium-Range Weather Forecasts (ECMWF) Meteorological Archival and Retrieval System (MARS), Reading, UK (www.ecmwf.int).

2.1 Instrumentation and data processing

The ionising radiation measurement system consists of a radon monitor and a gamma spectrometer. Both devices are maintained by the Finnish Meteorological Institute (FMI). The air ion data were obtained by a Balanced Scanning Mobility Analyser (BSMA) (Tammet, 2006), which is part of the aerosol monitoring system at the station. A differential mobility particle sizer (DMPS) has been responsible for observing the ambient aerosol number size distribution on this site since 1996. For the study period of 2003–2006, the data availability for air ions, particles, radon and gamma was 91, 99, 71 and 76 %, respectively, allowing the coverage of every single day-of-year by each parameter. Data are presented in local winter time (UTC+02:00).

2.1.1 Ionising radiation measurement

The radon monitor is a dual fixed filter-based instrument and measures the aerosol beta activity. Its inlet is fixed at 6 m above the ground and this device has been described in detail by Paatero et al. (1994). Briefly, it is made up of two cylindrical Geiger–Müller counters covered with glass-fibre filters in lead shielding. A pump controller directs the air-flow to each counter alternatively for a 4 h period, allowing the beta activity on the other counter to decay. The counting efficiency for beta particles is determined by the geometric configuration of the counting system together with the intrinsic detection efficiency of the GM tubes, which is 0.96 and 4.3 % for 214Pb and 214Bi beta particles, respectively. The cumulative counts are logged at 10 min intervals. The re-establishment of the radon activity concentration into Bq m⁻³ from the recorded count rates was achieved following the method and assumption given by Paatero et al. (1994) and Chen et al. (2016).

The gamma spectrometer is a scintillation-type detector using a piece of 76 mm × 76 mm NaI(Tl) crystal as the detection medium (Hirsikko et al., 2007; Laakso et al., 2004). It is kept at the height of 1.5 m above the ground in a temperature-controlled shelter. Pulse height spectra over the energy range of 100–3000 keV are recorded with a multichannel analyser and the total count rate within this energy range are registered with a time resolution of 10 min. The total gain of the detecting system is kept constant via digital spectrum stabilisation using the 40K gamma peak (1460 keV) as the reference. For the determination of the ionising capacity in this work, the total count rate data were used instead of the spectral information. The recorded total count rates were converted into dose rates in the air (µSv h⁻¹) by a calibration factor obtained from an instrumental comparison to a pressurised ionisation chamber. Thus, the obtained dose rates take into account ionisation by both gamma radiation of terrestrial origins and from radon decays and cosmic ray constituents. However, a portion of high-energy cosmic ray muons may not be well detected by our counting system, possibly due to their weak interaction with the detector material or their light production leading to electrical pulses exceeding the dynamic range of the instrument.

2.1.2 Air ion measurement

The most state-of-the-art measurement techniques nowadays, usually employing a mass spectrometer as the detector, such as the APi-ToF (Junninen et al., 2010, 2016), are able to track air ions down to molecular sizes and characterise their chemical composition, but they lack the capability for providing information on the number concentration. Ion spectrometers are the most deployed type of devices for the study of air ion concentrations in segregated mobility channels (Hirsikko et al., 2011). The BSMA (Tammet, 2006) and the Neutral Cluster and Air Ion Spectrometer (NAIS) (Kulmala et al., 2007; Manninen et al., 2016; Mirme and Mirme, 2013) are examples in this category. The highest measurable mobility with these ion spectrometers is 3.2 cmVs⁻¹ (Mirme and Mirme, 2013; Tammet, 2006, 2011), equivalent to a mobility diameter of about 0.8 nm based on the Stokes–Millikan equation. The mobility size of a particle may vary with the choice of a mobility diameter model as well as parameters and coefficients used therein (e.g. Ehn et al., 2011;
Ambient air ion data used in this work were measured by a BSMA. The inlet of this instrument was at a height of 1.5 m above the ground. The BSMA is an integral-type counter (Tammet, 1970), which offers air ion mobility spectra by a continuous voltage-scanning system. It is composed of two plain aspiration condensers, one for each polarity. An electrofilter is installed at the inlet of each condenser. The BSMA has a total flow rate of 2640 L min\(^{-1}\), which is split into two streams at the inlet, supplying each condenser with a flow of 1320 L min\(^{-1}\). For either condenser, only one-eighth of the air stream passing through the electrofilter contains air ions, which is taken as the sample flow, leaving the rest ion-free fraction as the sheath flow. After the electrofilter, there exists an electric field in each condenser, created between a grounded collecting electrode and a repelling electrode that is kept at a high potential, where the trajectories of sampled air ions are deflected towards the collecting electrode. A 33 mm long and 170 mm wide sensing unit is laid on the counter electrode of each polarity. Both sensing units share a common electrometer for counting the captured ions. A bridging circuit balances the voltage supply onto the repelling electrodes, so that the induced electric currents on the collectors during the voltage scanning are equal in magnitudes, but of opposite polarity. This design avoids the generation of noise in the common electrometer. The BSMA segregates air ions based on their mobility into 16 channels in the range of 0.032–3.2 cm\(^2\)Vs\(^{-1}\). A full measurement cycle scanning through the mobility range for both polarities takes 10 min. The air ion number concentration measured in the mobility domain was automatically processed into number size distributions by the recording programme, with the particle size expressed in Tammet’s mass diameter (Tammet, 1995, 2006), which was subsequently converted to the mobility diameter based on the mobility size conversion model proposed by Tammet (1995) and the Stokes–Millikan equation. The core of the Tammet model lies on a modified Millikan equation, which approaches the Chapman–Enskog equation in the free molecular scale and the Millikan equation in the macroscopic scale. The equivalent mobility diameter range of the BSMA is 0.8–8 nm. In this work, particle sizes are always presented in mobility diameters.

2.1.3 Other instrumentation

A DMPS gives the information on the aerosol number size distribution (Wiedensohler et al., 2012). At the SMEAR II station, a twin-DMPS system is deployed, with one responsible for the mobility size range of 3–50 nm and the other for larger sizes (Aalto et al., 2001; Kulmala et al., 2012). Each DMPS consists primarily of a differential mobility analyser (DMA) and a condensation particle counter (CPC). The sample air passes through a common bipolar diffusion charger, where aerosol particles are brought to a thermal charge equilibrium. Subsequently, the sample stream is divided into two to be directed to individual DMPSs, where aerosol particles are size segregated in the DMA by changing the voltage stepwisely and then counted in the CPC. The DMPS covered 3–500 nm until December 2004, after which the size range was expanded to 3–1000 nm. The determination of the CS was conducted following the method presented by Kulmala et al. (2012). CS accounts for the loss rate of vapore due to condensational uptake by aerosol particles in the atmosphere (Kulmala et al., 2001).

The snow cover depth was measured manually on a weekly basis on seven different locations at the SMEAR II station. Measurements on soil temperature and soil volumetric water content were described by Pumppanen et al. (2003) and Ilvesniemi et al. (2010). Only the organic horizon data (5 cm depth, above the mineral layer; Pumppanen et al., 2003) were used in this work. The organic horizon is in direct contact with the atmosphere, the condition of which exerts the primary influence on radon exhalation. The ambient relative humidity and air temperature data were taken from the mast measurement at 16 and 4.2 m, respectively. More detailed description of the mast instrumentation can be found from the home page of the measurement site (http://www.atm.helsinki.fi/SMEAR/index.php/smear-ii/measurements).

2.2 Ionising capacity

The ionising capacity (\(Q\)) is defined as the potential maximum amount of ion pairs produced per unit time in a unit volume upon ionisation by ionising radiation in the atmosphere. The ionising capacity in this work was determined on the basis of the assumption that 34 eV is needed for the production of an ion pair in the air. The energy released by \(^{222}\)Rn and its short-lived progeny during alpha and beta decay were taken into consideration. The contributions from actinon (\(^{219}\)Rn) and thoron (\(^{220}\)Rn) were excluded in our study, because they are present in trace amounts naturally and have remarkably shorter half-lives (3.96 s for actinon and 55.6 s for thoron) than \(^{222}\)Rn, which hardly permit them enough time to migrate out of the ground, especially in the case of actinon. Frozen ground and snow cover could substantially cease the transportation of thoron to the atmosphere during cold months. Even the vegetation reduces the flux of thoron from the ground to the surface air (Mattsson et al., 1996). Besides, Laakso et al. (2004) found only little contribution by thoron in the SMEAR II station to the overall radon activity. For \(^{222}\)Rn, the decay mode and energy accounted for the ionising capacity conversion are listed in Table 1. The minor gamma fraction from the \(^{222}\)Rn decay was assumed to be detectable by the gamma spectrometer. Therefore, the data obtained by the gamma spectrometer could be considered to represent the total gamma radiation, including the terrestrial fraction, the cosmic fraction and the fraction from radon decay. In addition, the gamma spectrometer also accounts ionising energy from muons.
Table 1. Decay modes and energy of $^{222}\text{Rn}$ and its short-lived progeny taken into account in the ionising capacity determination. Decay partitioning is accounted in defining the weighted average decay energy. The data are extracted from the National Nuclear Data Centre of Brookhaven National Laboratory (http://www.nndc.bnl.gov/chart/).

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Decay mode</th>
<th>Weighted average decay energy (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{222}\text{Rn}$</td>
<td>$\alpha$ (100 %)</td>
<td>5589</td>
</tr>
<tr>
<td>$^{218}\text{Po}$</td>
<td>$\alpha$ (99.98 %)</td>
<td>6001</td>
</tr>
<tr>
<td>$^{214}\text{Pb}$</td>
<td>$\beta^-$ (100 %)</td>
<td>225</td>
</tr>
<tr>
<td>$^{214}\text{Bi}$</td>
<td>$\beta^-$ (100 %)</td>
<td>642</td>
</tr>
<tr>
<td>$^{214}\text{Po}$</td>
<td>$\alpha$ (100 %)</td>
<td>7687</td>
</tr>
</tbody>
</table>

The conversion from the activity concentration (Bq m$^{-3}$) to the ionising capacity (cm$^{-3}$ s$^{-1}$) is straightforward, when the amount of energy released during the radioactive decay is known. The conversion from total dose rate (DR, µSv h$^{-1}$) to the ionising capacity (cm$^{-3}$ s$^{-1}$) is described by the following equation:

$$Q_\gamma = \frac{DR \cdot \rho_{\text{air}}}{W},$$  \hspace{1cm} (1)

where $W$ is the amount of energy needed for the generation of an ion pair in the air (assumed to be 34 eV) and $\rho_{\text{air}}$ is the density of air, which can be derived from the ideal gas law.

For conciseness and clarity, hereafter the ionising capacity results from the alpha and beta decay of $^{222}\text{Rn}$ and its short-lived daughter nuclides is denoted as the radon ionising capacity ($Q_{\text{Rn}}$) and the ionising capacity from total dose rates recorded by the gamma spectrometer as the gamma ionising capacity ($Q_\gamma$).

3 Results and discussions

3.1 Seasonal and diurnal patterns in the natural ionising capacity

The natural ionising capacity has generally the same dynamical variations as ionising radiation, from which the ionising capacity was derived. A decline in the gamma ionising capacity was seen in the seasonal profile prior to the lowest value (4.5 cm$^{-3}$ s$^{-1}$) reached in March (Fig. 2), which corresponded typically to the maximum accumulation of snow on the ground. After a rapid recovery in April, the median gamma ionising capacity fluctuated at around 9.5 cm$^{-3}$ s$^{-1}$ during the rest of the year. The median radon ionising capacity varied in the range of 0.3–4.1 cm$^{-3}$ s$^{-1}$ and showed a seasonal behaviour very different from that of the gamma radiation. The minimum radon ionising capacity appeared in late spring after a gradual decrease since February. It climbed slowly back in summer and remained at a relatively moderate level of around 1.7 cm$^{-3}$ s$^{-1}$ through autumn until the end of December.

The diurnal cycle in the ionising capacity originated mainly from the radon component and followed variations in the radon activity concentration presented by Chen et al. (2016), which was attributed to the mixing layer development. However, the contribution by gamma radiation shifted the relative levels of the ionising capacity from the seasonal pattern of the radon activity concentration shown by Chen et al. (2016). A clear diurnal cycle was observed in both spring and summer, with high ionising capacities found in the morning and low ones in the afternoon (Fig. 3). The ionising capacity was generally high in summer and autumn and low in spring and winter, with the median values being 8.9, 11.2, 11.3 and 8.7 cm$^{-3}$ s$^{-1}$ in spring (March–May), summer (June–August), autumn (September–November) and winter (December–February), respectively.

The share of radon ionising capacity in the total ionising capacity was in the range of 10–20 % (Fig. 4), with the lowest fraction obtained in spring and a progressive increase through the year reaching the highest share in winter. Interestingly, when separating the data according to the classification of NPF events defined by Dal Maso et al. (2005), low radon ionising capacities were found in association with NPF events. The statistical contribution of radon in ion pair production was below 10 % on NPF days in all seasons (Fig. 4) and the median radon ionising capacities on NPF event days were typically one-third to half of those on non-event days (Supplement Fig. S1 and Table 2). This observation is likely related to the fact that marine air masses from Arctic and North Atlantic oceans, which favour NPF (Nilsson et al., 2001), typically have a low radon content (Chen et al., 2016). Radon comes from the radioactive decay of radium. Since marine surface water has a significantly lower
Diurnal cycles of the total ionising capacity presented as medians in different seasons in the years 2003–2006. Spring: March–May; summer: June–August; autumn: September–November; winter: December–February.

Table 2. Median radon ionising capacity in cm$^{-3}$ s$^{-1}$ on new particle formation (NPF) event and non-event days in different seasons over 2003–2006.

<table>
<thead>
<tr>
<th>NPF classification</th>
<th>Event</th>
<th>Non-event</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spring</td>
<td>0.68</td>
<td>1.31</td>
</tr>
<tr>
<td>Summer</td>
<td>0.90</td>
<td>1.74</td>
</tr>
<tr>
<td>Autumn</td>
<td>0.99</td>
<td>1.8</td>
</tr>
<tr>
<td>Winter</td>
<td>0.56</td>
<td>1.96</td>
</tr>
</tbody>
</table>

The seasonal and diurnal variations in the ionising capacity originate from features in ionising radiation, i.e. the atmospheric radon concentration and environmental gamma radiation. Presumably, the seasonality of the ionising capacity comes from both of the gamma and radon components, whereas the diurnal feature is primarily related to the dynamical response of radon as a result of the mixing layer evolution.

3.2 Factors causing variability in the ionising capacity

The seasonal and diurnal variations in the ionising capacity originate from features in ionising radiation, i.e. the atmospheric radon concentration and environmental gamma radiation. Presumably, the seasonality of the ionising capacity comes from both of the gamma and radon components, whereas the diurnal feature is primarily related to the dynamical response of radon as a result of the mixing layer evolution.

3.2.1 Factors affecting the radon ionising capacity

The atmospheric radon concentration, and consequently the derived radon ionising capacity, is affected by mixing layer dynamics, soil type, soil and meteorological conditions, long-distance transportation, etc. The atmospheric radon concentration is generally related to the mixing layer depth, which is also influenced by varying atmospheric conditions, in terms of the air temperature, wind speed, intensity of solar radiation, etc. These connections are further complicated by the arrival of continental air masses at the measurement site, which brings extra radon in addition to the local sources exhaled from the ground. Such aspects have been discussed in our earlier work (Chen et al., 2016).

Radon exhalation from the ground typically depends on the availability of $^{226}$Ra – the parent nuclide of $^{222}$Rn – the internal structure of mineral grains containing $^{226}$Ra, soil type, moisture condition, temperature and ambient pressure (Ashok et al., 2011; Lewis et al., 1987; Nazaroff, 1992; Strand et al., 1984). $^{226}$Ra typically decays into $^{222}$Rn in-
Table 3. Energy in eV m\(^{-3}\) s\(^{-1}\) deposited in the air by total environmental gamma radiation (\(E_\gamma\)) and by alpha and beta activities from \(^{222}\)Rn decay (\(E_{\text{Rn}}\)) based on the 2003–2006 data. The gamma and radon ionising capacities (\(Q_\gamma\) and \(Q_{\text{Rn}}\)) in cm\(^{-3}\) s\(^{-1}\) were derived from the deposited energy assuming 34 eV for the generation of one ion pair in the air. The statistical features of these data are presented by the five-number summary with two additional measures, the mean and standard deviation (SD).

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>25th percentile</th>
<th>50th percentile</th>
<th>75th percentile</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_\gamma)</td>
<td>0.769</td>
<td>242</td>
<td>314</td>
<td>338</td>
<td>544</td>
<td>295</td>
<td>72.3</td>
</tr>
<tr>
<td>(E_{\text{Rn}}) ((\alpha) and (\beta))</td>
<td>0.145</td>
<td>28.6</td>
<td>50.3</td>
<td>79.5</td>
<td>284</td>
<td>58.1</td>
<td>38.8</td>
</tr>
<tr>
<td>(Q_\gamma)</td>
<td>4.34</td>
<td>6.70</td>
<td>9.09</td>
<td>9.34</td>
<td>11.6</td>
<td>8.14</td>
<td>1.80</td>
</tr>
<tr>
<td>(Q_{\text{Rn}})</td>
<td>0.00427</td>
<td>0.84</td>
<td>1.48</td>
<td>2.34</td>
<td>8.35</td>
<td>1.71</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Side mineral grains. The release of these bonded radon atoms into pores among soil grains has been found favoured by the presence of some amount of water (Stranden et al., 1984). Nonetheless, a high moisture content in the soil can block the subsequent radon migration through soil pores into the atmosphere (Nazaroff, 1992). The radon’s diffusion within and exhalation from the soil have a clear temperature dependency, as demonstrated by Chen et al. (2016). A similar relationship was also seen between the radon ionising capacity derived from the atmospheric radon concentration and the soil temperature: the radon ionising capacity increased with an increasing soil temperature (Fig. 5). A shallow mixing layer permits a small mixing volume, leading to a high radon ionising capacity, whereas a deep mixing layer promotes dilution. According, the lowest radon ionising capacities were observed in the highest MLH range. High radon ionising capacities, calculated as medians in 1 °C soil temperature bins, were found at sub-zero soil temperatures with low MLHs, which are likely related to the reduced clogging by liquid water due to soil freezing and suppressed atmospheric mixing. Liquid water can remain in a frozen soil as thin films adsorbed on soil particles or in crevices and pores well below the freezing point (e.g. Spaans and Baker, 1996), which may still encourage the emanation of radon from soil grains. A further exhalation of radon into the atmosphere is probably achieved via frost-induced cracks.

In order to examine the impact of SWC on the radon ionising capacity, a soil temperature window (\(T_{\text{soil}} > 14 \degree C\)) was selected when the MLH was restricted in the range of 1000–1500 m, where the influence of soil temperature on the radon ionising capacity could be considered negligible (Fig. 6a). By zooming into this part of the data, there seemingly existed an effect of SWC, with the highest radon ionising capacity occurring at SWCs of around 0.20–0.25 m\(^3\) m\(^{-3}\) (Fig. 6b). This observation is consistent with the findings by Stranden et al. (1984), who showed that the presence of about 25 % of water exerted the biggest enhancement in the exhalation rate of radon from soil samples. Further analysis into the SWC effect was performed by normalising the radon ionising capacity with proxies derived from MLH, soil temperatures and wind direction to minimise the influences of these factors. However, no systemic pattern was isolated between the radon ionising capacity and SWC for a supportive interpretation to be drawn upon. Besides, although RH has been reported as an influencing factor for radon exhalation (Ashok et al., 2011), no clear correlation between the radon ionising capacity and RH was found based on our dataset after ruling out the variability in the radon ionising capacity brought by MLH, temperature and wind.

3.2.2 Factors affecting the gamma ionising capacity

In comparison with the radon ionising capacity accounting for alpha and beta emissions of radon decay, the gamma ionising capacity exhibits a simpler pattern. Little diurnal variations exist in the total gamma radiation and therefore in the derived gamma ionising capacity. However, occasionally high gamma radiation is perceivable during rain events on a temporary basis, generally of about 2 h. Such observations are typically ascribed to gamma emissions of the washed-out short-lived progeny of radon (Brunetti et al., 2000; Dwyer...
Figure 6. The effect of soil conditions on the radon ionising capacity. (a) Radon ionising capacities vs. soil temperatures ($T_{\text{soil}}$) in the MLH range of 1000–1500 m with soil water content (SWC) shown on the colour scale. Hourly data are presented for 2003–2006 with data in 2004 excluded. According to Ilvesniemi et al. (2010), the quality of SWC data in 2004 was not acceptable. (b) Radon ionising capacities vs. SWCs for soil temperatures larger than 14 $^\circ$C.

Figure 7. The attenuation effect of total gamma radiation by snow cover for the years 2003–2006. Pit 70 and 100 are two measurement points of snow cover depth. Exponential fittings were made with the goodness of fit denoted as $R^2$. The 95% confidence bounds for the constant term are [2.2 4.1] and [1.3 4.0] for pit 70 and pit 100, respectively.

3.3 Ionising radiation and observed air ions

Cluster ions are produced from primary and more complex molecular ions via their attachment to pre-existing small neutral clusters and the growth by vapour uptake. Molecular ions include both primary ions and those originating from the fraction of primary ions that have survived from the recombination or other sinks, and they are therefore in a close linkage with the ionising capacity. However, due to technical limitations, no reliable measurement can be carried out to acquire the concentration of molecular ions. Ions in the cluster size range (0.8–1.7 nm) are the smallest detectable air ion group based on the current counting technology. Since the formation of these ions is directly related to the dynamics of molecular ions and, to certain extent, to the ionising capacity, the focus in this section is the analysis of variations in the air ion concentration of the cluster size range in association with the ionising capacity.
3.3.1 Patterns in the ionising capacity and cluster ion concentration

The cluster ion concentration exhibited some degree of association with the ionising capacity (Fig. 8). The median cluster ion concentration showed little diurnal variations during the cold months: from January to March, it remained at a low level (Fig. 8a), with a median of 513 cm$^{-3}$. Clear diurnal cycles were discernible between April and October in cluster ions, while simultaneously the magnitude of diurnal variations in the median ionising capacity became distinguishable. On average, cluster ion concentrations were high during darker hours and low during brighter hours, which were aligned with the general feature seen in the ionising capacity (Figs. 3 and 8b), especially during the growth season of vegetation (May–August).

The enrichment in the median cluster ion concentration in the evening between May and August occurred typically a few hours ahead of the recovery of the median ionising capacity (Fig. 8). Such increases in cluster ion concentrations could result from either an augmentation in the production or a recession in the consumption or sink of these ions. In the former case, a balance between electric charge production and acquisition is re-established towards a higher production of cluster ions. Typically, this can be achieved via either a promotion in the production of electric charges or an enhancement in the charge acquisition. However, since no remarkable increase in the ionising capacity was observed, when cluster ion concentrations started to increase (Fig. 8), the production of cluster ions could be attributed to an enhancement in the charge acquisition. For the formation of cluster ions, the charge acquisition may occur at three stages: (a) prior to clustering via the formation of molecular ions from primary ions, (b) during the actual clustering process from both primary ions and molecular ions and (c) after clustering via the charge uptake from both primary ions and molecular ions. Recombination consumes part of these acquired charges, leaving the rest retained eventually in the form of cluster ions. In the latter case, certain removal processes of ions from the cluster size range are inhibited, which can be either the growth of cluster ions to sizes bigger than 1.7 nm or the loss of cluster ions by the attachment to bigger particles. All of these mechanisms, however, are manipulated primarily by atmospheric conditions. Atmospheric conditions, such as the temperature and relative humidity, can directly influence the rate of clustering and growth. Nonetheless, they also modify atmospheric compositions via the production of functional vapours involved in clustering or growth and via altering the availability of precursor gases of these vapours. As a consequence, these phenomena, seen in Fig. 8, are likely brought by a synergy of complicated atmospheric dynamic processes.

Although high ionising capacities were found in the morning, on average the morning cluster ion concentration was not so high as the evening level during the relatively warm months between April and October (Fig. 8a). Especially in autumn months, the enhancement in air ion production from the high morning ionising capacity was not reflected in the cluster ion concentration. Such observations may result from the cluster formation process becoming inferior to the preferred particle growth due to photochemical processes, while facing the dilution led by the expansion of the mixing volume. Autumn was the second peak period for the occurrence of NPF events at the SMEAR II station after spring (Niemi nen et al., 2014). The dissimilar autumn and spring patterns in the cluster ion concentration originate likely from differences in atmospheric conditions and vapour sources. For example, spring UVA radiation intensities are higher than the autumn ones, while the RH shows an opposite behaviour (Lyubovtseva et al., 2005). Biogenic VOC emissions have a strong seasonality (Hakola et al., 2012; Tarvainen et al., 2005), which is reflected in their atmospheric concentrations. Hakola et al. (2012) demonstrated that monoterpene tend to dominate VOCs in late summer and autumn, while aromatic hydrocarbons dominate in spring and early summer. Sesquiterpene emissions and concentrations were found to be high in late summer and autumn (Hakola et al., 2012; Tarvainen et al., 2005, 2007).

3.3.2 Variations in cluster ion concentrations in sub-size ranges

Ion concentrations in different sub-size ranges (0.8–1, 1–1.2 and 1.2–1.7 nm) of cluster sizes showed distinct patterns (Fig. 9). While the positive polarity dominated the overall cluster ion concentration, more negative ions were seen in the first two sub-size ranges (0.8–1 and 1–1.2 nm). The former results from the electrode effect of the negatively charged Earth surface, which repels negative ions in its vicinity, and it is a well-known phenomenon in the atmospheric electricity community (Harrison and Carslaw, 2003; Israël, 1970; Tinsley, 2008; Wilson, 1921). The latter agrees with observations that generally negative ions possess higher mean mobility than positive ions (Dhanorkar and Kamra, 1992; Hör rak, 2001; Israël, 1970); i.e. on average, negative ions are of smaller sizes than positive ions. Ion concentrations of 0.8–1 nm were found to be the lowest (around 100 cm$^{-3}$) in all seasons. There was a difference of 150–200 cm$^{-3}$ between the concentrations of 0.8–1 nm ions and 1–1.2 nm ions through all seasons in both polarities, with a larger difference observed in summer and smaller in winter. A more pronounced seasonality was observed for 1.2–1.7 nm ions, with the summer concentrations being the highest and winter concentrations being the lowest.

Slight diurnal patterns were found in 0.8–1 and 1–1.2 nm ions. The 0.8–1 nm ion concentration showed features similar to those in the ionising capacity (Figs. 9 and 3), being high in the morning and low in the afternoon. This observation possibly indicates that the dominant population in the size range of 0.8–1 nm are molecular ions, which have not
 Median variations in (a) the mean cluster (0.8–1.7 nm) ion concentrations of negative and positive polarities measured by a balanced scanning mobility analyser (BSMA) and (b) the total ionising capacity over the years 2003–2006. Hourly medians were calculated for the whole measurement period from the 10 min measurement data prior to the processing of median values for each month as a vector of hour-of-day.

Figure 9. Median seasonality of the cluster ion concentration in 0.8–1, 1–1.2 and 1.2–1.7 nm ranges over the years 2003–2006. Negative ion concentrations are depicted by the solid line and positive ion concentrations by the dash line.

been heavily influenced by dynamical processes of cluster formation and therefore retained the characteristics of primary ions. The seasonal pattern of 1–1.2 nm ions was inconsistent with that of the ionising capacity. Two bumps existed in the concentration of 1–1.2 nm ions in spring and summer; they were found more separated in summer than in spring. However, no identifiable diurnal variation in the 1–1.2 nm ion concentration was seen in autumn; in winter, the 1–1.2 nm ion concentration showed only a small valley in the late afternoon. For 1.2–1.7 nm, which usually is the size range of critical clusters (Kulmala et al., 2012, 2013; Lange et al., 1996; Siipilä et al., 2010), clearer variations could be identified. In all the seasons, a peak close to the sunset, evolving from noon in winter to late evening (21:00) in summer, was observed.

### 3.3.3 Ionising capacities vs. 0.8–1 nm ions

The ionising capacity contains radon and gamma fractions, both of which were observed to have the capability to promote the production of 0.8–1 nm ions (Fig. 10). The radon ionising capacity showed a slightly better correlation with the negative 0.8–1 nm ion concentration than with the positive polarity. Along with the increase in the radon ionising capacity, more of the 0.8–1 nm ions were detected, but the degree of dispersion intensified in the correlation plots (Figs. 10a and S2). This dispersion could come from a joint effect of the temperature ($T$), moisture and background aerosol scavenging. Higher 0.8–1 nm ion concentrations were typically observed during darker hours (Fig. 8a) when the mixing layer is thin and photochemical processes restricted, possibly because the freshly formed 0.8–1 nm ions are confined in a smaller mixing volume and the production of vapours capable of growing small clusters becomes insufficient to support the growth of these ions out of the size range in question. According to Duplissy et al. (2016) and Kirkby et al. (2011), lower temperatures favour cluster formation in the atmosphere. However, since dark conditions prohibit the further growth of the newly formed clusters, a build-up of 0.8–1 nm ions during the darker hours is likely enabled at low temperatures, resulting in the highest 0.8–1 nm ion concentrations at the lowest air temperatures in Fig. S2c and d.

At high radon ionising capacities, the 0.8–1 nm ion concentration, especially in the positive polarity, dropped to a medium level in winter months under moist conditions (Fig. 10a–d). This observation might be related to the proton affinity of water molecules (H$_2$O), which assigns H$_2$O the...
ability to bind positive charges. The formed cations may constitute a portion of hydronium ions (H$_3$O$^+$), which are too small to be detected by the BSMA, resulting in the flattening-out of the 0.8–1 nm ion concentration. However, further experimental investigations are needed for the verification of this mechanism and quantification of its significance. As the CS can provide a measure of the condensational loss rate onto aerosol particles, the relatively high CS, as seen in Fig. S2e and f, could be an additional reason for the lower 0.8–1 nm ion production at high radon ionising capacities.

For the negative polarity, a weak positive correlation between the radon ionising capacity and the 0.8–1 nm ion concentration was still perceptible at high radon ionising capacities, which may result from the ability of H$_2$O to accommodate negative charges via the formation of clusters, even though it has negative electron affinity (Jalbout and Adamowicz, 2001; Rienstra-Kiracofe et al., 2002). However, in addition to the CS effect, such dispersion could also originate from the variability in the stability of the anion clusters that is influenced, for example, by the geometric configuration of the cluster components as well as dipole properties of them.

The relationship between the gamma ionising capacity and 0.8–1 nm ion production was temperature dependent (Fig. 10e and f). When the $T$ was below 5°C, the 0.8–1 nm ion concentration showed a linear relation with the gamma ionising capacity. In addition, more 0.8–1 nm ions also tended to appear at lower temperatures, similar to the temperature effect seen on the relationship between the 0.8–1 nm ion concentration and the radon ionising capacity. A slightly higher correlation coefficient was found between the 0.8–1 nm ion concentration and the gamma ionising capacity in the positive polarity than that in the negative polarity (Fig. 10e and f). However, when the $T$ was above 5°C, the linear relationship between the 0.8–1 nm ion concentration and the gamma ionising capacity was no longer identifiable: 0.8–1 nm ion concentrations remained at the lowest around 70 cm$^{-3}$ in the negative polarity and 30 cm$^{-3}$ in the positive polarity, regardless of the increase in the gamma ionising capacity.

The connections between the overall ionising capacity and the 0.8–1 nm ion concentration are reflected in their diurnal behaviour, with minor dissimilarities associated with varying atmospheric conditions and dynamical processes. The median diurnal variation of the 0.8–1 nm ion concentration was very similar to that of the ionising capacity in spring, summer and autumn: both the lowest median 0.8–1 nm ion concentration and the ionising capacity occurred typically at 14:00 when the mixing layer was fully developed (Fig. 11). In comparison with the ionising capacity, however, the 0.8–1 nm ion concentration seemed to follow more instantly the changes in the MLH. The reason behind this observation may be related to the fact that the diurnal variation in the ionising capacity is primarily contributed by radon decay emissions; for example, Chen et al. (2016) showed that the atmospheric radon concentration at near ground level does not respond immediately to mixing layer expansion or shrinkage. In contrast, 0.8–1 nm ion concentrations are related, in addition to the ionising capacity, to photochemical processes and availability of nucleating vapours influenced by solar intensity and atmospheric conditions.

In summer and spring, the median 0.8–1 nm ion concentration built up with the increase in the ionising capacity in the early morning before the solar irradiance started to intensify and the mixing layer to grow. The turbulence introduced by mixing layer development may assist the production of vapours for nucleation and growth from photochemical reactions, possibly initiating the growth of these 0.8–1 nm ions. As can be seen from Figs. 9 and S3, peak concentrations in the 1–1.2 nm size range occurred typically later than those in the 0.8–1 nm size range. Also, tiny bumps in 1.2–1.7 nm
ion concentrations could be discerned with some time lag at around 08:00–12:00 in spring and 05:00–07:00 in summer. After the mixing layer had fully developed in spring, summer, and autumn, there could be observed a transient boost in the 0.8–1 nm ion production (especially of the positive polarity) along with the shrinkage of the mixing layer, even prior to a clear recovery of the ionising capacity (Fig. 11). This observation may be attributed to the production of certain vapours that compete with the recombination process and other sink mechanisms for electric charges either via clustering or simple charge binding. Ionising radiation can potentially free a large number of electric charges, which would “sacrifice” themselves mostly in recombination, if not otherwise become detectable air ions. The survived electric charges take part in the formation of primary ions and molecular ions. Certain vapours can cluster among themselves around primary ions to form 0.8–1 nm ions. Charge-binding vapours, however, are able to take over charges from primary ions to form molecular ions. This charge transfer process may occur either via chemical reaction or via chemical reactions between the vapour molecules and primary ions. Some of the molecular ions are possibly born with a size falling in the 0.8–1 nm size range. Ions in the 0.8–1 nm size range may additionally originate from (a) further growth of molecular ions via chemical reactions, (b) clustering of primary ions or molecular ions with nucleating vapours or among themselves or (c) charge uptake by small neutral clusters. Accordingly, the enhanced production of 0.8–1 nm ions after the complete development of the mixing layer, seen in Fig. 11, may be related to changes in the availability of nucleating or charge-binding vapours, altered likely by atmospheric conditions and mixing volume reduction.

Although the ionising capacity continued to increase ever since the recovery in the late afternoon, the enrichment of the 0.8–1 nm ion population ceased typically when little solar radiation was left (Fig. 11). At the same time, bursts in 1–1.2 nm ion concentrations and subsequently in 1.2–1.7 nm ion concentrations were seen (Figs. 9 and S3), which were probably linked to the nocturnal cluster formation events (Ehn et al., 2010; Lehtipalo et al., 2011; Mazon et al., 2016). The emergence of this phenomenon lies at the basis that the production rate of 0.8–1 nm ions by clustering or charge binding is overtaken by the consumption rate of them via either coagulation or condensational growth. The 1.2–1.7 nm ion concentration typically peaked nearly right after the die-out of photochemical reactions when dark hours came (Fig. S3). Concurrently, the 0.8–1 nm ion concentration started to increase again, as the ionising capacity intensified (Fig. 11).

3.3.4 Role of ionising radiation in cluster ion formation

There existed a weak relation between the total ionising capacity and the ion concentration of the whole cluster size (0.8–1.7 nm) range (Fig. 12). On NPF event days, the cluster ion concentration showed a relatively clear increase with the intensification of the ionising capacity (Fig. 12a and b). However, since the cluster ions are very small, they can preserve some properties of gaseous molecules and therefore may sink onto bigger particles. Consequently, corresponding to an ionising capacity value, the cluster ion concentration
spanned over a wide range, with high cluster ion concentrations occurring at low CSs. On non-event days, however, the connection between the ionising capacity and the cluster ion concentration became even less identifiable, probably due to the fact that CSs on non-event days are typically higher than those on event days by a factor of 3.6 on average (Dal Maso et al., 2005). In addition to this, meteorological and atmospheric conditions are also more versatile on non-event days than on event days, because NPF events are usually localised in spring, but non-events are spread all over the year (Dal Maso et al., 2005; Nieminen et al., 2014).

By carefully setting constraints to focus on data obtained under relatively uniform conditions, it was possible to observe a clear relationship between the total ionising capacity and the whole cluster population (Fig. 13). A time window between 00:00 and 03:00 was selected to minimise the effect of diurnal variations. Since the value of CS is typically largest during night-time (Kulmala et al., 2013), the constraint on the CS was set to be below 0.002 s\(^{-1}\), instead of 0.001 s\(^{-1}\), in Fig. 13. No dependency of the cluster ion concentration on the CS or on the hour of the day was identified. Also the snow season was screened out. The negative polarity is shown in (a, c) and the positive in (b, d).

On both NPF event (Fig. 13a and b) and non-event (Fig. 13c and d) days, the cluster ion concentration grew with an increase in the ionising capacity. The dependency of the cluster ion concentration on the ionising capacity was weaker on non-event days than that on NPF event days. Higher ionising capacities were seen on non-event days, and correspondingly more cluster ions were detected on such days than on event days. The cluster ion concentration tended to level out on event days at high ionising capacities for both polarities (≥ 10.5 cm\(^{-3}\) s\(^{-1}\)) (Fig. 13a and b), implying that the formation process of cluster ions was not efficient enough to rescue charges from recombination. However, such a feature showed no trace on non-event days and also the cluster ion concentration was more dispersed as a function of the ionising capacity. The reason for these observations may be owing to the fact that NPF occurs on days with some certain combination of atmospheric conditions as well as physical and chemical processes, but high variability is involved in these parameters on non-event days. In addition, the better dependency of the cluster ion concentration on the ionising capacity observed on NPF event days than on non-event days may also imply that charges, after being produced via ionisation by ionising radiation, on NPF event days did not undergo significant transformations to become cluster ions. Therefore, the linkage between the cluster ion concentration and ionising capacity was traceable statistically. However, this connection was very poorly preserved on non-event days, possibly because, after being created, charges went through a too complicated series of modifications before reaching the cluster sizes. These observations may also provide some indirect measure of the relative duration of dynamic processes faced by newly formed charges before they become cluster ions.
under different atmospheric conditions: it might suggest that charges became cluster ions in a shorter timescale on NPF event days than on non-event days and, as a consequence, the cluster ions on NPF event days are enabled to retain some features in connection to ionising radiation.

4 Conclusions

In this work, diurnal and seasonal cycles in ionising radiation were presented and key influencing factors responsible for these features were overviewed in order to investigate how observed air ions respond to these variations and to improve our understanding on air ion formation. To assist the analysis, a term, ionising capacity, was introduced to capture patterns in ionising radiation. The ionising capacity was determined theoretically as the potential maximum production rate of ion pairs in the atmosphere by ionising radiation, based on the assumption that an ion pair is produced upon every 34 eV energy dissipation of ionising radiation. The data used in this study were collected from ambient measurements from a boreal forest site in southern Finland during 2003–2006. In our analysis, the accounted ionising radiation is composed of energy from alpha and beta decays of $^{222}$Rn and accompanying gamma radiation, energy contained in the gamma radiation from terrestrial origins as well as gamma radiation and muons released from the interactions between cosmic rays and air molecules. However, a portion of high-energy cosmic ray muons may be missing from our scope. Variations in the ionising capacity were primarily related to boundary layer development, soil conditions, snow accumulation and the origin of air masses.

Although ionising radiation is known to be responsible for air ion production, patterns in the measured air ion concentration in the cluster size range (0.8–1.7 nm) did not exhibit a highly comparability to those in the ionising capacity due to modifications of air ion properties exerted by different dynamical processes and chemical reactions during the evolution of charges in the atmosphere. Nevertheless, the connection of air ions to ionising radiation was seen for air ions detected in the lowest detected size band (0.8–1 nm) of the cluster size range (0.8–1.7 nm). The evolvement of these 0.8–1 nm ions with time to larger sizes in the cluster size band was also identified, affirming the primary role of ionising radiation in the production of air ions in the lower atmosphere. However, atmospheric conditions, such as temperature, humidity and pre-existing aerosol particles, brought complications into this relationship. By carefully constraining data to conditions of a similar meteorology, seasonality, diurnality and amount of background aerosol particles, a strong dependency of total cluster ion concentrations on the ionising capacity was identified on NPF days. However, the linkage was not visible on non-event days. These observations may suggest that charges, after being born, underwent different processes on NPF days and non-event days and possibly indicate also that the transformation of newly formed charges to cluster ions occurred faster on NPF days than on non-event days. These results could help to advance our understanding on the role of ions in atmospheric new particle formation.

However, to obtain further insights into the fate of charges created by ionising radiation in the atmosphere, i.e. ion balance, and into the role of air ions in the atmospheric new particle formation process, it is crucial to understand the transformation process of electric charges into detectable air ions. For this purpose, knowledge on the number size distribution of air ions smaller than 0.8 nm is of necessity. Additionally, theoretical understanding on the formation mechanisms of cluster ions from molecular ions needs to be deepened. Conjointly, also advancing instrumental development for the detection of sub-0.8 nm ions could be worth being brought onto the agenda.

5 Data availability

The aerosol particle and meteorological data used in this work are publicly accessible on the SmartSmear website (http://avaa.tdata.fi/web/smart/smear/) (SMEAR, 2016). The air ion and ionising radiation data are in the process to be implemented in the SmartSmear system. The MLH data were extracted from the European Centre for Medium-Range Weather Forecasts (ECMWF) Meteorological Archival and Retrieval System (MARS), Reading, UK (www.ecmwf.int) (ECMWF, 2016). All the data are also available upon direct request to the corresponding author.

The Supplement related to this article is available online at doi:10.5194/acp-16-14297-2016-supplement.
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Figure S1. 10-min median radon ionising capacities on event and non-event days in different seasons over 2003-2006.
Figure S2. Relationship between the hourly ionising capacity and the 0.8-1 nm ion concentration with Spearman’s rank correlation coefficients ($\rho$) when the condensation sink (CS) is below 0.001 s$^{-1}$. Upper panel: with relative humidity (RH) on the colour scale. Middle panel: with air temperature ($T$) on the colour scale. Lower panel: with condensational sink (CS) on the colour scale.
Figure S3. Diurnal relationship between median solar radiation intensities and ion concentrations in 0.8-1 nm, 1-1.2 nm and 1.2-1.7 nm sub-cluster size ranges in different seasons over 2003-2006.
Figure S4. Diurnal patterns in median 0.8-1 nm positive ion concentrations, ionising capacities, global and UVB radiation intensities as well as modelled mixing layer heights (MLH) in different seasons over 2003-2006.