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ESSENTIAL SPECTRUM OF A PERIODIC ELASTIC
WAVEGUIDE MAY CONTAIN ARBITRARILY MANY GAPS

SERGEY A. NAZAROV, KEIJO RUOTSALAINEN, AND JARI TASKINEN

ABSTRACT. We construct a family of periodic elastic waveguides $\Pi_h$, depending
on a small geometrical parameter, with the following property: as $h \to +0$, the
number of gaps in the essential spectrum of the elasticity system on $\Pi_h$ grows
unboundedly.

1. INTRODUCTION AND FORMULATION OF THE PROBLEM.

We study the spectral problem for the linearized elasticity system with the traction–free boundary conditions. The goal is to show that in the case the elastic body is a suitable infinite waveguide with periodically positioned cells, the essential spectrum contains gaps, for the number of which we are able to prove a lower bound. Moreover, we construct examples where the lower bound can be made larger than any given number.

For scalar equations and Maxwell’s system in infinite periodic media there are many known examples with spectral gaps (see [18, 12, 13, 8, 7, 31] and others). To open a gap, one usually considers differential operators with piecewise constant contracting coefficients and tunes the parameters. Results on gaps in essential spectra of waveguides, infinite in one direction, are much fewer; we mention the papers [29, 9, 6, 3], where a gap is detected using asymptotic analysis of the Helmholtz equation in a singularly perturbed cylindrical waveguide. An approach based on parameter–dependent Korn–type inequalities [25] was proposed in [24, 26, 28]. It permits to detect a gap for periodic homogeneous elastic waveguide of a specific shape with partly clamped surface (cf. fig. 1.1, a). This approach was modified in [27, 5] to cover waveguides with traction–free surfaces of various shapes and elastic properties, in particular, the one in fig. 1.1, b). However, these methods are able to ensure the detection of only one gap. We develop in this paper a new approach which enables to open as many gaps as we wish when a geometric parameter tends to 0, see our main results Theorem 6.1 and Corollary 6.2.

We consider the elasticity problem in a domain $\Pi_h$ which is a periodic waveguide depending on a small geometric parameter $h > 0$. The parameter describes the width of ligaments connecting massive periodicity cells, and thus taking the limit $h \to 0^+$, the resulting domain is a disjoint union of countably many bounded domains.
which are translates of a (bounded) cell $\varpi$ (see fig. 1.2). The spectral structure of the problem on $\Pi_h$ is in some sense a perturbation of the discrete spectrum of the elasticity problem on $\varpi$.

Let us proceed with the details. By $\varpi$ we denote a bounded domain in $\mathbb{R}^3$

$$\varpi \subset \{ x = (y, z) : y = (y_1, y_2) \in \mathbb{R}^2, |z| < 1/2 \}$$

having Lipschitz boundary $\partial \varpi$. We assume that the points $O^\pm = (0, 0, \pm 1/2)$ are contained in the boundary and that, in some neighbourhood of them, $\partial \varpi$ is of smoothness $C^3$.

Let $\Omega_h$ denote the thin infinite straight “needle” $\Omega_h = \omega_h \times \mathbb{R}$, where $\omega \subset \mathbb{R}^2$ is a domain such that $\varpi$ is compact and $\partial \omega$ is smooth, and

$$\omega_h := h \omega = \{ y \in \mathbb{R}^2 : h^{-1}y \in \omega \}. $$

We consider the periodic waveguide $\Pi_h$ (fig. 1.2, a))

$$\Pi_h = \Omega_h \cup \bigcup_{j \in \mathbb{Z}} \varpi(j)$$
consisting of the needle $\Omega_h$ and the periodic family of bodies
\[(1.4) \quad \varpi(j) = \{x : (y, z - j) \in \varpi\}, \quad j \in \mathbb{Z} := \{0, \pm 1, \pm 2, \ldots\}.\]
(One could for example imagine the sets $\varpi(j)$ as “beads” in an infinite “necklace” $\Pi_h$.) The set
\[(1.5) \quad \varpi_h = \{x \in \Pi_h : |z| < 1/2\} = \varpi \cup (\omega_h \times (-1/2, 1/2))\]
is called a periodicity cell of the quasi–cylinder $\Pi_h$ (see fig. 1.3, a and b)). At $h = 0$ the set (1.3) turns into a union of disconnected domains (1.4) (fig. 1.2 and fig. 1.3, c)). Let $h \in (0, h_0]$, where $h_0 > 0$ is fixed, no matter how. For every such $h$ we consider the spectral elasticity problem expressed in matrix form ([20], [22])
\[(1.6) \quad D(-\nabla_x)^\top AD(\nabla_x) u^h = \varrho \Lambda_h^h u^h \text{ in } \Pi_h,\]
\[(1.7) \quad D(\nu(x))^\top AD(\nabla_x) u^h = 0 \text{ almost everywhere on } \partial \Pi_h.\]
Here $\varrho > 0$ is the material density which is assumed constant for simplicity, $\Lambda^h = \tau^2_h$ is a spectral parameter and $\tau^2_h$ is the oscillation frequency. Furthermore, $\nabla_x$ is the gradient, $\Delta_x = \nabla_x \cdot \nabla_x$, $u^h = (u_1^h, u_2^h, u_3^h)$ stands for the displacement vector, $\nu = (\nu_1, \nu_2, \nu_3)$ is the unit vector of the outward normal defined for almost all points of the Lipschitz surface $\partial \Pi_h$. The matrix $A$ consists of the elastic moduli, and it is assumed constant, symmetric and positive definite, i.e. the elastic material of the waveguide is, for simplicity, homogeneous. (All considerations can easily be adapted to heterogeneous elastic materials with smooth, periodic $A$ and $\varrho$.) Moreover, $D(\nabla_x)$ is the $6 \times 3$–matrix of first order differential operators,
\[D(x) = \begin{pmatrix} x_1 & 0 & 2^{-1/2}x_2 & 2^{-1/2} & 0 & 0 \\ 0 & x_2 & 2^{-1/2}x_1 & 0 & 2^{-1/2}x_3 & 0 \\ 0 & 0 & 2^{-1/2}x_1 & 0 & 2^{-1/2}x_2 & 0 \end{pmatrix}^\top.\]
Hence,
\[(1.8) \quad D(\nabla_x)u = (\varepsilon_{11}(u), \varepsilon_{22}(u), \sqrt{2}\varepsilon_{21}(u), \sqrt{2}\varepsilon_{13}(u), \sqrt{2}\varepsilon_{32}(u), \varepsilon_{33}(u))^\top,\]
since the Cartesian components of the strain tensor are given by the Cauchy formulas
\[\varepsilon_{jk}(u^h) = \frac{1}{2} \left( \frac{\partial u_j^h}{\partial x_k} + \frac{\partial u_k^h}{\partial x_j} \right).\]
Finally, the stress column has a structure similar to (1.8), and is defined by the Hooke law as
\[\sigma(u) = A\varepsilon(u),\]
hence, the boundary condition (1.7) has the interpretation that the surface $\partial \Pi_h$ is free of traction.

The spectral problem (1.6)–(1.7) has the interpretation that the surface $\partial \Pi_h$ is free of traction.

The spectral problem (1.6)–(1.7) admits the variational formulation, [19], [21].
\[(1.9) \quad (AD(\nabla_x)u, D(\nabla_x)v)_{\Pi_h} = \Lambda_h(\varrho u, v)_{\Pi_h}, \quad v \in H^1(\Pi_h)^3,\]
where $(u, v)_{\Pi_h} = \sum_{i=1}^3 \int_{\Pi_h} u_i v_i dx$ is the natural scalar product in the Lebesgue space $L^2(\Pi_h)^3$. (The superindex 3 indicates here that the function space consists of $\mathbb{R}^3$-valued functions. Later on, it will be necessary to consider also complex–valued
spaces, but the notation is still the same. The superindex will neither be displayed in the notation of the norm of a function space, nor in a scalar product.) The bilinear form (1.9) is closed and positive Hermitian in the Sobolev space $H^1(\Pi_h)^3$. The Birman–Krein–Vishik theory (see [4, Ch.10] and cf. [2]) can therefore be applied to transform (1.7) to the abstract formulation
\[
T^h u^h = \theta M^h u^h,
\]
where $T^h$ is an unbounded self-adjoint positive operator in $L^2(\Pi_h)^3$ and consequently, its spectrum $\Sigma(T)$ lies in $\mathbb{R}_+ = [0, \infty)$. Since the embedding $H^1(\Pi_h) \subset L^2(\Pi_h)$ is not compact in the unbounded domain $\Pi_h$, the essential spectrum $\Sigma_{\text{ess}}(T)$ is not empty (cf. [4, Th.10.1.5]).


We recall the definition of the Gelfand transform (see [10] and, e.g. [16, 30, 17] for more details):
\[
v(y, z) \mapsto V(y, z; \eta) = \frac{1}{\sqrt{2\pi}} \sum_{m \in \mathbb{Z}} \exp(-i\eta(z + m))v(y, z + m),
\]
where $(y, z) \in \Pi_h$ on the left, $\eta \in [0, 2\pi)$, and $(y, z) \in \omega_h$ on the right. This operator is an isomorphism from $L^2(\Pi_h)^3$ onto $L^2(0, 2\pi; L^2(\omega_h)^3)$ and from $H^1(\Pi_h)^3$ onto $H^1(0, 2\pi; H^1_{\text{per}}(\omega_h)^3)$ (see e.g. [30, § 3.4] and [23, Cor. 3.4.3]). Here $L^2(0, 2\pi; L^2(\omega_h)^3)$ consists of $L^2(\omega_h)^3$-valued (complex) $L^2$–functions on $[0, 2\pi)$, the space $H^1(0, 2\pi; H^1_{\text{per}}(\omega_h)^3)$ is defined analogously, and $H^1_{\text{per}}(\omega_h)^3$ is the space of $\mathbb{C}^3$–valued Sobolev–functions 1–periodic with respect to $z$.

Using the Gelfand transform, the problem (1.6) turns into the following model spectral problem in the periodicity cell (1.5):
\[
\begin{align*}
D(-\nabla_y, -\partial_z - i\eta) AD(\nabla_y, \partial_z + i\eta)V^h &= \theta M^h V^h & \text{in } \omega_h, \\
D(v(x)) AD(\nabla_y, \partial_z + i\eta)V^h &= 0 & \text{in } \omega_h \setminus (\omega^+_h \cup \omega^-_h), \\
V^h(y, 1/2) &= V^h(y, -1/2), \partial_z V^h(y, +1/2) &= \partial_z V^h(y, -1/2) & \text{for } y \in \omega_h,
\end{align*}
\]
where $V^h$ and $M^h$ also depend on dual variable $\eta \in [0, 2\pi]$. Notice that the periodicity conditions are imposed only on the small cross-sections $\omega^\pm = \omega_h \times \{\pm1/2\}$ of the needle.

The weak formulation of the problem (2.2) is to find $V^h \in H^1_{\text{per}}(\omega_h)^3, V \neq 0$, and $M^h$ such that
\[
(AD(\nabla_y, \partial_z)(e^{i\eta z}V^h), D(\nabla_y, \partial_z)(e^{i\eta z} U^h))_{\omega_h} = \theta M^h(e^{i\eta z}V^h, e^{i\eta z} U^h)_{\omega_h},
\]
for all $U \in H^1_{\text{per}}(\omega_h)^3$; the inner product is that of $L^2(\omega_h)^3$. For every real $\eta$, the sesquilinear form on the left hand side of (2.3) is Hermitian and positive on $H^1_{\text{per}}(\omega_h)^3$, and it is denoted by
\[
a_\eta(U, V, \omega_h).
\]
Again by the Birman–Krein–Vishik theory, the problem (2.2) is associated with a self-adjoint semi–bounded operator $T(\eta)$ in $L^2(\omega_h)^3$ (see [4, Ch.10]). Since the
domain $\varpi_h$ is bounded, the embedding $H^1_{\text{per}}(\varpi_h)^3 \subset L^2(\varpi_h)^3$ is compact, and the spectrum of the problem is discrete. The numbers

$$0 \leq M^h_1(\eta) \leq M^h_2(\eta) \leq \ldots \leq M^h_p(\eta) \leq \ldots \to +\infty$$

constitute the eigenvalue sequence (counting multiplicities) for the model problem, and the corresponding eigenvectors are denoted by $V^h_{(p)} \in H^1_{\text{per}}(\varpi_h)^3$ (the dependence of $\eta$ is not displayed). We require the orthogonality and normalization conditions

$$\langle V^h_{(p)}, V^h_{(q)} \rangle_{\varpi_h} = \delta_{p,q} , \quad p, q = 1, 2, \ldots$$

For the following fact, see [30, Th. 3.4.6], [23, Th. 2.1], and cf. [16], [17].

**Theorem 2.1.** A number $\Lambda_h$ belongs to the resolvent set or the discrete spectrum of $T^h$, if and only if it does not coincide with a $M^h_p(\eta)$ for any $\eta \in [0, 2\pi]$ and $p$.

Hence, the spectrum gets the band–gap structure, namely

$$\Sigma(T^h) = \Sigma_{\text{ess}}(T^h) = \bigcup_{p=1}^{\infty} \Upsilon^h_p,$$

where

$$\Upsilon^h_p = \{ M^h_p(\eta) : \eta \in [0, 2\pi) \}.$$  \hfill (2.8)

It is known that the functions $\mathbb{R} \ni \eta \mapsto M^h_p(\eta)$ are continuous (see [14, Ch.7]) and $2\pi$–periodic (replacing $\eta$ by $\eta + 2\pi k$, the function $e^{-i2\pi k z} V^h_{(p)}$ is again an eigenfunction with eigenvalue $M^h_p(\eta)$, for all $k \in \mathbb{Z}$). Hence, (2.8) is a closed segment. However, the authors do not know, if it is possible that

$$M^h_q(\eta) = M^h_{q_0} = \text{const. for } \eta \in [\eta_0, \eta_1) \subset [0, 2\pi) , \quad \eta_1 > \eta_0.$$  \hfill (2.9)

Under the condition (2.5), the operator $T^h$ in (1.10) gets the eigenvalue $M^h_{q_0}$ of infinite multiplicity. If (2.9) does not occur for any $q$, the spectrum $\Sigma(T^h)$ is fully continuous. It follows from [11, 1.5.1] that, if $\eta_0 < \eta_1$ in (2.9), then $\eta_0 = 0$ and $\eta_1 = 2\pi$.

On the other hand the spectral structure (2.7) does not automatically provide gaps because the bands (2.8) may cover the entire ray $[0, +\infty)$. The idea in the following is to consider the elasticity problem on the bounded domain which is obtained as the limit of the periodicity cell $\varpi_h$ as $h \to 0^+$ (fig. 1.3, c)); this has a discrete spectrum consisting of eigenvalues (3.3). We shall show that for a given finite number of indices $p$, the band $\Upsilon^h_p$ can be made to stay within an arbitrarily small distance of the eigenvalue $\mu_p$ for small enough $h$. As a consequence, existence of gaps (as many as desired) will be proven.

### 3. Spectrum of the Limit Model Problem.

We next consider a limit model problem on the isolated elastic body $\varpi$. Consider the problem (2.2) at $h = 0$ (fig.1.2, b)); then the ligaments of $\Pi_h$ vanish, and
the periodicity conditions of (2.2) cannot be stated any more, and the problem is formulated for the unknown function $V$ on $\varpi$ as

$$
\overline{D(-\nabla_y, -\partial_z - i\eta)}^{\top} AD(\nabla_y, \partial_z + i\eta)V = gMV \quad \text{in } \varpi.
$$

(3.1)

$$
\overline{D(\nu(x))}^{\top} AD(\nabla_y, \partial_z + i\eta)V = 0 \quad \text{in } \partial\varpi.
$$

However, for any $\eta$ this problem has the same eigenvalues as the case $\eta = 0$: if $v$ is a solution to the problem (3.2), below, with the eigenvalue $M$, then $V = \exp(-i\eta z)v$ solves (3.1) with the same eigenvalue $M$. Thus, the case $\eta \neq 0$ has no additional interest here, and we are led to consider the standard spectral problem for the isolated elastic body $\varpi$ corresponding to the case $\eta = 0$ (see fig. 1.3, c)),

$$
\overline{D(-\nabla_y, -\partial_z)}^{\top} AD(\nabla_y, \partial_z)v = gMv \quad \text{in } \varpi.
$$

(3.2)

$$
\overline{D(\nu(x))}^{\top} AD(\nabla_y, \partial_z)v = 0 \quad \text{in } \partial\varpi.
$$

Let $a(u, v, \varpi)$ be the form corresponding to the problem (3.2), defined as in (2.3)–(2.4) for $\eta = 0$. It is Hermitian, positive, sesquilinear and closed on $H^1(\varpi)^3$. We denote the eigenvalue sequence (arranged as an increasing sequence counting multiplicities) by

$$
0 = \mu_1 = \ldots = \mu_6 < \mu_7 \leq \mu_8 \leq \ldots \leq \mu_p \leq \ldots \to +\infty.
$$

(3.3)

Here $\mu_1 \ldots \mu_6$ are the eigenvalues of the rigid motions $x \mapsto a + b \times x$, which include translations (the constant vector $b \in \mathbb{R}^3$ is zero) and rotations ($\mathbb{R}^3 \ni a = 0$). For every $p$, let $v^{(p)}$ be the eigenfunction corresponding to $\mu_p$, normalized and orthogonal in $L^2(\varpi)^3$:

$$
(v^{(p)}, v^{(q)})_{\varpi} = \delta_{p,q} \quad , \quad p, q = 1, 2, \ldots
$$

(3.4)

We recall that by the max–min principle (see, e.g., [4, Th.10.2.2])

$$
\mu_j = \max_{\mathcal{H}_j} \inf_{U \in \mathcal{H}_j \setminus \{0\}} \frac{a(U, U; \varpi)}{\|U\|_{L^2(\varpi)}^2},
$$

(3.5)

where $\mathcal{H}_j$ stands for any subspace in $H^1(\varpi)^3$ of codimension $j - 1$, in particular, $\mathcal{H}_1 = H^1(\varpi)^3$.

At the end of this section we derive pointwise estimates for the eigenfunctions $v^{(p)}$. Let us denote by $B(a, r)$ the open ball with center $a \in \mathbb{R}^3$ and radius $r > 0$. We recall that the boundary $\partial \varpi$ was by definition $C^8$ in a neighbourhood of $O^\pm$. Hence, denoting $\varpi_+^j := \varpi \cap B(O^\pm, r_j)$, $j = 1, 2, 3$, and assuming the numbers $r_3 > r_2 > r_1 > 0$ small enough, the boundaries of $\partial \varpi_+^j$ are sufficiently smooth so that we can apply the local elliptic regularity estimates for systems (see [1]). As a consequence, the following lemma can be proven:

**Lemma 3.1.** The pointwise estimates

$$
|v^{(p)}(x)| \leq c_\varpi(1 + \mu_p).
$$

(3.6)

$$
|\nabla_x v^{(p)}(x)| \leq c_\varpi(1 + \mu_p)^{3/2}
$$

hold for all $x \in \varpi_+^1$. 

Figure 4.1. The cut-off and small cylinders.

Proof. We apply the local estimates [1, Ch. 10] to the problem \(3.2\) with \(v := v(p)\) and \(f := \mu_p v(p)\). We thus find for every \(l = 0, 1, 2, \ldots\) a constant \(C = C_{w, l, j} > 0\) such that

\[
\|v(p); H^{l+1}(\omega_{\pm})\| \leq C \left( \|v(p); H^{l-1}(\omega_{\pm}^{j+1})\| + \|v(p); L^2(\omega_{\pm}^{j+1})\| \right)
\]

for \(j = 1, 2\). Moreover, \(\|v(p); L^2(\omega_{\pm}^{j+1})\| \leq 1\), by the normalization \(3.4\). The Korn inequality on \(\omega_{\pm}\) (see, e.g., [15]) also implies

\[
\|v(p); H^1(\omega_{\pm})\|^2 \leq \|v(p); H^1(\omega)\|^2
\]

\[
(3.8) \leq C(a(v(p), v(p); \omega) + \|v(p); L^2(\omega)\|^2) = C(\mu_p + 1)(v(p), v(p); \omega) = C(\mu_p + 1).
\]

Taking \(l = 1, j = 2\) in \(3.7\) we thus obtain

\[
(3.9) \|v(p); H^2(\omega_{\pm}^{j})\| \leq C_1 \left( \|v(p); L^2(\omega_{\pm}^{j})\| + \|v(p); L^2(\omega_{\pm}^{j})\| \right) \leq C_1(\mu_p + 1)
\]

and for \(l = 2, j = 1\),

\[
\|v(p); H^3(\omega_{\pm}^{j})\| \leq C_2 \left( \|v(p); H^1(\omega_{\pm}^{j})\| + \|v(p); L^2(\omega_{\pm}^{j})\| \right)
\]

\[
(3.10) \leq C_2(\mu_p + 1)^{3/2}.
\]

In view of the standard embeddings \(H^2(\omega_{\pm}^{j}) \subset C^2(\omega_{\pm}^{j})\) and \(H^3(\omega_{\pm}^{j}) \subset C^1(\omega_{\pm}^{j})\), the estimates \(3.6\) follow from \(3.9\) and \(3.10\). \(\blacksquare\)

4. Upper estimate for the bands.

In the next two sections we consider the relation of the spectral band \(\Upsilon_p^h\) with the eigenvalue \(\mu_p\). We start with an upper estimate for \(M^h_p(\eta) \in \Upsilon_p^h\) in terms of \(\mu_p\).

Lemma 4.1. There exists a decreasing sequence \(0 < h_i < h_{i-1}\) and a constant \(C > 0\), depending only on \(\omega\), \(A\), and \(\varrho\), such that

\[
M^h_p(\eta) \leq \mu_j + Ch_j(1 + \mu_j)^2
\]

for all \(j \in \mathbb{N}\), \(h \leq h_i\) and \(\eta \in [0, 2\pi]\).

Proof. Let us fix a constant \(c_\chi > 0\) such that \(3c_\chi < r_1\) (see above Lemma 3.1 for this number). Given \(h\), we denote by \(\chi_h : \omega_h \to [0, 1]\) a smooth cut-off function which is equal to 0 on the subset

\[
\omega_{h,k} := \omega_h \cap (B(O^+, kc_\chi h) \cup B(O^-, kc_\chi h)),
\]
if $k = 1$, and equal to 1 on $\varpi_1 \setminus \varpi_{h, 2}$, see fig. 4.1, a). We can also require that for some constant $C_\varpi > 0$

\begin{equation}
|\nabla_x \chi_h(x)| \leq C_\varpi h^{-1}.
\end{equation}

For all $j \in \mathbb{N}$, we set $\mathcal{V}_{(j)}^h(x; \eta) = \chi_h(x) v_{(j)}(x; \eta)$ for $x \in \varpi$, and extend the product as 0 for $x \in \varpi_1 \setminus \varpi$. The choice of $c_{\chi}$ guarantees that the extensions become smooth and that the following holds:

\begin{equation}
\text{supp} \mathcal{V}_{(j)}^h \subset \varpi \quad \text{and} \quad \text{supp} (\mathcal{V}_{(j)}^h - v_{(j)}) \subset \varpi_1 \setminus \varpi,
\end{equation}

the latter can be achieved for small enough $h$ which we from now on assume.

Using the notation of (4.2) with $k = 2$, and (3.6), we can thus bound

\begin{equation}
\|v_{(j)} - \mathcal{V}_{(j)}^h; L^2(\varpi)\| \leq \int_{\varpi_1 \setminus \varpi} c_{\varpi} (1 + \mu_j)^2 dx \leq C_{\varpi} h^3 (1 + \mu_j)^2,
\end{equation}

since the volume of the set $\varpi_{h, 2}$ is of order $h^3$. The following $L^1$–estimates can be proven in the same way:

\begin{equation}
\|v_{(j)} - \mathcal{V}_{(j)}^h; L^1(\varpi)\| \leq C_{\varpi} h^3 (1 + \mu_j),
\end{equation}

\begin{equation}
|\nabla_x v_{(j)} - \nabla_x \mathcal{V}_{(j)}^h; L^1(\varpi)\| \leq \int_{\varpi_1 \setminus \varpi} (|\nabla_x v_{(j)}| + |\nabla_x \chi_h||v_{(j)}|) dx
\end{equation}

\begin{equation}
\leq C_{\varpi} \left( h^3 (1 + \mu_j) + h^2 (1 + \mu_j) \right).
\end{equation}

Notice that also by (3.6), (4.3), (4.4),

\begin{align*}
|v_{(j)}; L^\infty(\varpi_1)\| &\leq C_{\varpi} (1 + \mu_j), \\
|\nabla_x v_{(j)}; L^\infty(\varpi_1)\| &\leq C_{\varpi} (1 + \mu_j)^{3/2}, \\
|\mathcal{V}_{(j)}^h - v_{(j)}; L^\infty(\varpi)\| &\leq C_{\varpi} (1 + \mu_j), \\
|\nabla_x \mathcal{V}_{(j)}^h - \nabla_x v_{(j)}; L^\infty(\varpi)\| &\leq \sup_{\varpi_1} (|\nabla_x v_{(j)}| + |\nabla_x \chi_h||v_{(j)}|)
\end{align*}

\begin{equation}
\leq C_{\varpi} ((1 + \mu_j)^{3/2} + h^{-1} (1 + \mu_j)).
\end{equation}

For every $j \in \mathbb{N}$ we now pick an $h_j$, $0 < h_j < 1$, such that $h_j < h_{j-1}$ and

\begin{equation}
(1 + C_{\varpi}) h_j (1 + \mu_j) \leq 2^{-j-3},
\end{equation}

and also such that the requirement after (4.4) is met for this $h_j$.

Let us fix the index $j$ for the rest of the proof, and consider numbers $h$ satisfying $h < h_j$. First note that the choice of the numbers $h_j$ and (4.5), (4.9) imply, for all $q \leq j$ and $h \leq h_j$,

\begin{equation}
\|\mathcal{V}_{(q)}^h - v_{(q)}; L^2(\varpi)\| \leq 2^{-q-3} \quad \text{and}
\end{equation}

\begin{equation}
\|\mathcal{V}_{(q)}^h; L^2(\varpi)\| \leq \|v_{(q)}; L^2(\varpi)\| + \|\mathcal{V}_{(q)}^h - v_{(q)}; L^2(\varpi)\| \leq 1 + 2^{-q-3}.
\end{equation}

We claim that the functions $\mathcal{V}_{(1)}^h, \ldots, \mathcal{V}_{(j)}^h$ are linearly independent in $L^2(\varpi)^3$ (hence also in the space $L^2(\varpi_1)^3$). If not, then there exists an index $p$, $1 < p < j$ and
numbers $b_q$ such that

\begin{equation}
\forall_{(p)}^h = \sum_{q=1 \atop q \neq p}^j b_q \forall_{(q)}^h.
\end{equation}

Here we may assume that $0 \leq |b_q| \leq 1$, since if this is not the case from the beginning, we pick up the $q$ with largest $|b_q|$, and change $p$ for this $q$.

From (3.4) and (4.10) we get for every $q \leq j$

\begin{equation}
\||\forall_{(p)}^h; L^2(\overline{\omega})\| \geq ||v_{(p)}^h; L^2(\overline{\omega})|| - ||\forall_{(q)}^h - v_{(q)}; L^2(\overline{\omega})|| \geq 1 - 2^{-q-3}
\end{equation}

and, for $q \neq p$, using the Cauchy–Schwartz inequality, and (4.10), (3.4),

\begin{equation}
|\langle (v_{(p)}^h, \forall_{(q)}^h), \overline{\omega} \rangle| \leq \langle (v_{(p)}^h, \forall_{(q)}^h), \overline{\omega} \rangle + |\langle (v_{(p)}), \overline{\omega} \rangle| \leq 2^{-q-3}.
\end{equation}

Taking the $L^2(\overline{\omega})$–inner product with $\forall_{(p)}^h$ on each side of (4.11), the left hand side is at least $(1 - 2^{-p-3})^2 \geq 1/2$ by (4.12), whereas the right hand side is, by (4.13) and (4.10), at most

\begin{equation}
\left| \langle (\forall_{(p)}^h, \sum_{q=1 \atop q \neq p}^j b_q \forall_{(q)}^h), \overline{\omega} \rangle \right| = \langle (\forall_{(p)}^h - v_{(p)}^h, \overline{\omega} \rangle + \left| \langle (v_{(p)}, \sum_{q=1 \atop q \neq p}^j b_q \forall_{(q)}^h), \overline{\omega} \rangle \right| \\
\leq \langle \forall_{(p)}^h - v_{(p)}; L^2(\overline{\omega})\| \|\forall_{(p)}^h; L^2(\overline{\omega})\| + \sum_{q=1 \atop q \neq p}^j \langle b_q \langle (v_{(p)}, \forall_{(q)}^h), \overline{\omega} \rangle \rangle \\
\leq 2^{-p-3}(1 + 2^{-p-3}) + \sum_{q=1}^j 2^{-q-3} \leq \frac{1}{3},
\end{equation}

which contradicts with the previous estimate. Hence, (4.11) cannot hold, and the linear independence is proven.

Let now $(b_p)^j_{p=1}$ be any sequence of numbers normalized so that $\sum_{p=1}^j |b_p|^2 = 1$, and let

\begin{equation}
\forall_{(j)}^h = \sum_{p=1}^j b_p \forall_{(p)}^h, \quad W_j := \sum_{p=1}^j b_p v_{(p)},
\end{equation}

hence,

\begin{equation}
\|W_j; L^2(\overline{\omega})\| = 1
\end{equation}

since the functions $v_{(p)}$ are orthonormal in $L^2(\overline{\omega})^3$.

We evaluate $a(\forall_{(j)}^h, \forall_{(j)}, \overline{\omega})$. First, by (3.3), (3.4), and (4.16),

\begin{equation}
|a(W_{(j)}, W_{(j)}; \overline{\omega})| \leq \mu_j.
\end{equation}
Moreover,

\[ a(W^h(j), W^h(j); \varpi) = a(W(j), W(j); \varpi) + \sum_{p,q=1}^j b_p b_q \left( a(V^h(p), v(p); v(q); \varpi) + a(V^h(q), v(q); v(p); \varpi) \right) \]

(4.18)

\[ + a(v(p), V^h(q) - v(q); \varpi) + a(V^h(p) - v(p), V^h(q) - v(q); \varpi). \]

The expression for \( a(\cdot, \cdot, \varpi) \), the Hölder inequality, and (4.4), (4.7), (4.8), (3.3) imply

\[ |a(V^h(p) - v(p), v(q); \varpi)| \]

\[ \leq C_a \left( \|V^h(p) - v(p); L^1(\varpi)\| + \|\nabla_x V^h(p) - \nabla_x v(p); L^1(\varpi)\| \right) \]

\[ \times \left( \|v(q); L^\infty(\varpi)\| + \|\nabla_x v(q); L^\infty(\varpi)\| \right) \]

(4.19)

\[ \leq C_\varpi \left( h^3(1 + \mu_j)^{3/2} + h^2(1 + \mu_j) \right) \left( 1 + \mu_j \right)^{3/2} + h^{-1}(1 + \mu_j) \].

Taking into account (4.9), this can be bounded by

(4.20)

\[ C_\varpi h(1 + \mu_j)^2. \]

The third and fourth terms on the right hand side of (4.18) have the same bound. From (4.17)–(4.20) and

\[ \sum_{p,q=1}^j b_p b_q \leq \sum_{p,q=1}^j (|b_p|^2 + |b_q|^2) \leq 2j \]

we thus obtain

(4.21)

\[ |a(W^h(j), W^h(j); \varpi)| \leq \mu_j + C_\varpi h j (1 + \mu_j)^2. \]

In the same vain one can estimate using (4.6), (4.8),

\[ |W^h(j); L^2(\varpi)|^2 = (W^h(j), W^h(j); \varpi) \]

\[ = (W(j), W(j); \varpi) + \sum_{p,q=1}^j b_p b_q \left( V^h(p) - v(p), v(q); \varpi \right) + \left( v(p), V^h(q) - v(q); \varpi \right) \]

(4.22)

\[ \geq 1 - C_\varpi h^3(1 + \mu_j)^2. \]

To apply these estimates we use the max–min principle [4, Th.10.2.2.]

(4.23)

\[ M_j^h(\eta) = \max_{\mathcal{H}_j} \inf_{U \in \mathcal{H}_j(\varpi)} \frac{a_U(U, \varpi)}{\|U; L^2(\varpi)\|^2} \]

where \( \mathcal{H}_j \) stands for any subspace in \( H^1_{per}(\varpi) \) of codimension \( j - 1 \). Since the sequence of functions \( (V(p))_{p=1}^j \) was shown to be linearly independent we can find from any \( \mathcal{H}_j \) an element \( W^h(j) \) of the form

\[ W^h(j)(x, \eta) = e^{-i\eta x} V^h(j)(x), \]
where \( \mathcal{W}_{(j)}^h \) is as in (4.15). Moreover, by the definition of the forms \( a_h \) and \( a \) (see (2.3)–(2.4) and the things below (3.2)), and by (4.4), we have
\[
a_h(\mathcal{W}_{(j)}^h, \mathcal{W}_{(j)}^h; \omega_h) = a(\mathcal{W}_{(j)}^h, \mathcal{W}_{(j)}^h; \omega), \quad \| \mathcal{W}_{(j)}^h ; L^2(\omega_h) \| = \| \mathcal{W}_{(j)}^h ; L^2(\omega) \|. 
\]
These, together with (4.23), (4.21), (4.22), imply
\[
M_j^h(\eta) \leq \frac{a_h(\mathcal{W}_{(j)}^h, \mathcal{W}_{(j)}^h; \omega_h)}{\| \mathcal{W}_{(j)}^h ; L^2(\omega_h) \|^2} = \frac{a(\mathcal{W}_{(j)}^h, \mathcal{W}_{(j)}^h; \omega)}{\| \mathcal{W}_{(j)}^h ; L^2(\omega) \|^2} \leq \frac{\mu_j + C_\eta h_j (1 + \mu_j)^2}{1 - C_\omega h^2 j (1 + \mu_j)^2} \leq \mu_j + C h_j (1 + \mu_j)^2. \tag{4.24} \]

5. LOWER ESTIMATE FOR BANDS.

We prove the lower estimate for the numbers \( M_j^h(\eta) \), see (5.5). We shall need the following inequality of Korn’s type, see [25, Ch. 2):

**Lemma 5.1.**
\[
||V; L^2(\omega_h \setminus \omega)||^2 \leq C_K h^2 \left( a(V, V; \omega_h) + ||V; L^2(\omega_h)||^2 \right),
\]
where \( C_K \) is independent of \( h \in (0, 1) \) and \( V \in H^1(\omega_h) \).

Proof. Owing to the standard Korn inequality in a bounded Lipschitz domain (see, e.g., [15]) we have
\[
||u; H^1(\omega)||^2 \leq c_\omega \left( a(u, u; \Omega) + ||u; L^2(\omega)||^2 \right).
\]
By the one-dimensional Hardy inequality
\[
\int_0^\infty |U(r)|^2 dr \leq 4 \int_0^\infty \left| \frac{dU}{dr} \right|^2 dr, \quad U \in C_c^1[0, 1],
\]
there also holds
\[
||\varphi^+_\pm u; L^2(\omega)||^2 \leq C ||u; H^1(\omega)||^2.
\]
where \( \varphi^\pm \) is the distance to the point \( \mathcal{O}^\pm \). Notice that in order to derive (5.4) from (5.3) we need to multiply \( u \) with an appropriate cut-off function \( \chi^\pm \), to apply (5.3) to the radial variable \( \varphi^\pm \), and integrate in the angular variables while taking the Jacobian \( \varphi^2 \) into account. We emphasize that the above multiplication forces us to put the Sobolev norm (instead of the Dirichlet seminorm) on the right hand side of (5.4). A completion argument is used to pass from continuously differentiable functions to Sobolev functions in (5.3), (5.4).

For \( k = 1, 2 \), let \( C_{kh}^t = \omega_h \times (-1/2 + (k-1)lh, -1/2 + klh) \) be small cylinders and let \( C_{kh}^e \) have a similar meaning (see fig. 4.1, b)). We fix the size \( l > 0 \) such that \( \omega_h \setminus (C_{kh}^+ \cup C_{kh}^-) \subset \omega \) (see fig. 4.1, b)). Then \( C_{kh}^t \subset \omega \) for a small \( h > 0 \) and \( \varphi^\pm \leq c_\eta h \) for \( x \in C_{kh}^e \) so that, by (5.4) and (5.2), we get
\[
||u; L^2(C_{kh}^t)||^2 \leq c h^2 ||u; H^1(\omega)||^2 \leq c h^2 (a(u, u; \Omega) + ||u; L^2(\omega)||^2)
\]
We go over to the stretched coordinates $\xi^\pm = (h^{-1}x_1 \mp 1/2, x_2, x_3)$ and transform $C^\pm_{kk}$ into the cylinders $C^\pm_{1k}$ of unit size. After applying the coordinate compression $\xi^\pm \to x$, the variant of the Korn’s inequality

$$\|u; L^2(C^+_{11})\|^2 \leq c_\omega (a(u, u; C^+_{12} \cup C^+_{11}) + \|u; L^2(C^+_{12})\|^2)$$

turns into the relation

$$h^{-2}\|u; L^2(C^+_{h1})\|^2 \leq c_\omega (a(u, u; C^+_{h2} \cup C^+_{h1}) + h^{-2}\|u; L^2(C^+_{h2})\|^2),$$

which completes the proof. \[\blacksquare\]

**Lemma 5.2.** There exist a constant $C > 0$, and, for every $j$, a number $\hat{h}_j > 0$, such that

$$M^h_i(\eta) \geq \mu_j - C h \mu^2_i$$

for all $0 < h < \hat{h}_j$.

Proof. We consider the eigenvectors $V^h_{(j)} \in H^1_{\per} (\overline{\omega}_h)^3$, see (2.6). Since $\overline{\omega} \subset \overline{\omega}_h$ for every $h$, we have $V^h_{(j)} \in H^1(\overline{\omega})^3$. By (4.1), if $h < h_j$, then $M^h_j(\eta)$ can be bounded by a positive number depending only on $j$. Thus we can choose for every $j$ a small enough $\hat{h}_j > 0$ such that $\hat{h}_j < h_{j-1}$ and such that

$$1 + C_K) h (1 + M^h_j(\eta)) \leq 2^{-j-3} \quad \text{for } \eta \in [0, 2\pi), \ h \in (0, h_j].$$

We claim that then the eigenvectors $V^h_{(1)}, \ldots, V^h_{(j)}$ still remain linearly independent in $L^2(\overline{\omega})^3$. Otherwise there exists a $p, 1 \leq p \leq j$ and numbers $\beta_q$ such that

$$V^h_{(p)} = \sum_{q=1}^{i} \beta_q V^h_{(q)}.$$  

Again one may assume that $0 \leq |\beta_q| \leq 1$, by possibly changing $p$ to the $q$ with largest $|\beta_q|$. We have $a_q(V^h_{(p)}, V^h_{(q)}; \overline{\omega}_h) = M^h_q(\eta)$ because of the normalization (2.6). Hence, using the Korn inequality (5.1), and (5.6) and we get for every $p \leq j$

$$\|V^h_{(p)}; L^2(\overline{\omega}_h \setminus \overline{\omega})\| \leq 2^{-p-3}, \quad \text{hence } \|V^h_{(p)}; L^2(\overline{\omega})\| \geq 1 - 2^{-p-3}.$$  

and, for $q \neq p$,

$$\|V^h_{(p)}; L^2(\overline{\omega}_h \setminus \overline{\omega})\| \leq \|(V^h_{(p)}, V^h_{(q)}; \overline{\omega})\| + \|(V^h_{(p)}, V^h_{(q)}; \overline{\omega}_h \setminus \overline{\omega})\|$$

$$\leq \|V^h_{(p)}; L^2(\overline{\omega}_h \setminus \overline{\omega})\| + \|V^h_{(q)}; L^2(\overline{\omega}_h \setminus \overline{\omega})\| \leq 2^{-q-3}. $$

Taking the $L^2(\overline{\omega})^3$–inner product with $V^h_{(p)}$ on each side of (5.7), the second estimate of (5.8) and (5.9) clearly lead to a contradiction.

Fixing $j$ and also $\eta$, and assuming $h \leq \hat{h}_j$, we start to bound $\mu_i$. The sequence $(e^{\eta x}V^h_{(p)})_{p=1}^j$ is still linearly independent in $L^2(\overline{\omega})^3$, hence, any subspace $H_i \subset L^2(\overline{\omega})^3$ of codimension $j-1$ contains a linear combination

$$\sum_{p=1}^{j} b_p e^{\eta x} V^h_{(p)}, \quad \text{such that } \sum_{p=1}^{j} |b_p|^2 = 1.$$
We denote
\begin{equation}
\mathcal{U}^h_{(j)} = \sum_{p=1}^j b_p V^h_{(p)};
\end{equation}
onumber
obviously \( \| \mathcal{U}^h_{(j)}; L^2(\varpi_h) \| = 1 \) because of (2.6) and (5.10).

Since \( V^h_{(p)} \) are the eigenvectors of the operator \( T(\eta) \) (see above (2.5)) and (2.5) holds, we have, also by (2.6), (5.11), and \( a_\eta(V^h_{(p)}, V^h_{(p)}; \varpi_h) = M^h_{(p)}(\eta) \), that
\begin{equation}
|a_\eta(\mathcal{U}^h_{(j)}, \mathcal{U}^h_{(j)}; \varpi_h)| \leq M^h_{(j)}(\eta).
\end{equation}
Notice that on the other hand
\begin{equation}
|a_0(e^{im\varphi} \mathcal{U}^h_{(j)}, e^{im\varphi} \mathcal{U}^h_{(j)}; \varpi_h)| = |a_\eta(\mathcal{U}^h_{(j)}, \mathcal{U}^h_{(j)}; \varpi_h)|.
\end{equation}

By (5.1) and (5.12) we can also estimate
\begin{align*}
\| e^{im\varphi} \mathcal{U}^h_{(j)}; L^2(\varpi) \|^2 &= \| \mathcal{U}^h_{(j)}; L^2(\varpi) \|^2 \\
&\geq \| \mathcal{U}^h_{(j)}; L^2(\varpi_h) \|^2 - \| \mathcal{U}^h_{(j)}; L^2(\varpi_h \setminus \varpi_h) \|^2 \\
&\geq 1 - C h^2 (1 + M^h_{(j)}(\eta) \\
\end{align*}
\begin{equation}
\geq 1 - C h^2 (1 + M^h_{(j)}(\eta)).
\end{equation}

hence, using (5.12)–(5.14) we obtain
\begin{align*}
\frac{a(e^{im\varphi} \mathcal{U}^h_{(j)}, e^{im\varphi} \mathcal{U}^h_{(j)}; \varpi_h)}{\| e^{im\varphi} \mathcal{U}^h_{(j)}; L^2(\varpi) \|^2} &\leq \frac{a_0(e^{im\varphi} \mathcal{U}^h_{(j)}, e^{im\varphi} \mathcal{U}^h_{(j)}; \varpi_h)}{\| e^{im\varphi} \mathcal{U}^h_{(j)}; L^2(\varpi) \|^2} \\
&= \frac{a_\eta(\mathcal{U}^h_{(j)}, \mathcal{U}^h_{(j)}; \varpi_h)}{\| \mathcal{U}^h_{(j)}; L^2(\varpi) \|^2} \leq a_\eta(\mathcal{U}^h_{(j)}, \mathcal{U}^h_{(j)}; \varpi_h)(1 + Ch^2(1 + M^h_{(j)}(\eta))) \\
&\leq M^h_{(j)}(\eta)(1 + Ch^2(1 + M^h_{(j)}(\eta))).
\end{align*}

Again, since \( \mathcal{H}_j \) was an arbitrary \((j - 1)\)–codimensional subspace of \( L^2(\varpi) \), we get from the max–min–principle (3.5)
\begin{equation}
\mu_j \leq M^h_{(j)}(\eta)(1 + Ch^2(1 + M^h_{(j)}(\eta))) \\
= M^h_{(j)}(\eta)(1 + Ch^2) + M^h_{(j)}(\eta)^2 Ch^2.
\end{equation}

For the rest of the proof, let us fix the constant \( C \) as on the last line of (5.15). Consider the following equation for an unknown \( \xi \in \mathbb{R} \):
\begin{equation}
\mu_j = \xi(1 + Ch^2) + \xi^2 Ch^2.
\end{equation}

Its positive solution is
\begin{equation}
\xi = \frac{1 + Ch^2}{2Ch^2} \left( -1 + \sqrt{1 + \frac{4Ch^2}{1 + Ch^2\mu_j}} \right).
\end{equation}

Assuming \( h \) so small that \( 4Ch^2\mu_j < 1 \) (we redefine \( \tilde{h} \) such that this holds for all \( h \leq \tilde{h} \)), we obtain from the binomial series \( \sqrt{1 + \beta} = 1 + \beta/2 - \beta^2/8 - \ldots \geq \)
$1 + \beta/2 - \beta^2/8$ the following estimate:

$$\xi \geq \mu_j - \mu_j^2 \frac{Ch^2}{1 + Ch^2} \geq \mu_j - \mu_j^2 Ch^2.$$ 

Hence, in view of (5.15), (5.16), also $M_j^h(\eta) \geq \mu_j - \mu_j^2 Ch^2$ holds. \hspace{1cm} \blacksquare

6. Main result.

We are now in a position to formulate our main theorem. Recall that the spectrum (2.7) coincides with the essential spectrum of the original elasticity system (1.6)–(1.7), see Theorem 2.1.

**Theorem 6.1.** Let $j \in \mathbb{N}$ be such that $\mu_j > \mu_{j-1}$ in (3.3). Then, for $h \in (0, \min(h_0, h_1)]$, the bands $\Sigma_i^h, \ldots, \Sigma^h_{l-1}$ and $\Sigma^h_l, \Sigma^h_{l+1}, \ldots$, respectively, are contained in the sets $[0, \mu_{j-1} + Ah^2(1 + \mu_{j-1})^2]$ and $[\mu_j - Ah^2\mu_j^2, +\infty)$, where $A > 0$ depends on neither $h$, nor $j$.

Choosing $h$ so small that

$$(6.1) \quad Ah^2(1 + \mu_j)^2 + Ah^2\mu_j^2 < \mu_j - \mu_{j-1}$$

the spectrum (2.7) (and thus also the essential spectrum of the elasticity system (1.6)–(1.7)) get a gap between $\Sigma^h_{j-1}$ and $\Sigma^h_j$.

**Corollary 6.2.** Given any $J \in \mathbb{N}$, the spectrum (2.7) and the essential spectrum of (1.6)–(1.7) contain at least $J$ gaps, if $h$ is small enough.

Proof. By (6.1) and Lemmas 4.1 and 5.2, the right end point of $\Sigma^h_{j-1}$ is strictly smaller than the left end point of $\Sigma^h_j$. It is thus enough to recall that the left (resp. right) end point of the segment $\Sigma^h_p$ is for all $p < j$ (resp. $p < j-1$) at least as large (resp. small) as the left (resp. right) end point of $\Sigma^h_j$ (resp. $\Sigma^h_{j-1}$). This is clear, since the sequences $(M_j^h(\eta))_{j=1}^\infty$ are increasing. \hspace{1cm} \blacksquare
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