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The scope of this project is to provide a set of Bayesian methods to be applied to the task of potential energy barriers prediction. Energy barriers define a physical property of atoms that can be used to characterise their molecular dynamics, with applications in quantum-mechanics simulations for the design of new materials. The goal is to replace the currently used artificial neural network (ANN) with a method that apart of providing accurate predictions, can also assess the predictive certainty of the model. We propose several Bayesian methods and evaluate them on this task, demonstrating that sparse Gaussian process (SGP) are capable of providing predictions, and their confidence intervals, with a level of accuracy equivalent to the current ANN, in a bounded computational complexity time.
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1 Introduction

“I can live with doubt and uncertainty and not knowing. I think it is much more interesting to live not knowing than to have answers that might be wrong. [...]”
- Richard Feynman.

In recent years, we have experienced an explosion on the application of advanced deep learning techniques in many different contexts (e.g. autonomous driving, robotics, health-care, business, etc.). Keys behind this new renaissance in the machine learning field are the development of novel and more advanced algorithms; the fast evolution in the market of general-purpose computing chips; and the exponential growth of stored structured data, as a consequence of the massive digitalisation of our societies.

In this new wave of AI, neural networks have become ubiquitous, representing a new computational framework capable of deducing the underlying complex relationship between variables, just by learning from the given observations. However, associated with their powerful predictive capabilities, neural networks are also known by their lack of interpretability.

Internally, a neural network constructs a high-dimensional representation of the given data, defined by the millions of parameters adjusted during the training process. The complexity of these systems makes hard to obtain insights about the chain of reasoning behind predictions and also to externalise the degree of uncertainty of those predictions. Because of this characteristic, neural networks are typically considered as black-boxes models [ST17].

In some scenarios, where reliable and certain measurements are required, this opaqueness in the predictions is undesirable, and alternatives to neural networks are required. In this work, we will focus on one of these scenarios: potential energy barriers predictions for large-scale simulation of atomic migrations.
1.1 Project scope

This Master Thesis is a subproject of the Machine Learning for Quantum Mechanics-Based Material Design (MachQu) project. A collaborative project between the Helsinki Institute of Physics and the Department of Computer Science of the University of Helsinki.

The goal of this collaboration is to develop a system that can reliably predict the potential energy barriers for a given atomic configuration. Energy barriers can be used to predict migrations of atoms and perform large-scale simulations at the atomic-level. These simulations can be used to characterise different physical processes in new materials, in high energy conditions, such as the experienced in particle accelerators (e.g. LHC, CLIC) or fusion and fission reactors (e.g. ITER).

The current state of the MachQu project already implements a neural network that can predict with high accuracy the barrier values, developed by the Helsinki Institute of Physics [LJV+18a]. However, as it was mentioned, by using neural networks is not possible to obtain any measurement that explains what the uncertainty of the predictions is. Because of this, it is not possible to assure if the neural network has learned a correct representation of the barrier values for the given domain, or it is just random guessing. In the context of this project, introducing unreliable measurements to the atomic simulation would end in characterising unreal processes of the material behaviour. We expect that by identifying the uncertain predictions and computing them by more accurate methods, we can improve the performance of the developed simulator.

The scope of this work is to provide an alternative model that can approximate the predictive capabilities of the neural network, while at the same time, can also quantify the uncertainty of the predictions. From the wide range of models that can be applied, in this work, we will only focus on the Bayesian model’s spectrum.

The provided model will be part of an active learning system that will perform online predictions of the barrier values at high speed (fast cycle) (see Fig. 1). To train this model, it is required to reliably calculate the potential barriers for a subset of all the possible configurations of the atoms. These calculations are obtained by applying the nudged elastic band (NEB) method [JM98], which can provide an accurate computation of barriers, but at a high cost in computational time (slow cycle).

The system will provide the predicted potential energy barriers to the simulator module, implemented by the kinetic Monte Carlo (KMC) method [AFHW91], and
it will provide a predictive model of long-term evolution of the atomic structure of complex materials. The KMC method will use the computed barriers to define a set of probabilities of atoms migrating to new positions and stochastically will decide in each iteration which atom will perform the transition. Once the atom moves to a new position, a new set of energy barriers should be recomputed for the local neighbourhood of atoms where the transition was performed. The simulator module will continue requesting iteratively to the designed probabilistic model for the barrier values of the new configurations, completing, therefore, the fast cycle loop.

As the online fast cycle continues predicting barriers, some atomic configurations could produce a prediction for which the model is very uncertain. The active learning module will use the uncertainty measurements of the model as a decision-making criterion to request a reliable calculation to the quantum-mechanical calculation layer, minimising the number of calls to the slow cycle only to the cases where predictions are unreliable.

Eventually, as the model gets trained by requesting the necessary observations, the system will be capable of mimicking the accurate calculations obtained by the NEB method, but in a fraction of it computational time.
The architecture proposed adds some requisites that should be considered when selecting a model. To avoid a bottleneck in the performance of the fast cycle, the model should perform predictions at high speed. Also, the model should provide online learning capabilities, so when the quantum-mechanical calculation layer calculates a new barrier, it should be possible to retrain the model with the new observation, in a reasonable time.

In this work, we will present some suitable alternatives to the current neural network model to be used in the presented system, and we will evaluate them both by their predictive capabilities and how well calibrated they are on their uncertainty measurements.

1.2 Structure of the thesis

The following sections of this document are organised as follows. In Sec. 2 we introduce all the theoretical aspects of this project, we define the problem to be solved and formally present the different models that will be compared.

Section 3 presents the results obtained from testing the different methods, providing more insights into those models that show the best performance.

Finally, in Sec. 4 we discuss the conclusions and how they align with the current and future state of the project.

2 Methods and Materials

In this section, we will present the Machine Learning problem addressed in this thesis. We also introduce all the theoretical framework explored during the research process.

2.1 Problem definition

For a given atom, we can use the potential barrier value to estimate the likelihood of the atom migrating to a new position. In this project, we perform a supervised learning process that predicts from the configuration of local neighbours atoms $x_i$, 
the value of the potential barrier \( y_i \). The value of the potential barrier, and therefore the likelihood of the migration, depends on the local environment of the migrating atom: both in the configuration of the local neighbours, and the nature of the atoms (e.g. copper, iron, gold, etc.). However, during this work, we are only limited to the scenario in which all the atoms in the configuration are of the same type.

The local neighbour configuration of a migrating atom corresponds to the set of atoms on the first and second level nearest-neighbours, laid out in a three-dimensional space. As can be seen in Fig. 2, we can index all the locations surrounding the migrating atom with a value that ranges from 0 to 25. Then, these locations can be encoded by a 26-dimensional binary array, so positions in the array correspond to the indexes atom location in the configuration, and the binary values stored in the array will specify if an atom occupies that position or not.

Figure 2: Local neighbourhood of a migrating atom (blue) to a new location (red). Figure adapted from [LJV+18a]

Another property that defines atoms configurations is its surface structure. This property, explains how the of the crystal structure of atoms are arranged depending on the orientation of the plane used to truncate their exposed surface. The given dataset is structured based on this property, so there are three different splits that
separate configurations depending on their surface structure. Following the Miller index notation, as explained in [Her16], these Copper surface structures are identified by the family type \{100\}, \{110\} and \{111\).

The predicted values \(y\) correspond to energy barriers that the target atom should overcome to transition to a new position, in the given configuration. As energy magnitudes, these values are positive and range approximately between 0 and 2eV. Find in Fig. 3 a normalised histogram of the energy barrier values, grouped by surface structures. As can be seen, each surface follows a slightly different distribution, and all of them present a large peak of zero values.

![Energy barrier histograms by surface structure.](image)

**Figure 3:** Energy barrier histograms by surface structure.

### 2.2 Bayesian Statistics

Contrary to classical frequentist statistics, Bayesian statistics links probabilities to uncertainties and parameters are not considered as fixed values, but random variables. The probability distributions of the parameters will reflect our degree of uncertainty on the real parameter values, and data will be used to update our prior beliefs, conditioning on observations, so we can compute a posterior distribution that will define our certainty about the parameters.

At the initial point of a Bayesian analysis, when no data has been observed, we can make some subjective assumptions on the possible values of the parameters \(w\). These assumptions are encoded in the prior distribution:

\[
P(w), \quad w = (w_1, ..., w_p)
\]  
\[1\]
Depending on how strong are our a priori beliefs, we can decide whether to use an informative or an uninformative prior. Priors can be informative if they express strong assumptions about the possible values of the parameters. For instance, we can encode our assumption of a fair coin by selecting a distribution centred at 0.5. On the other hand, if we are not sure about whether the coin is fair or biased, then, we might prefer to choose a non-informative prior that assigns balanced likelihoods to each outcome and introduces minimal information about our subjective beliefs into the model. In both cases, the effect of the selected prior to the posterior distribution is dissipated when more observations are presented to the model. Also, as we will see in 2.3, selecting the correct prior distribution can also lead to some analytical benefits.

For a given data vector $X$, we can define what is the probability of the observations given the parameters value. If data points in $D$ are independent and identically distributed (i.i.d), then the likelihood distribution can be factorized as:

$$P(X|w) = \prod_{i=1}^{n} P(x_i|w)$$

(2)

In combination, we use the prior distribution and the likelihood distribution to compute the distribution of the parameters conditioned to the observed data. This is called the posterior distribution and can be obtained through the application of Bayes Theorem:

$$P(w|X) = \frac{P(X|w)P(w)}{P(X)}$$

(3)

From the posterior distribution, it is possible to calculate point estimates such as MAP estimate, compute credible intervals of the parameters to measure their uncertainty or make predictions based on the whole distribution. Now, for a given new data vector $x_{n+1}$, the previous posterior distribution $P(w|X)$ will act as our prior function, and we will continue applying Bayes’ Theorem to update our knowledge about the parameters of the model.

More interestingly, once we have encoded all the observations in the posterior, we can compute the distribution for predictions on new data, conditioned on the data we have already observed. This is known as the posterior predictive distribution:

$$P(x_{n+1}|X) = \int_{w} P(x_{n+1}|w)P(w|X)dw$$

(4)

In the presence of uncertainty in the parameters, the posterior predictive distribution averages over all the possible values of $w$, to define a distribution of the
predicted values for the new unobserved data. We can use this distribution to obtain the expected, predicted value, and its variance, to measure how confident we are about these predictions.

In this project, we will use the properties of the posterior predictive distribution to model the uncertainty of predictions. By measuring this uncertainty, we can detect whenever the model makes an unreliable prediction based on no evidence.

In Eq. 3, we see that computing the posterior distribution requires normalising the expression by the constant $P(X)$, the marginal likelihood. The effect of this term is to scale the shape of the distribution, so its area adds up to 1. However, computing the marginal likelihood requires to marginalise out $w$ from the joint distribution $P(X, w)$. This is expressed as the following integral:

$$P(X) = \int_{w} P(X, w) \, dw$$

This marginalisation operation requires solving a high dimensional integral that for most of the models is intractable, and it usually is approximated by means of Markov Chain Monte Carlo (MCMC) methods. However, for the requirements of this project, deriving the posterior distribution using sampling methods is still computationally expensive. An alternative approach of sampling is to make use of conjugate priors, so the posterior distribution (and hence the posterior predictive distribution) can be derived analytically without heavy computations involved.

### 2.3 Conjugate priors

As discussed in the previous section, the prior distribution is the term in the Bayes’ Theorem that encodes all our assumptions about the possible values of the parameters, before observing any evidence. Beyond its epistemological properties, we can also obtain computational benefits from selecting a right prior. A particular type of functions, denoted as conjugate priors, leads to analytical expressions of the posterior distribution that avoids the intractable derivations with integrals.

We say that a prior $P(w)$ is conjugated of a likelihood function $P(X|w)$, when we can combine them to compute a posterior distribution $P(w|X)$ that belongs to the same family of distributions as the prior.

For example, it is proven that for a Binomial likelihood function, the Beta distribution is a conjugate prior. Therefore, we can expect that the resulting posterior is
also a Beta distribution, defined by a new parametrisation that includes both the information encoded in the prior and the new data observations.

The utility of using conjugate priors is that, once we know what the functional form of the posterior distribution is, the training process only requires evaluating the expressions derived analytically for the new data observations.

Because the posterior and the prior distribution share the same functional form, it means that for the upcoming new data, we can use the previous posterior as our new prior distribution, with guarantees that the form of the posterior will always belong to the same family. This process of iteratively chaining computations as data comes in, is denoted as online learning and conjugate priors offer a suitable analytical solution to perform these updates during the process, that would be computationally intractable by other means.

For this reason, part of this project focuses the attention on the research of suitable conjugate Bayesian model that can be applied to our task.

2.4 Active Learning

Supervised Machine Learning methods look for the mapping function \( f : \mathcal{X} \to \mathcal{Y} \), where \( \mathcal{X} = \mathbb{R}^p \) is the input space and \( \mathcal{Y} = \mathbb{R} \) is the output space. This function is approximated based on a given training set of samples \( D = \{(x_1, y_1), \ldots, (x_n, y_n)\} \subseteq (\mathcal{X} \times \mathcal{Y})^n \), which defines pairs of input vectors \( x_i \in \mathcal{X} \) with its corresponding labelled outputs \( y_i \in \mathcal{Y} \). These methods typically require large amounts of labelled data to perform both training and hyperparameter optimisation.

However, in many contexts, the access to this data is limited, either by the nature of the problem or because of the lack of resources (time and money). In this type of situations, we can take advantage of active learning strategies.

In an active learning set, we can reduce the amount of required labelled data used, by letting the algorithm to query to an oracle (human or a more advanced model) to label the data points that it considers necessary to improve its training. So instead of providing a full range of data points, now we can let the model to actively decide what observations needs to be labelled and given for training, so the uncertainty of the model can be reduced.

With this framework, we can reduce both the amount of time, as we let the model learn faster by using the most explicative data, and cost, since less data-labeling is
required. In the context of our project, we will apply active learning to minimise the number of queries to the slow process of performing the quantum-mechanical calculation.

To perform active learning, different strategies have been proposed [Set09]. To select the more informative query, an implementation based on query-by-committee set up a committee of models trained with the same dataset. To select the query, the models are asked to predict unlabeled data, and the data point with a higher degree of discrepancy is the one requested to the Oracle.

A different approach is expected model change, in which the model asks for those points that are expected to be more disruptive for the current state of the model. In a similar idea, expected error reduction methods target for those points that the model estimates are going to reduce the generalisation error the most.

However, the most used approach for active learning is uncertainty sampling, in which we ask the Oracle to label observations with higher predictive variance.

Uncertainty can be modelled in different ways, but given that in this project we follows the Bayesian framework, model uncertainty can quantified from the predictive posterior distribution. From a given posterior predictive distribution $P(y_{n+1}|x_{n+1}, y, X)$, a possible active learning strategy could be:

1. Compute $P(y_{n+1}|x_{n+1}, y, X)$ for all unlabeled $x_{n+1} \in X$.
2. Pick $x_q$, whose $P(y_q|x_q, y, X)$ has the largest predictive variance.
3. Query to the Oracle the label $y_q$ for the observation $x_q$.
4. Update the posterior $P(w|y, X)$ where $y := (y, y_q)$ and $X := (X, x_q)$.
5. Repeat from (1) using the new posterior distribution.

By iterating this procedure, we will eventually reach a predictive posterior distribution $P(y_{n+1}|x_{n+1}, y, X)$, with a lower variance, at minimum cost in terms of used labelled data points.

2.5 Bayesian linear regression

Linear regression can be considered one of the most used types of models nowadays. The reason is that they are powerful enough to discover the linear relationships
between many variables, and also they are simple to use and to interpret.

A more powerful version of this inference method is the *Bayesian linear regression*, which besides capturing all the linear relations in our data, also has the potential of shaping the uncertainty of the parameters and predictions from the posterior and predictive distributions.

In the following sections, we will explore different versions of *Bayesian linear regression* that also introduce the use of a conjugate prior. As we mentioned in the previous section, by setting a conjugated prior in our model, we can derive an analytical expression to update the parameters of the model (i.e. training process) in constant time $O(1)$.

### 2.5.1 Normal-Gaussian

The classical version of linear regression seeks for the parameter vector $w \in \mathbb{R}^p$ that, once multiplied to the input vector $x$, can map the linear relationship between the independent and dependent variables. We can obtain the likelihood function of this model by assuming the existence of an *i.i.d* error term $\epsilon$ that introduces random noise into the predictions. The noise introduced to the model is defined by the parameter $\sigma^2$, which determines what is the variance of the output observations. Then, the likelihood distribution of the regression is defined as follows:

$$ y = X^\top w + \epsilon $$

$$ \epsilon \sim N(0, \sigma^2) $$

$$ P(y|X, w) = N(X^\top w, \sigma^2 I) $$

To translate this model scheme to the Bayesian framework, first, we have to define a prior distribution for the model parameters. Following the derivation from [RW05], the standard *Bayesian linear regression* assumes that parameters follow a Gaussian distribution with a zero mean and $\Sigma_p$ covariance matrix.

$$ w \sim \mathcal{N}(0, \Sigma_p) $$

Then, we combine the prior and the likelihood function to derive the posterior distribution by applying Bayes’ rule (Eq. 3). We can transform this equation so the resulting expression is the following:

$$ P(w|X, y) \propto \exp\left(-\frac{1}{2}(w - \bar{w})^\top \left(\frac{1}{\sigma^2}XX^\top + \Sigma_p^{-1}\right)(w - \bar{w})\right). $$
\[ P(w|X, y) = N(\bar{w} = \frac{1}{\sigma^2}A^{-1}Xy,A^{-1}) \]

where \( A = \sigma^{-2}XX^\top + \Sigma_p^{-1} \). From the obtained expression, we can identify that the form of the posterior distribution is again a Gaussian distribution, the same form as the prior. As we covered in 2.3, this is because the normal distribution is a conjugate prior for the linear regression model, and therefore, prior and posterior are expected to belong to the same family distribution.

Furthermore, given that the prior is conjugated, then, we can also expect the predictive posterior distribution to be also from the same family of distributions. The predictive posterior is obtained by averaging all the possible predictions of the linear regressions that can be generated from the posterior distribution. By solving Eq. 4, we can obtain an expression from which a normal functional form can be identified:

\[ P(x_{n+1}|X) = N(\frac{1}{\sigma^2}x_{n+1}^\top A^{-1}Xy,x_{n+1}^\top A^{-1}x_{n+1}) \]

Figure 4: Fixed-variance Bayesian Linear Regression with normal prior.

We illustrate in Fig. 4 how the normal-Gaussian model applies to the Boston Housing dataset. We visualise (red dashed line) the 95% confidence level of the predictive posterior distribution for \( n = 5, 50, 500 \) samples. We can see how as the number of data points increases, the distribution aligns with the regression line and get a little narrower. However, the effect of the fixed variance \( \sigma^2 = 80 \), makes not possible to correctly estimate the predictive variance of the samples in the first two panels.
2.5.2 Normal-inverse-gamma

In the previous model, we assumed that the variance of the model is known and that the only parameter that we need to infer is the vector of weights \( w \). However, it is possible to use the Bayesian framework to build a conjugate model that also captures the uncertainty of the parameter \( \sigma^2 \).

As we need to define a conjugate prior for the two unknown parameters, a valid option is to use the normal-inverse-gamma (NIG) prior.

This prior assumes that the vector of weights \( w \) are distributed as a normal, with mean \( \mu_w \) and variance \( \sigma^2 \Lambda_0^{-1} \) where \( \Lambda_0 \) is a positive definite precision matrix of size \( p \times p \). The variance \( \sigma^2 \) follows an inverse-gamma distribution defined by two positives hyperparameters \( a, b \). The combination of this distribution it is known as the normal-inverse-gamma distribution, and can be denoted as \( \text{NIG}(\mu, \Lambda, a, b) \):

\[
P(w, \sigma^2) = P(w|\sigma^2)P(\sigma^2) = N(\mu_0, \sigma^2 \Lambda_0^{-1}) \text{IG}(a_0, b_0) = \text{NIG}(\mu_0, \Lambda_0, a_0, b_0).
\]

Then, the posterior distribution is obtained by applying Bayes’ rule (eq. 3):

\[
P(w, \sigma^2|y, X) \propto NIG(\mu_n, \Lambda_n, a_n, b_n),
\]

where the parameters are computed from the following update rules:
\[
\mu_n = (X^\top X + \Lambda_0)^{-1}(\Lambda_0 \mu_0 + X^\top y), \\
\Lambda_n = (X^\top X + \Lambda_0), \\
a_n = a_0 + \frac{n}{2}, \\
b_n = b_0 + \frac{1}{2}(y^\top y + \mu_0 \Lambda_0 \mu_0 - \mu_n^\top \Lambda_n \mu_n)
\]

These expressions are the rules that we should compute to update the posterior distribution sequentially when training the model for new observations \(x_{n+1}\).

To obtain the uncertainty of these new observations, we have to compute the predictive posterior distribution. Based on the steps from [WA10] we can see that in the \textit{NIG} model, this distribution follows a \textit{multivariate t} density with:

\[
P(x_{n+1}|x) = \int P(x_{n+1}|w, \sigma^2)p(w, \sigma^2|x)dw d\sigma^2 \\
= \text{MVSt}_{2a_n}(x_{n+1}\mu_n, \frac{b_n}{a_n}(I + x_{n+1} \Lambda_n^{-1} x_{n+1}^\top))
\]

\[
P(x_{n+1}|X) = N\left(\frac{1}{\sigma^2_n}x_{n+1}^\top A^{-1} X y, x_{n+1}^\top A^{-1} x_{n+1}\right),
\]

\[\tag{17}\]

\[\tag{18}\]

\[\tag{16}\]

\[\tag{17}\]

Figure 5: \textbf{Example of NIG predictive posterior distribution.}

As we previously did, we visualise in Fig. 5 the predictive posterior distribution for the \textit{NIG} model. Now we can see how the model can estimate a more realistic predictive variance, where the noise from the data is captured.
2.5.3 Normal-inverse-Wishart

We can obtain a different parametrization for the NIG distribution if we consider its general formulation: the normal-inverse-Wishart (NIW) distribution. The use of NIW conjugate prior allows us to perform multivariate Bayesian linear regression, where instead of having just one dependent variable $y_n$, we can predict the values for a set of $d$ dependent variables $y_{n,d}$. When $d = 1$, the problem is reduced to just simple Bayesian linear regression and the results obtained by applying NIW prior are equivalent to what is obtained when using NIG.

In the NIW model, the parameters assumed to be unknown are the regression mean $\mu$ and the covariance matrix $\Sigma$. Similarly as we did in the previous section, we can define the prior distribution of the model as the factorization of each marginal prior:

$$P(W, \Sigma) = P(W|\Sigma)P(\Sigma) = N(B_0, \Sigma \otimes \Lambda_0^{-1})IW(V_0, v_0) = NIW(B_0, \Lambda_0, V_0, v_0),$$ (19)

where $\otimes$ operation denotes the Kronecker product between two matrices.

The likelihood function $P(Y|X,W)$ for the multivariate Bayesian linear regression is defined as:

$$P(Y|X,W) = N(X^T W, \Sigma),$$ (20)

where $Y$ is a $n \times d$ matrix whose columns correspond to predictions on each of the $d$ equations; $W$ is a $p \times d$ dimensional weight matrix; and $X$ is a $n \times p$ dimensional input matrix.

We can obtain the posterior distribution for the NIW model by applying Bayes rule (Eq. 3) to combine the two previous expressions. Because our prior is conjugated, we can follow the steps in [RAM06] to obtain an expression that can be translated to a new parametrization of the NIW distribution:

$$P(W, \Sigma|Y, X) \propto NIW(B_n, \Lambda_n, V_n, v_n).$$ (21)

where the parameters are obtained from the following update rules:

$$V_n = V_0 + (Y - XB_n)^\top(Y - XB_n) + (B_n - B_0)^\top\Lambda_0(B_n - B_0),$$
$$v_n = v_0 + n,$$
$$B_n = (X^\top X + \Lambda_0)^{-1}(X^\top Y + \Lambda_0 B_0),$$
$$\Lambda_n = X^\top X + \Lambda_0$$ (22)
As we previously deduced, we can use these expressions to update the posterior distribution when new observations are introduced to the model. Visualizing in Fig. 6 the predictive posterior for the NIW model, we can confirm that, as expected, it behaves identically to the NIG model.

![Figure 6: Example of NIW predictive posterior distribution.](image)

### 2.6 Bayesian Non-linear models

Sometimes phenomena in nature are more complex than just the result of linear interactions. A more flexible alternative to linear methods are models that present nonlinearities (in parameters) capable of discovering the complex relationships between multiple variables. This group includes many of the most advanced families of algorithms, such as support vector regression, Gaussian processes or artificial neural networks.

A nonlinear model applies nonlinear transformations to the input space, so a new representation (feature space) where the observations are linearly arranged can be obtained. This type of models generalises linear models, as they are capable of expressing a more extensive range of functions. However, the high degree of freedom that this flexibility provides, also makes the fitting process a more computationally heavy problem.

In the Bayesian context, nonlinear regression is represented by a wide range of models, but most of them rely on Monte Carlo inference methods to approximate
the posterior and predictive distributions. For instance, a Bayesian approach to neural networks (BNN) uses Monte Carlo dropout sampling [GG16] to obtain a distribution of outputs from which we can estimate the uncertainty of the model.

In this project, we focused our attention on Gaussian processes, an alternative to other sampling methods (in the assumption of a Gaussian likelihood) from which we can obtain high performance in the regression task, while also at the same time can provide accurate measurements of the model uncertainty.

### 2.6.1 Basis functions

A simple technique that can be used to start introducing nonlinearities to our model is basis function expansion. A basis function $\phi$ is defined as a set of transformations that can be applied to our input vector to obtain a new representation $x_\phi$ that introduces a certain type of nonlinearities, defined by the type of function.

A typical example of a basis expansion is the obtained using a polynomial basis function, which transform the input vector $x$ to a set of covariates of different polynomial order:

$$\phi(X) \in \mathbb{R}^{p_\phi} ; \phi(X) = [1, x, x^2, x^3, \ldots, x^{p_\phi}]. \tag{23}$$

With this new transformed input space, a linear regression model will be able to also capture some of the non-linear relationships of the original variables:

$$y = \phi(X)^\top w + \epsilon \tag{24}$$

### 2.6.2 Gaussian processes

A Gaussian process (GP) [RW05] is a particular type of nonparametric model that, following the Bayesian methodology, can provide a posterior distribution from which we can sample all the possible functions that are fitted to the observed data. These functions can be used as regression lines when fitting a curve and can be extended, by using a logistic function, to perform binary probabilistic classification.

The idea of GPs is based on the infinite-dimensional generalisation of the multivariate normal distribution. Equivalently to how the $MVN$ distribution is parametrized by its mean vector $\mu_k$ and covariance matrix $\Sigma_d$, the GP is defined by its mean
function \( m(x) \) and covariance function \( k(x, x') \), as follows:

\[
\begin{align*}
  m(x) &= \mathbb{E}[f(x)] \\
  k(x, x') &= \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))],
\end{align*}
\]

so the Gaussian process is expressed as:

\[
f(x) \sim \text{GP}(m(x), k(x, x'))
\]

(26)

We can see how this definition of GPs states a distribution over functions \( f \), which can be used for Bayesian regression. Each of the generated functions defines a set of random variables \( f(X) = (f(x_1), ..., f(x_n))^T \), so the evaluation of \( f \) at each location \( x_i \) maps to the value \( y_i \).

Then, we can define the Gaussian process regression (GPR) model as follows:

\[
\begin{align*}
  y_i &= f(x_i) + \epsilon_i \\
  f &\sim \text{GP}(0, K) \\
  \epsilon_i &\sim \mathcal{N}(0, \sigma^2)
\end{align*}
\]

(27)

where predictions are expected to be affected by some Gaussian noise \( \epsilon \), and the prior \( p(f) \) has been assumed to has a zero mean function \( m(x) \), and a covariance matrix \( K \), obtained by evaluating the covariance function \( k(x, x') \) for each pairs of observations. From the different types of covariance functions that can be specified, we will focus on using the Radial Basis Function (RBS) kernel, that as stated in [RW05] corresponds to a Bayesian linear regression model with an infinite number of basis functions. The RBF function is defined as follows:

\[
k(x, x') = \sigma_f^2 \exp \left(-\frac{(x - x')^2}{2l^2}\right),
\]

(28)

with hyperparameters \( \sigma_f^2 \) and \( l \), which define the scale and the bandwidth of the covariance, respectively. During the training process, the hyperparameters of the kernel are also optimised.

Once we have defined the prior \( p(f) \), we can use Bayes’ rule to obtain the posterior distribution. By conditioning on data we will obtain a new parametrization of the GP, where the mean and the covariance function is updated as follows:

\[
p(f|y) \sim \mathcal{N}(K(K + \sigma^2I)^{-1}y, K - K(K + \sigma^2I)^{-1}K)
\]

(29)
Similarly, we can obtain the *posterior predictive distribution* for a new set of datapoints \( X^* \), with:

\[
p(f^*|y) \sim \mathcal{N}(K_{x_{	ext{n+1}}} (K_{XX} + \sigma^2 I)^{-1} y, K_{x_{	ext{n+1}}x_{	ext{n+1}}} - K_{x_{	ext{n+1}}} (K_{XX} + \sigma^2 I)^{-1} K_{x_{	ext{n+1}}})
\] (30)

As we can see in Fig. 7, once we update the prior, we can use the posterior distribution to sample functions \( f^* \) that are consistent with the observed datapoints (red solid lines). The model is able to capture the noise of the observations by adding a white noise kernel to the covariance function and optimizing its hyperparameter value during training, as it is seen in the center a right panel.

![Figure 7: Example of Gaussian process predictive posterior distribution.](image)

However, the main problem associated with GP is their lack of scalability. The associated complexity time of a GP during the fitting process is \( O(n^3) \), and its complexity space is \( O(n^2) \). Due to its performance demands, GPs present unfeasible training and testing time regarding the performance requirements of this project. As an alternative, we can explore methods that approximate the performance of GP but with more tractable complexity bounds.

### 2.6.3 Sparse Gaussian processes

An approximation method to GP is what is known as *sparse Gaussian processes* (SGP) [QCR05]. This regression model can approximate the posterior distribution over functions by defining a small set of pseudo-points from the input space, that
can be used to estimate a compressed fitting similar to the obtained with exact GP inferences. As stated in [QCR05], the inference process performed in SGP can be interpreted as exact inference with an approximated prior.

Formally, the SGP model selects a small subset of size $m$ from the input space, with $m << n$, reducing the training complexity time to $O(nm^2)$, and the testing time $O(m^2)$ per test case. The use of a limited number of pseudo-point reduces the memory and computational demand of the algorithm significantly, while still providing a similar accuracy to the full GP model.

In Fig.8, we can see noise-free samples of the latent function of the SGP model (used library does not allow for sampling directly from the predictive posterior distribution). We also visualise the location in the input space of the inducing points (blue dashed lines). The location of these inducing points is optimised during the training process, and as can be seen, the obtained 95% confidence intervals are very consistent with the margins obtained with GP in Fig. 7.

![Figure 8: Example of sparse Gaussian process model.](image)

The Bayesian fitting process of the SGP is similar to the presented in the previous section. However, differences exist on the type of method used in the optimisation of the inducing points and the kernel hyperparameters. Most used SGP implementations are based on two main optimization techniques: Fully Independent Training Conditional (FITC) [SG06]; and Variational Free Energy (VFE) approximation [Tit09]. Differences between both approximation methods lead to different theoretical and practical properties, as discussed in [BvdWR16].

Over the years, progress in the literature has introduced better SGP implementa-
tions with improved complexity bounds. For instance, [CBFH15] presents a new efficient sparsification algorithm, based on VFE, which optimises a single objective for selecting the inducing points jointly and the GP hyperparameters, outperforming previous methods on discrete datasets. Alternatively, [CB17] proposes an implementation called decoupled Gaussian processes (DGPs), that decouples the set of \( m \) points into two sets \( m_\alpha \) and \( m_\beta \), where \( m_\beta << m_\alpha \), that are independently used to model the mean and the covariance functions. Decoupling the set of inducing points reduces the complexity bounds to \( O(npm_\alpha + nm_\beta^2 + m_\beta^3) \) in time and \( O(nm_\alpha + m_\beta^2) \) in space. Recently, [PGWW18] has been presented, combining also advancements from [WN15], proposing a system called KISS-GP (w/ LOVE), that can train a SGP with complexity time \( O(k(n + m \log m)) \) and space \( O(km) \), with \( k << m \) referring to the number of iterations required for optimization. Moreover, this implementation allows computing the predictive posterior variance in constant time \( O(k) \) per test case. Find in Table 1 a summary comparing the complexity bound of these techniques concerning its training complexity time and space, and complexity time of computing its predictive variance per test case.

To compare the performance of the different models, we selected the method of [Tit09], which is implemented by the Python library GPFlow [MvN17], although as we discuss in Sec. 4, it would be needed to explore different implementations of SGP which better meets the system requirements.

<table>
<thead>
<tr>
<th>Method</th>
<th>Train time</th>
<th>Train space</th>
<th>Test time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP [RW05]</td>
<td>( O(n^3) )</td>
<td>( O(n^2) )</td>
<td>( O(n^2) )</td>
</tr>
<tr>
<td>Sparse GP [Tit09]</td>
<td>( O(nm^2) )</td>
<td>( O(m^2) )</td>
<td>( O(m^2) )</td>
</tr>
<tr>
<td>Sparse GP [CBFH15]</td>
<td>( O(nm^2) )</td>
<td>( O(m^2) )</td>
<td>( O(m^2) )</td>
</tr>
<tr>
<td>Decoupled GP [CB17]</td>
<td>( O(npm_\alpha + nm_\beta^2 + m_\beta^3) )</td>
<td>( O(nm_\alpha + m_\beta^2) )</td>
<td>( - )</td>
</tr>
<tr>
<td>KISS+LOVE [PGWW18]</td>
<td>( O(k(n + m \log m)) )</td>
<td>( O(km) )</td>
<td>( O(k) )</td>
</tr>
</tbody>
</table>

Table 1: Comparison of different GP implementations.
2.7 Evaluation methods

In order to compare the proposed models, we need to specify correct evaluation methods. For the goal of this project, a valid model should be evaluated regarding accuracy and how well calibrated their confidence intervals are.

2.7.1 Accuracy

To evaluate the accuracy of the model we need to specify a method that measures how close are our predictions to the ground truth. The selected metrics are *Mean Squared Error (MSE)* and the *Pearson correlation coefficient* between the predicted vector $Y_{pred}$ and the ground truth vector of barrier values $Y$.

*Pearson correlation coefficient* measures what is the linear dependence between two variables. Its value ranges from -1 (variables are indirectly correlated) to 1 (variables are directly correlated), meaning a 0 value that variables are completely uncorrelated. This is computed as the fraction of the empirical covariance and the standard deviation of the variables:

$$ R_{XY} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}} \quad (31) $$

The correlation coefficient is calculated between the predicted values $Y_{pred}$ and the actual values $Y$ so the closer the correlation is to 1, the better are the predicting capabilities of the model. A visual evaluation based on the same idea can be performed by drawing a scatter plot of real values vs predicted values.

2.7.2 Uncertainty calibration

To evaluate how well calibrated our model is, regarding the uncertainty of the predictions, we need to compute a metric that assess the quality of the predictive posterior confidence intervals.

Once we train a certain model, we can obtain the predictive variance and use it to design predictive intervals. For instance, a model whose predictive distribution is known to be distributed as a Gaussian should find 95% of the new observations inside the $\mu_x \pm 1.96\sigma_x$ interval.

Then, we can estimate what the proportion of test data that lie inside those intervals is. We will say that a model is well calibrated when the computed proportion
approaches the theoretical confidence level of the interval:

\[ C_{95\%} = \frac{n_{95\%}}{n} \times 100, \tag{32} \]

where \( n_{95\%} \) are the number of test points inside the 95% confidence level interval.

## 3 Results

In this section, we will present the results obtained by comparing all the proposed models in the task of predicting energy barriers. Then, we will show more insights into how the selected model performs on atomic simulations and compare it to the current neural network.

### 3.1 Data

The dataset provided by the Helsinki Institute of Physics [LJV+18b] includes 11,579,102 samples of Copper atoms configurations, represented with the encoding described above, and for which the barriers have been accurately calculated by the NEB method. Additional to this dataset, a collapsed version is provided, where symmetrical rotations of each configuration have been removed. In the three-dimensional space, a configuration can have four equivalent rotations, and therefore, the size of the original dataset can be potentially reduced by one-quarter of its size. This is true for the provided collapsed dataset, which includes 2,915,901 observations. Both collapsed and non-collapsed dataset group the input configurations by their surface structure type (i.e. 100, 110 and 111).

The data has been obtained through the nudged elastic band (NEB) method [JM98]. For a given initial and final state of an atom in the atomic structure, this method allows calculating the intermediate steps in the minimum energy transition path, and its associated energy barrier. Initially, this method assumes an artificial path (e.g. linear transition of the atom) that will be optimised to approximate intermediate configurations to the minimum energy path. NEB applies spring forces between adjacent configurations, so each step is constrained to remain between the previous and following configurations. The saddle point of the energy gradient in the minimum energy path defines the energy barrier value for that transition. It is
possible to converge to this point with an NEB variant called *climbing image* [HJ00], which takes the highest energy point and move it along the transition path to the saddle-point configuration, where energy is maximised.

### 3.2 Prediction accuracy

We compare all the models presented in Sec. 2.5 and Sec. 2.6 in terms of the accuracy and uncertainty calibration.

In particular, we show results for the normal-Gaussian (NGa) model with fixed variance $\sigma^2 = 0.1$, the normal-inverse gamma (NIG) and normal-inverse Wishart (NIW) models, all of them evaluated with and without polynomial basis expansion of degree 2 with interactions. Non-linear models are represented by the standard Gaussian process (GP), based on the implementation included in the Python library *sklearn* [PVG+11], and the sparse Gaussian process (SGP) model, implemented by the library *GPFlow* [MvN+17]. The kernel function selected for the GP is the *Radial Basis Function* (RBS) kernel with additive white noise. We evaluate SGP for a different number of inducing points $m = 10, 50, 100$.

Train and test sets are generated from a random 80/20 split. Due to the scalability limitations of the standard GP, we train the models in a small subset of the original dataset of 10,000 observations and evaluate them on a test set of 2500 observations.

We train and evaluate all the models for the three different surface types \{100\}, \{110\}, \{111\} and also for a set of the same size that includes all the surfaces randomly mixed \{All\}. Also, we perform tests for both collapsed and non-collapsed versions of the datasets. You can find in Table 2 and Table 3 a summary of the obtained results:

We can see from the results how GPs outperforms all the other models, generating predictions with the lower error rates, which are also well calibrated for most of the scenarios. However, as we previously discussed, GPs are not suitable due to its lack of scalability. As an alternative, SGP appears as a valid substitute of these models, as we can see how it approximates the performance of the GPs when the number of inducing points $m$ is increased. For a set size $m = 100$ we see how the model ranks as the best alternative to GPs in all the evaluations, incurring in a much lower computational cost.
Table 2: Comparison of models trained on non-collapsed data.

<table>
<thead>
<tr>
<th></th>
<th>{100}</th>
<th>{110}</th>
<th>{111}</th>
<th>{All}</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>R</td>
<td>C95%</td>
<td>MSE</td>
<td>R</td>
</tr>
<tr>
<td>NIW</td>
<td>0.04089</td>
<td>0.818</td>
<td>99.48</td>
<td>0.03410</td>
</tr>
<tr>
<td>NIG</td>
<td>0.04089</td>
<td>0.818</td>
<td>95.92</td>
<td>0.03409</td>
</tr>
<tr>
<td>NIG + Poly(2)</td>
<td>0.01665</td>
<td>0.930</td>
<td>96.44</td>
<td>0.01950</td>
</tr>
<tr>
<td>NIW</td>
<td>0.04089</td>
<td>0.818</td>
<td><strong>95.84</strong></td>
<td>0.03409</td>
</tr>
<tr>
<td>NIW + Poly(2)</td>
<td>0.01665</td>
<td>0.930</td>
<td>96.2</td>
<td>0.01950</td>
</tr>
<tr>
<td>GP</td>
<td><strong>0.00755</strong></td>
<td>0.969</td>
<td>96.12</td>
<td>0.01309</td>
</tr>
<tr>
<td>SGP (m=10)</td>
<td>0.01785</td>
<td>0.925</td>
<td>98.88</td>
<td>0.02143</td>
</tr>
<tr>
<td>SGP (m=50)</td>
<td>0.01627</td>
<td>0.932</td>
<td>98.2</td>
<td>0.01811</td>
</tr>
<tr>
<td>SGP (m=100)</td>
<td>0.01365</td>
<td>0.943</td>
<td>98.44</td>
<td>0.01631</td>
</tr>
<tr>
<td>Average</td>
<td>0.02278</td>
<td>0.902</td>
<td>97.55</td>
<td>0.02295</td>
</tr>
</tbody>
</table>

Table 3: Comparison of models trained on collapsed data.

Something noticeable is how linear models with polynomial expansion are also able to provide a good performance regarding accuracy and calibration (here NGa model is not included). Probably this is because the underlying function we are trying to approximate is simple enough that to be handled by linear models with simple non-linearities. However, we could expect that the expressiveness of these models
might be limited in the future when the complexity of the task increases once we start using configurations with different atoms type.

We can also analyse from the tables, what is the differences in performance concerning whether we are using the collapsed or non-collapsed version of the dataset during training. If we compare how the models perform on average by dataset used (last row on tables), we can see that by using the collapsed representation, we can obtain a slight improvement in accuracy and calibration.

If we compare the results per surface type, it can be noticed how training on the surface \{111\} reports an evaluation with higher errors. Also, it can be seen that we obtain better performance if we combine the models trained by their surface type independently, than by feeding one model with all the data combined. This is consistent to the results reported in [LJV$^{+}$18a], where they use an ANN classifier with very high accuracy in predicting what is the surface type of the given configuration and using this to select the corresponding model and improving the accuracy of the overall predictions.

### 3.3 Kinetic Monte Carlo Simulations

Once we have identified the sparse Gaussian process as a suitable model, we can perform some tests and compare its performance with the current developed neural network.

We trained the SGP model with a set of inducing points of size $m = 100$, for the three surface types. Train and test set are generated from a random split 80/20 of the whole collapsed dataset: 287,870 samples from surface \{100\}, 378,364 samples from surface \{110\} dataset and 2,249,667 samples from surface \{111\}.

The results obtained from evaluating these models are summarised in the following table:

<table>
<thead>
<tr>
<th></th>
<th>{100}</th>
<th>{110}</th>
<th>{111}</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>R</td>
<td>$C_{95%}$</td>
<td>MSE</td>
</tr>
<tr>
<td>SGP (m=100)</td>
<td>0.00417</td>
<td>0.9845</td>
<td>97.73</td>
</tr>
</tbody>
</table>

Table 4: SGP model trained in collapsed dataset.
We can see in Table 4 how by training our model in a larger dataset can provide a remarkable improvement in the model performance. If we compare this table with the results of the model SGP\((m = 100)\) in Table 2 and Table 3, we can see an increment in the accuracy of the predictions: MSE values get reduced to a third, and R coefficients increase from an average value of 0.915 to 0.974.

Regarding calibration, the model does not show up such an improvement, but still, it can provide predictive intervals with an average confidence level of 97%, very close to the theoretical 95% confidence level.

We can see in Fig. 9, how the trained model can produce distributions of barriers very similar to the ground truth barriers set. The first row of the figure illustrates the distributions of the predictions as the model gives them. We can see how the distributions have a left tail that corresponds to negative barriers values.

![Figure 9: Comparison between predicted barriers (red) and real barriers (blue) distributions.](image)

To make these predictions consistent with the natural laws of physics, we need to truncate the results of predictions to a minimum value of 0. Then, we can see in the second row of Fig. 9, how after truncating the predictions, we can finally obtain an almost identical distribution in which the large peaks of zero values are also presented. This post-processing of the results helps to increase in a small amount the accuracy of the model.
Then, we can proceed to compare the performance of the SGP (m=100) model with the existing neural network. We use in combination with the SGP model, an artificial neural network developed in [LJV+18a] for surface type classification (we reference this network as $ANN_c$ to make a distinction with the $ANN$ used for barriers predictions). We use this network to classify input atoms configurations by its surface structure type, and then to select the corresponding trained SGP model.

In Fig. 10 we illustrate the correlation plots between the computed and predicted barriers for both, the current implemented $ANN$ and the SGP model. Each predicted barrier is computed by using the trained models shown in Table 4 in combination with the $ANN_c$ classifier. The resulting plots show that the correlation distribution of the SGP is practically equivalent to the results obtained from the $ANN$ model, with an almost identical RMSE value: for $ANN$ is 0.086 and for $SGP + ANN_c$ is 0.088.

![Figure 10: Correlation between the computed and the predicted barrier values. Left: Predictions from the $ANN$. Right: Predictions from the SGP.](image)

Finally, we asked the Helsinki Institute of Finland to use the trained SGP models to feed the kinetic Monte Carlo method, and to assess if the predicted energy barriers produce consistent atomic simulations compared to empirical experiments. Figure 11 shows the initial and final state of running KMC simulations for both models. Their evaluation suggests that simulations run as expected for all the surfaces types, even producing a more natural behaviour on the final state of surface 110 simulation.
if we compare to the simulations obtained from the ANN model. This can be noticed in Fig. 11, where some artefacts that are not expected can be identified in the surface of the ANN simulations, while SGP simulations show a more uniform flatten surface.

4 Conclusions

In this thesis we have presented a new approach, based on sparse Gaussian process, to predict the potential energy barriers of migrating atoms. This method not only allows us to obtain predictions with a high accuracy equivalent to the one obtained with the currently used models, based on artificial neural networks, but the model is also able to assess its uncertainty respect to the predictions performed.

The application of SGP contributes to developing the proposed active-learning-based atomic simulator, which can use the uncertainty assessment capabilities of the model to request the necessary labelled data at minimum cost. We have also shown how the performance of the selected algorithm is bounded by a tractable complexity.
time, so barriers predictions can be performed without producing a bottleneck in the system.

Future work on this task should evaluate how the proposed model generalises to more complex instances of the problem when configurations include more than one atom type. Also, alternative implementations of SGP that fulfil the requirement of online training should be evaluated, a key component of the proposed simulator system. Examples of these implementations are found in works like [BvWSV15] or [BNT17].

We expect that the Machine Learning methods proposed in this work help to reduce the incurred computational complexity of new materials research.
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