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I. INTRODUCTION

Satellite lines in x-ray spectra were recognized as early as 1916 to originate from multielectronic transitions within an atom [1]. They should reflect, therefore, any electron-electron interactions existing within the atom [2,3]. Such interactions go beyond the independent electron model of the atom, where each electron is considered to interact with the nucleus only, independent of the other electrons. They also go beyond the frozen-core–sudden-approximation picture of electronic excitations, where the initial hole states are formed by a sudden ejection of an electron, keeping the atomic shell structure frozen in the ground state configuration [2,4]. This picture is particularly inappropriate for excitations near threshold, where the ejected low-velocity electrons stay within the bounds of the atom over a time scale comparable with that required for shell relaxation due to the holes created. Here the excitation process and the de-excitation by an x-ray photon or an Auger electron emission can no longer be considered as independent processes. In this regime, denoted as the adiabatic limit [5], the excitation and de-excitation processes merge into a single process, rather than the two consecutive ones occurring in the isothermal sudden-approximation limit, where infinitely fast electron ejection occurs, and the de-excitation occurs before significant shell relaxation can take place.

The particular multielectronic spectra studied here, the K-shell hypersatellites (HSs), denoted in $K^h\alpha_{1,2}$, originate in $[1s]^{-2}(1s)\rightarrow[1s2p]^{-1}(1s^2P)\rightarrow[nl]^{-1}$ transitions ([$nl$] denote $x$ vacancies in the $nl$ shell). They are of particular interest for several reasons. Involving two vacancies in the same shell in their initial state, they allow studying intrashell interactions. The influence of relativity on electron interactions should also be reflected in the spectra as the K shell is strongly relativistic in the $Z$ range addressed here. In addition, the $K^h\alpha_1$ line originates in a transition requiring a spin flip, which is dipole forbidden in the pure LS coupling scheme and is fully allowed only in the $jj$ scheme [6,7]. Thus, the intensity ratio $R=I(K^h\alpha_1)/I(K^h\alpha_2)$ provides the most sensitive (and almost only) way to measure the variation in the coupling of atomic angular momenta across the Periodic Table with an increasing $Z$ from the LS, through the intermediate, to the $jj$ coupling scheme [8]. The $K^h\alpha_{1,2}$ HS spectra are also unique in allowing to study the Breit interaction, the most elusive and least studied of all atomic interactions. The Coulomb interaction dominates almost all atomic transitions, with the Breit contribution being $<1\%$. However, for the shift of the HS lines from their corresponding diagram lines a partial cancelation of the Coulomb contribution occurs, rendering the Breit contribution as high as 20% at high $Z$ [9,10,4]. Quantum electrodynamic (QED) effects can also be accessed experimentally in the HS spectra through their significant contribution to the splitting of the two lines in the $K^h\alpha_{1,2}$ spectrum [10,11].

The HS spectrum is also the “diagram” spectrum of a hollow atom [12]. This term, introduced by Briand et al. [13], denotes an atom with an empty inner shell while its outer shells are populated as in a neutral unexcited atom. The formation, properties, and decay modes of such atoms are of profound interest to fundamental atomic physics [12–17]. They provide an insight into the behavior of atoms very far from equilibrium and into ultrafast dynamics in atoms [18]. They have a wide range of applications, actual and potential, in physics, chemistry, biology, and materials science, particularly in the study of the near-surface electronic structure of solids [12,19,20]. Hollow atoms are also being studied as a way to achieve population inversion and lasing in the hard x-ray regime [20,21]. For all these reasons, hollow atoms are an active field of theoretical and experimental research [12,18,22]. For all but the lowest-Z atoms (He, H, and Li) hollow atoms were almost exclusively created to date by electron pickup from metallic [13] or insulating [23] surfaces by highly charged stripped ions traveling close to the surface.
This process does not allow an accurate control of the charge state and of the specific shell filling of the hollow atom. Studies of hollow atoms prepared by the much better controlled single-photon [15] or multiphoton [20,24] excitation processes [25] are scarce, particularly for levels requiring hard x rays [11,26–28].

HSs were first detected experimentally by Briand et al. [29], employing nuclear K electron capture in a radioactive atom. In electron capture, the initial state holes are created over a virtually zero time scale, and the process is well approximated by the sudden-approximation frozen-core model of photoionization [30]. This excitation mode suffers, however, from being restricted to those elements exhibiting electron capture. Moreover, the low activity of the available radioactive materials yields a very low intensity for the resulting HS spectra. The $Z^{-2}$ decrease of the K capture probability [31] further reduces the intensity as Z is increased.

Thus, studies employing nuclear decay processes lack the intensity to allow high-resolution measurements of the HS spectra. In contrast, heavy ion collisions provide a 100-fold increase in the HS excitation cross section as compared to nuclear decay processes [32]. This, however, is achieved at a cost: heavy ion collisions are violent events, producing a plethora of higher-order multivacancy states. The resulting spectra contain a highly overlapping composite of higher-order spectra, and separating out the HS spectrum is neither easy nor accurate [33]. Moreover, it has been demonstrated that the intensity of the HS spectra in heavy ion collisions increases in quadrature with the intensity of the impinging ion beam. This indicates that the two K vacancies are generated in two independent single ionization events [33,34] rather than by an electron-electron interaction mediated electron ejection following a single ionization event. Thus, initial state correlation effects are only marginally reflected in HS spectra generated in heavy atom collisions. Light ion [33,35] and electron [34,36] excitations were also employed in HS studies, the former suffering from a low intensity and the latter from a high background due to bremsstrahlung.

HS excitation by photons has several advantages over the methods discussed above. The single-particle nature of the photon-electron interaction allows only one electron to be ionized directly by the incoming photon. The ejection of a second electron and thus the formation of the initial $1s^2$ state of a HS line can only occur because of electron-electron interactions [3]. In addition, the probability of photoexciting more than two electrons is negligible, resulting in pure HS spectra, uncontaminated by higher-order lines and free from bremsstrahlung-generated background. However, the low intrinsic cross section of creating the $1s^2$ hole state, on order of $10^{-4}$ of that of the diagram spectra in our Z range, requires a very high photon flux in order to obtain reasonable count rates for the emitted HS spectra. Such fluxes became available over the last decade, with the advent of synchrotron beamlines (mostly third generation) equipped with insertion devices, low band pass monochromators, and high-resolution, high-efficiency crystal spectrometers [11,37,38].

The insertion devices’ high flux and the synchrotron’s intrinsic time structure also allowed developing sophisticated coincidence methods for the weak HS spectra of medium-Z atoms such as Mo and Ag [15–17]. Other important developments over the last decades, relevant to this study, are the increase in computing power and the development of even more sophisticated atomic structure codes [39,40], which allow a detailed comparison of the well-resolved spectra measured at such beamlines with ab initio calculations. This should enable one, in principle, to extract the specific interactions, processes, and effects contributing to specific spectral features and determine their relative importance. The current status of the theoretical research in this field is summarized briefly in two recent theoretical [41,42] and two recent experimental [16,17] papers.

An extremely important property of photoexcitation by monochromatic synchrotron radiation is the possibility to vary the energy of the exciting photons. This allows one to explore the evolution of the various spectral features (line shape, peak positions, excitation cross sections, etc.) with excitation energy from the energy threshold for creating the initial state, through the near-threshold adiabatic regime toward the high-excitation-energy isothermal regime, where the intensity and other spectral features saturate. Such excitation-energy-dependent measurements, carried out for spectra arising from initial $1s3d^4$ [43], $1s2p^4$ [44–46], and $1s^2$ [11] states in copper, revealed the strong dependence of the saturation range, edge behavior, and underlying ejection process on the shell and subshell, n and l, of the correlation-ejected electron. These studies also revealed a deviation, which increased as n and l decreased, of the perturbation-theoretical predictions of shake theory [47] from the measurements. Unfortunately, copper is the only atom for which such measurements of both excitation energy and n and l dependence were published to date. A full understanding and atomic structure modeling of this behavior will have to await the availability of such measurements for a significant range of atomic numbers Z.

A step in this direction is presented here as a high-resolution experimental study of the HSs, and their evolution from threshold with increasing excitation energy, for the 3d transition elements, Z=23–30. This Z range is of particular interest since the coupling varies here rapidly with Z from an almost pure LS coupling at the low end, vanadium, to the pronoucedly intermediate coupling at the high end, zinc [48]. We stress that the various processes and effects underlying the HS spectra are reflected in the energy positions, line splittings, and intensity ratio of the individual lines comprising the spectra. To properly address the relevant issues it is therefore imperative to have fully resolved HS spectra with a good statistical accuracy. For most of the spectra studied here no such previous data or only partial previous data are available in the literature. Moreover, no single systematic resolved study is available for the full Z range. The closest is that of Ahopelto et al. [49] for Z=24, 26, and 28, with error bars on the order of ~2 eV, 10-fold larger than in the present study. The evolution of the full spectra with excitation energy was published only for Cu by Diamant et al. [11] and for V by Huotari et al. [26] and by Oura et al. [28].

We have recently shown that the near-threshold evolution of the intensity of all measured HSs in our Z range follows a universal scaling behavior [50]. The universal evolution curve was shown to deviate from that predicted by shake theory [47] but agreed well with the curve calculated assum-
ing the double K-shell ionization to be a semiclassical knock-out (KO) process [14,51,52] whereby the directly ionized K electron knocks out, billiardlike, the second K electron on its way out. However, our study (Ref. [50]) focused on the near-threshold evolution of the HS intensity only and did not provide information on the shape of the HS spectrum, the quantities of physical interest derived therefrom (\(K^0\alpha_1 - K^0\alpha_2\) line splittings, linewidths, intensity ratios \(R, K^0\alpha_2 - K\alpha_2\) shifts, etc.) and their variation with \(Z\). These results, and more, are presented and discussed here along with fits of the measured spectra by theoretical spectra calculated \textit{ab initio} using a relativistic multiconfigurational Dirac-Fock (RMCDF) method.

In the following we first discuss the methods of measurement and data analysis used in this study, followed by a presentation of the HS spectra and their energy and Z dependences as measured for the 3\(d\) transition elements, \(Z = 23 - 30\). A companion paper [53] will discuss our results for the 4\(d\) transition elements, obtained using a different experimental setup, dictated by the high-excitation energies and low cross sections involved.

II. EXPERIMENT

A. Beamline and spectrometer setup

Measurements were carried out at beamline X25, NSLS, Brookhaven National Laboratory, USA, and beamline ID16, ESRF, France. The setup at the NSLS included radiation from a wiggler, which was focused by a toroidal mirror and monochromatized by a two-bounce Si(111) monochromator. The resulting incident beam had at 20 keV an \(\sim 6\) eV band pass and flux of \(\sim 5 \times 10^{11}\) photons/s, within a focus of \(\sim 0.5\) mm\(^2\). The incident excitation energy was tunable within the range of 6 keV \(\leq E_2 \leq 25\) keV. The incident beam’s intensity was monitored by an ion chamber upstream of the sample. The radiation at ID16 was generated by two consecutive undulators, monochromatized by a Si(111) double-crystal monochromator, and focused at the sample by a toroidal mirror. The band pass at 19 keV was \(\sim 5\) eV, with a flux of \(\sim 10^{13}\) photons/s within a focus of 50 \(\times 130\) \(\mu\)m\(^2\) (\(V \times H\)). The incident-beam intensity was monitored with a Si pin diode observing scattering from a Kapton foil downstream from the toroidal mirror.

The samples were high-purity (99.9\% for V, Fe, Co, Ni, Cu, and Zn; unspecified high purity for Cr and Mn) metal plates or foils of a known thickness, so that the absorption of the incident and emitted radiations within the sample could be corrected for.

Prior to the measurements, a simple calculation was carried out to determine the threshold energy for exciting the initial state, \(E(\text{line})\), of each spectrum using the Z+1 approximation [7] with known binding energies [54]. The incident beam’s energy was then calibrated to \(\leq 2\) eV by measuring an absorption edge of an element having an edge of a known energy [54–56] in this region using the monitor ion chamber as a detector. The predicted position of the \(K^0\alpha_2\) line, necessary for choosing the analyzer crystal, was also calculated using the Z+1 approximation [7]. The corresponding values are listed in Table I.

The \(K^0\alpha_{1,2}\) emission spectra were recorded using a Johann-type spectrometer, with a Rowland circle of a diameter of 1 m on a horizontal plane. The analyzers were spherically bent Si or Ge crystals with diameters between 50 and 100 mm. The surface-parallel reflecting (\(hkl\)) planes of the analyzers were chosen for each sample to provide a Bragg angle \(\theta_B\) as close to 90° as possible. Since most contributions to the energy resolution of the spectrometer are proportional to cot \(\theta_B\), this ensured as high a resolution as possible [37]. The analyzer crystals and planes employed for each sample are listed in Table I. The angles of the incident and detected beams were both kept at 45° relative to the sample’s surface. Due to the natural linear polarization of the synchrotron radiation, the resulting 90° scattering angle minimized the amount of elastic and inelastic scattering and thus the background. The radiation reflected by the analyzer crystal was detected by a liquid nitrogen-cooled intrinsic Ge solid state detector with an energy resolution of \(\leq 250\) eV at the relevant energies. This, in conjunction with a fast amplifier and a single channel analyzer, ensured a very low background,

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Sample & Anl & \(E(K^0\alpha_2)\) (keV) & Res (eV) & \(E(\text{line})\) (eV) & Cal & \(E_{\text{cal}}\) (keV) \\
\hline
V & Si(331) & 5.1801 & 1.7 & 11.228 & V \(K\beta_{1,3}\) & 5.42729(5) \\
Cr & Si(422) & 5.6512 & 0.9 & 12.292 & Sm \(L\alpha_1\) & 5.6361(5) \\
Mn & Si(333) & 6.1445 & 1.7 & 13.405 & Re \(L\beta_2\) & 10.2752(3) \\
Fe & Si(440) & 6.5857 & 1.8 & 14.5643 & Ho \(L\alpha_2\) & 6.6795(7) \\
Co & Ge(620) & 7.1926 & 2.4 & 15.773 & Tm \(L\alpha_1\) & 7.1799(8) \\
Ni & Ge(444) & 7.7501 & 1.6 & 17.034 & Au \(L\alpha_1\) & 9.7133(2) \\
Cu & Si(444) & 8.3238 & 2.8 & 18.345 & W \(L\alpha_2\) & 8.3352(1) \\
Zn & Si(355) & 8.9201 & 1.3 & 19.721 & Cu \(K\beta\) & 8.90529(6) \\
\hline
\end{tabular}
\caption{Experimental setup for each of the samples. Anl, Res, and Cal are the analyzer, the analyzer’s resolution, and the calibration line, respectively. \([1s]^2\) and \(K^0\alpha_2\) energies were calculated with the Z+1 approximation [7]. Calibration energies are taken from Bearden [56]. Numbers in parentheses are the uncertainties in the last digits of the numbers cited.}
\end{table}
\(\leq 0.01\) counts/s, necessary for measuring these low-intensity spectra.

The spectrometer’s energy scale was calibrated in each case by measuring a strong emission line of a known energy \([54–56]\) from a separate calibration sample. The calibration sample’s intensity was also used to calculate the intensity of the hypersatellite as a function of \(E_{\text{ex}}\) relative to the diagram \(K\alpha_{1,2}\) spectrum of the same element.

Two basic types of scans were carried out. In the first, the monochromator, and thus \(E_{\text{ex}}\), was scanned, keeping the analyzer energy fixed at, e.g., the peak of the \(K\alpha\) line. This yielded the threshold energy for exciting the spectrum as well as the peak intensity evolution with increasing \(E_{\text{ex}}\). When the shape of the HS spectrum does not change with \(E_{\text{ex}}\), as is the case here, a simple multiplication converts this curve from the evolution of the peak intensity to the evolution of the total intensity of the HS spectrum. Moreover, when the total intensity evolution curve is divided by the intensity variation curve of the \(K\alpha\) diagram line over the same \(E_{\text{ex}}\) range \(\)either measured directly or scaled from a measurement of another diagram line (see, e.g., Ref. \([11]\))\(,\) the widely used partial fluorescence yield (PFY) curve \(I(K\alpha)/I(K\alpha)\) of the HS spectrum is obtained.

In the second type of scan, the analyzer, and thus the emission energy \(E_{\text{em}}\), was scanned, keeping \(E_{\text{ex}}\) fixed. This yields an emission spectrum at a fixed excitation energy. Several additional scans were also carried out, such as \(E_{\text{ex}}\) scans away from the spectrum’s peaks’ positions and \(E_{\text{em}}\) scans below excitation threshold. These were used to remove the backgrounds for the intensity evolution curves and emission spectra, respectively. Rather than using a single scan, with a long counting time at each point, we employed repeated scans, with short counting time at each point, which were summed up. This method minimized the influence of possible instabilities (none was found) and ensured the consistency of the data.

B. Data analysis

1. Data corrections

All spectra were corrected for the synchrotron’s incident-beam intensity variation as measured by the monitor, the absorption in the sample of both incident and emitted radiations, and the dead time of the detector and its associated electronics, as described in detail in Ref. \([11]\). Off-peak and below-threshold background scans, corrected in the same way, were subtracted off the corrected spectra. The data sets obtained after this subtraction were considered to be clean, background-free, HS spectra which served for further analysis as described below. The statistical counting uncertainties of the points in the various scans that were used to calculate the final HS spectra (monitor and detector counts for both signal and background) were employed to calculate the error bars of each data point in the final HS spectra and in the evolution (PFY) curves according to standard error propagation formulas. The uncertainties listed for the peak energies of the HS spectra reflect the uncertainties in the energies of the diagram lines used to calibrate the emission energy scale, as well as the additional uncertainty due to the interpolation of the energy scale between these values. The uncertainties in quantities derived from fits of analytic forms to the data include fit uncertainties calculated by the least-squares fitting code used.

2. Phenomenological fit

To obtain an analytic description of the spectra, which is useful for calculating several of the quantities addressed by previous authors and for separating HS spectra from overlapping spectra containing higher-order transitions, a phenomenological fit of the spectrum by a minimal number of Voigt functions (VFs) was carried out. The VF is a convolution of a Gaussian, representing the instrumental resolution function, and a Lorentzian, representing the intrinsic emission line shape. A common Gaussian width was employed for all lines in the spectrum while the width, height, and position of each Lorentzian component were allowed to vary. In all cases, a single VF per spectral line \(\)e.g., \(K\alpha_2\)\( was sufficient to describe the measured line adequately.

3. Ab initio calculations

Each of the emission spectra measured in this study was also calculated \textit{ab initio}, using the RMCDF code GRASP \([40]\) in the average-level (AL) optimization mode, with supplementary code written in house. The fully \(J\)-split relativistic configurations were generated automatically in each run by GRASP from the input list of the electronic occupation numbers of the \(\)nonrelativistic\( shells. The wave functions and level energies were then calculated in the AL optimization mode. Two separate runs were carried out, one for the initial, \([1s]^2\); and one for the final, \([1s2p]^1\), states of the transitions producing the \(K\alpha_{1,2}\) HS spectrum. The transition \textit{energies} among the levels were then obtained by subtracting the appropriate level energies of the initial and final states, taking into consideration, of course, the selection rules of dipole-allowed transitions. As the wave functions of the initial and final states were generated in separate runs from different configurations they are not orthogonal and cannot be used in conjunction to calculate the intensities of the transitions. Hence, the relative \textit{intensity} of each transition line was obtained in a configuration interaction calculation, using, in separate runs, the initial state wave functions and the final state wave functions. As was the case in previous calculations of this sort \([11,44,45,57]\), the intensities obtained from these two calculations were very close to each other for all lines having intensities \(>5\)–\(10\%\) of the strongest line of the multiplet. These energy and intensity values were employed to construct the conventional “stick diagram,” shown, for example, in Fig. 1. Further details of the calculations can be found in Refs. \([11,44,45,57]\).

The stick diagram allowed us to calculate the theoretical energy position for each peak, as a weighted average over the relevant group of sticks, the splitting \(\delta = E(K\alpha_2) - E(K\alpha_1)\) of the two lines in the \(K\alpha_{1,2}\) multiplet, the shift
FIG. 1. The $K^\alpha_{1,2}$ hypersatellite spectra for $Z=23–26$. For each element, the upper panel shows the measured spectrum (circles) and the fit (line) using the ab initio RMCDF-calculated stick diagram (middle panel). The fit residuals (circles) and the $\pm 2\sigma$ limits (lines) are shown in the lowest panel. $\sigma$ is the experimental uncertainty at each data point due to counting statistics. The excitation energy, well above the threshold, is listed for each spectrum.

$\Delta = E(K^\alpha_2) - E(K^\alpha_3)$ of the HS spectrum from the diagram spectrum, and the intensity ratio $R = I(K^\alpha_1)/I(K^\alpha_2)$ of the two lines of the $K^\alpha_{1,2}$ HS doublet.

4. Ab initio fit

Fits of the measured spectra by ab initio calculated transition arrays should allow a better understanding of the physics underlying the spectra. In the fits of a RMCDF-calculated spectrum to the measured one each transition line (stick) in the calculated spectrum was represented by a single VF. In order to obtain an unbiased fit by the RMCDF-calculated spectrum the height of the VF was fixed at that of the corresponding stick and a single width, common to all Lorentzians, was employed. A single overall theory-experiment shift (on order of $1–2$ eV) between the measured and calculated spectra was also allowed to vary in the fit, along with an overall intensity factor, both common to all lines of the calculated spectrum. In other words, the separation of the lines and the relative intensities within each stick diagram spectrum were kept as calculated by GRASP. For further details see Refs. [11,44,45,57].

III. RESULTS AND DISCUSSION

A. Theoretical fit of the measured spectra

The measured HS spectra, following corrections and background subtraction as discussed above, were fitted by the ab initio calculated transition array of the $[1s]^2 - [1s2p]^1$ transition. The results are shown in Figs. 1 and 2, where the calculated stick diagram and fit residuals are also shown for each sample.

The decreasing statistics of the measured spectra with increasing $Z$, observed as progressively larger point scatter and error bars, reflects the decrease in intensity of the wiggler source with increasing energy when working well above the wiggler’s critical energy.

The most outstanding feature of all spectra is the very low intensity of the $K^\alpha_1$ line in comparison with the stronger $K^\alpha_2$ line. This is in strong contrast with the diagram $K\alpha_{1,2}$ spectra, where the well-known intensity ratio $I(K\alpha_1)/I(K\alpha_2) \approx 2$ is obtained in our $Z$ range, reflecting the $[2p_{1,2}]/[2p_{1,2}] = 2$ subshell population ratio [58]. As mentioned in Sec. I, this is due to the fact that the $[1s]^2(1S_0) - [1s2p]^1(3P_1)$ transition, which gives rise to the $K^\alpha_1$ line, is spin-flip dipole forbidden in the LS coupling [10,59,60]. The observed intensity is due to a mixing between the triplet $3P_1$ and singlet $1P_1$ in the final $[1s2p]^3$ state of the transition. Thus, the various effects, e.g., relativity and Breit interaction, which influence the final state mixing, have an important influence on the relative intensity of the $K^\alpha_1$ line. With
as the intermediate coupling moves away from the \(LS\) and toward the \(jj\) coupling, the \(K^0\alpha_1\) line becomes progressively more allowed and its intensity increases. This trend can be clearly observed in Figs. 1 and 2.

The number of lines in the calculated stick spectra in the figures, increasing from \(\approx 2000\) for \(V\) to \(\approx 28000\) for \(Cr\), then decreasing monotonically from \(\approx 7500\) for \(Mn\) to just 2 for \(Zn\), follows the variation with \(Z\) of the occupancy of the open shells in the atoms.

The quality of the fits of the measured spectra by the \textit{ab initio} calculated ones is very good, as shown both by the agreement of the solid line with the measured data and the fact that almost all fit residuals are within the \(\pm 2\sigma\) limits of the measured points. Note, in particular, that no systematic deviations are observed in the residuals over extended energy regions in the measured spectral ranges. This indicates that within our experimental accuracy there are no contributions to the spectra from any transitions other than the \([1s^2p]^{-2}\rightarrow [1s1p]^{-1}\) transition, which can be regarded as the diagram transition of a \(K\)-hollow atom. In contrast, the diagram spectra of the same nonhollowed neutral atoms include a significant \((\approx 30\%)\ intensity contribution from the [3d]^{-1} spectator transition, \([1s3d]^{-1}\rightarrow [2p3d]^{-1}\), in addition to the main contribution from the diagram \([1s]^{-1}\rightarrow [2p]^{-1}\) transition \([43,57,61]\). Finally, we also note that the good quality of the \textit{ab initio} calculations is reflected in the rather small theory-experiment shifts that were required to bring the calculated spectrum into alignment with the measured one. These were as small as 0.7 eV (for \(Cr\) and \(Zn\)), with the largest shift being 3 eV (for \(Ni\)). This point is further discussed below.

### B. Phenomenological fit of the measured spectra

Considering the conclusion above that only a single \([1s]^{-1}\) spectator transition generates the measured \(K^0\alpha_{1,2}\) HS spectra, with the two lines of each spectrum originating in the \([1s2p_{1/2}]^{-1}\) and \([1s2p_{3/2}]^{-1}\) final states, and the symmetric shape of the measured lines, a phenomenological fit of each spectrum by a single Voigt function per line was carried out. This fit allows an accurate determination of the characteristics of the lines (position, width, intensity ratio, line splitting, etc.) without restriction to a particular model like the RM-CDF used in the calculation discussed above. It also allows separating out conveniently the resolution width of the spectrometer from the lifetime width of the line as the widths of the Gaussian and Lorentzian components of the Voigt function. Finally, this fit allows a convenient comparison with previous measurements and theoretical calculations, which report the values of these same quantities.

The phenomenological fits are shown in Figs. 3 and 4, and the parameter values derived therefrom are listed in Table II. As the residuals show, the fits are good, supporting the conclusion above that the spectra are free from contamination by
higher-order multivacancy transitions. These contaminations plague HS spectra measurements employing heavy ion or even proton excitation [14,33] as mentioned in Sec. I.

C. Comparison with previous results

The number of previous experimental studies of the $K^{n}\alpha_{1,2}$ HS spectra with an energy resolution and statistical accuracy sufficient to resolve the two lines of the spectrum and determine their relative intensities is rather small. Such data are progressively more rare as $Z$ increases since none of the previous experimental studies reported the two emission lines of each spectrum. All values except $R$ are in eV. See text for further details.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Sample & $K^{n}\alpha_{2}$ & $K^{n}\alpha_{1}$ & $\delta$ & $\Gamma_{2}$ & $\Gamma_{1}$ & $R$ \\
\hline
V & 5176.6(1) & 5191.7(1) & 15.1(1) & 5.5(1) & 6.0(6) & 0.08(1) \\
Cr & 5649.2(1) & 5665.1(3) & 15.9(3) & 5.7(1) & 5.0(9) & 0.08(2) \\
Mn & 6143.4(1) & 6160.9(1) & 17.5(1) & 5.1(1) & 5.3(5) & 0.13(1) \\
Fe & 6659.7(1) & 6678.8(2) & 19.1(2) & 6.1(2) & 6.3(9) & 0.16(3) \\
Co & 7194.4(1) & 7214.9(2) & 20.5(2) & 6.7(1) & 7.1(6) & 0.23(2) \\
Ni & 7752.3(1) & 7774.1(1) & 21.8(1) & 7.5(1) & 6.2(4) & 0.24(2) \\
Cu & 8329.1(1) & 8352.6(2) & 23.5(4) & 6.9(8) & 5.5(8) & 0.29(2) \\
Zn & 8929.5(1) & 8955.8(3) & 26.3(3) & 7.5(4) & 6.4(7) & 0.37(5) \\
\hline
\end{tabular}
\caption{Values derived from the measured HS spectra by the phenomenological VF fits for the $K^{n}\alpha_{1,2}$ peak positions, line splitting $\delta$, Lorentzian components' widths $\Gamma_{2}$ and $\Gamma_{1}$, and integrated intensity ratio $R$ of the two emission lines of each spectrum. All values except $R$ are in eV. See text for further details.}
\end{table}

Vanadium. Two of the three measurements of the $K^{n}\alpha_{2}$ line's energy agree, within their much larger experimental uncertainties, with our measured value. The measurement of Oura et al. [28] deviates from ours although by only $\sim 3\sigma$, where $\sigma$ is the combined experimental uncertainty. The calculated values agree with our measured one to $\sim 1.2$ eV. The calculated value of Oura et al. [28] is higher by 3 eV than our measured value. No previous line splitting value is available since none of the previous experimental studies reported an observation of the $K^{n}\alpha_{1}$ line, the intensity of which is only 8% of that of the $K^{n}\alpha_{2}$. Our measured line splitting agrees well with the theoretical values. Note that this splitting is twice that of the diagram lines [56], 7.56 eV, indicating the strong nonequal contraction of the $2p_{1/2}$ and $2p_{3/2}$ levels in the absence of the screening of the nucleus provided, in the neutral atom, by the two electrons of the K shell. All measured values of $\Delta$ agree to within 4 eV while the calculated ones agree to $\sim 1.5$ eV, except the value of Oura et al. [28] which deviate by $\sim 7$ eV. However, their $\Delta$ is calculated relative to the unresolved $K_{\alpha_{1,2}}$ which they measured. Considering the 7.56 eV splitting and the 1:2 intensity ratio of the diagram lines, the calculated shift of Oura et al. [28] relative to the $K_{\alpha_{2}}$ line becomes $\Delta = 232.8$ eV, only $\sim 1$ eV larger than all previously calculated values. Our measured and RMCD (c) calculated $\Delta$ values agree very well. The sensitivity of the HS to QED corrections and the Breit interaction is reflected in the fact that the relativistic calculation of Åberg and Suvanen [60], which neglects both QED corrections and the Breit interaction in the mixing calculations, yields a value twice too large, while those in [10], which include them, are significantly closer to the measured values. So do the recent multiconfigurational Dirac-Fock calculations of Costa et al. [41], which also include the Breit interaction and the QED effects and which agree closely with the Dirac-Hartree-Slater results of Chen et al. [10]. Nevertheless, for V both overestimate $\Delta$ and underestimate $\delta$ but agree reasonably with the measured $\Delta$. The close agreement between these two calculations persists for higher $Z$ as well, as does the overestimation trend of $\Delta$. The agreement of their calculated splitting, $\delta$, with experiment improves, however, significantly for the higher-$Z$ elements within our measurement range, as can be observed clearly in Table III.

It should be noted that Keski-Rahkonen et al. [62] also carried out Dirac-Fock calculations similar to those of Åberg and Suvanen [60] for V, Mn, and Fe and obtained identical values (which are, therefore, not listed in Table III). Surprisingly, the simple semiempirical Hartree-Fock calculations of Åberg et al. [59], which take into consideration only the intermediate coupling, but no interactions and of course no Breit and QED corrections, yield the best agreement with the measured $\Delta$ among all calculations. However, this good agreement is mostly due to their use of the measured spin-orbit splitting parameter $\zeta$ rather than the $ab$ initio calculated one. The trends in the calculated $\Delta$ values, discussed here for vanadium, are typical of all the elements measured in this study, as can be observed by inspecting the values listed in Table III.

Chromium. All data, theoretical and experimental, agree with our peak position results except that of Salem et al. [36]. The same holds for $\Delta$ and, to a somewhat lesser extent, also for the theoretical $\delta$, where only Åberg and Suvanen [60] overestimated the splitting by $\sim 1$ eV. The only other high-resolution measurement in the literature, by Ahopelto et al. [49], agrees well with ours for all parameters listed. Our measured $\Delta$, which agrees well with Ahopelto’s and our RM-
TABLE III. Experimental (Expt.) and theoretical (Theor.) values of the HS spectra for the $K^\alpha_2\alpha_2$ peak position, the splitting $\delta$, the shift $\Delta$, and the intensity ratio $R$. All values are in eV units except $R$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Source</th>
<th>$K^\alpha_2$</th>
<th>$\delta$</th>
<th>$\Delta$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V Expt.</td>
<td>Present</td>
<td>5176.6(1)</td>
<td>15.1(1)</td>
<td>232.0(1)</td>
<td>0.08(1)</td>
</tr>
<tr>
<td>M$^a$</td>
<td>5177.0(20)</td>
<td>227.6(25)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K$^b$</td>
<td>5178.0(20)</td>
<td>231.0(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O$^c$</td>
<td>5178.1(5)</td>
<td>229.0(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td>5175.1</td>
<td>15.1</td>
<td>230.6</td>
<td>0.077</td>
</tr>
<tr>
<td>CCM$^d$</td>
<td>14.4$n$</td>
<td>231.7$o$</td>
<td>0.096$o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O$^c$</td>
<td>5179.4</td>
<td>237.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS$^e$</td>
<td>5176.9</td>
<td>15.3</td>
<td>231.7</td>
<td>0.153</td>
<td></td>
</tr>
<tr>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td>0.077</td>
<td></td>
</tr>
<tr>
<td>Co$^g$</td>
<td>14.5</td>
<td>231.5</td>
<td>0.0989</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr Expt.</td>
<td>Present</td>
<td>5649.2(1)</td>
<td>15.9(3)</td>
<td>243.7(1)</td>
<td>0.08(2)</td>
</tr>
<tr>
<td>K$^b$</td>
<td>5649.0(20)</td>
<td>243.0(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ah$^h$</td>
<td>5650.0(20)</td>
<td>245.0(20)</td>
<td>0.09(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S$^i$</td>
<td>5645.0(20)</td>
<td>239.5(20)$^q$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td>5648.5</td>
<td>15.9</td>
<td>243.0</td>
<td>0.083</td>
</tr>
<tr>
<td>CCM$^d$</td>
<td>15.6$n$</td>
<td>243.2$o$</td>
<td>0.125$o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS$^e$</td>
<td>5649.2</td>
<td>16.9</td>
<td>243.2</td>
<td>0.179</td>
<td></td>
</tr>
<tr>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td>0.105</td>
<td></td>
</tr>
<tr>
<td>N$^o$</td>
<td>5648.4</td>
<td>15.8</td>
<td>0.149</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn Expt.</td>
<td>Present</td>
<td>6143.4(1)</td>
<td>17.5(1)</td>
<td>255.8(1)</td>
<td>0.13(1)</td>
</tr>
<tr>
<td>K$^b$</td>
<td>6142.0(30)</td>
<td>254.0(30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$^l$</td>
<td>6147.0(300)</td>
<td>257.0(30)</td>
<td>0.19(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td>6140.9</td>
<td>17.5</td>
<td>253.3</td>
<td>0.121</td>
</tr>
<tr>
<td>CCM$^d$</td>
<td>17.0$n$</td>
<td>254.9</td>
<td>0.169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS$^e$</td>
<td>6143.0</td>
<td>18.3</td>
<td>254.6</td>
<td>0.213</td>
<td></td>
</tr>
<tr>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td>0.133</td>
<td></td>
</tr>
<tr>
<td>Co$^g$</td>
<td>18.4</td>
<td>266.4</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N$^o$</td>
<td>6657.0</td>
<td>18.9</td>
<td>0.217</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe Expt.</td>
<td>Present</td>
<td>6659.7(1)</td>
<td>19.1(2)</td>
<td>268.8(10)</td>
<td>0.16(2)</td>
</tr>
<tr>
<td>K$^b$</td>
<td>6658.0(20)</td>
<td>267.0(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ah$^h$</td>
<td>6659.0(20)</td>
<td>268.0(20)</td>
<td>0.18(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S$^i$</td>
<td>6655.0(20)</td>
<td>264.2(20)$^q$</td>
<td>0.22(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B$^l$</td>
<td></td>
<td>268.0(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td>6655.7</td>
<td>18.7</td>
<td>264.4</td>
<td>0.19</td>
</tr>
<tr>
<td>CCM$^d$</td>
<td>18.4$n$</td>
<td>266.5$o$</td>
<td>0.194$o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS$^e$</td>
<td>6658.2</td>
<td>19.8</td>
<td>266.1</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td>0.180</td>
<td></td>
</tr>
<tr>
<td>Co$^g$</td>
<td>18.42</td>
<td>266.5</td>
<td>0.189</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N$^o$</td>
<td>6657.0</td>
<td>18.9</td>
<td>0.217</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co Expt.</td>
<td>Present</td>
<td>7194.4(1)</td>
<td>20.5(2)</td>
<td>279.1(1)</td>
<td>0.23(2)</td>
</tr>
<tr>
<td>S$^s$</td>
<td>7192.0(30)</td>
<td>276.7(30)$^q$</td>
<td>0.24(5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VI$^k$</td>
<td></td>
<td>274.9(16)$^l$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td>7191.7</td>
<td>20.5</td>
<td>276.4</td>
<td>0.205</td>
</tr>
<tr>
<td>CCM$^d$</td>
<td>19.9$n$</td>
<td>278.3$o$</td>
<td>0.234$o$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS$^e$</td>
<td>7194.8</td>
<td>21.5</td>
<td>277.7</td>
<td>0.278</td>
<td></td>
</tr>
</tbody>
</table>
Table III. (Continued.)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Source</th>
<th>$K^0\alpha_2$</th>
<th>$\delta$</th>
<th>$\Delta$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni</td>
<td>Expt.</td>
<td>Present</td>
<td>7752.3(1)</td>
<td>21.8(1)</td>
<td>291.4(1)</td>
</tr>
<tr>
<td></td>
<td>Ah$^h$</td>
<td>Present</td>
<td>7751.0(20)</td>
<td>24.0(20)</td>
<td>290.0(20)</td>
</tr>
<tr>
<td></td>
<td>B$^i$</td>
<td></td>
<td></td>
<td></td>
<td>292.0(30)</td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td></td>
<td>7749.3</td>
<td>21.8</td>
<td>288.4</td>
</tr>
<tr>
<td></td>
<td>CCM$^d$</td>
<td></td>
<td></td>
<td></td>
<td>21.6$^o$</td>
</tr>
<tr>
<td></td>
<td>AS$^e$</td>
<td></td>
<td>7752.9</td>
<td>23.4</td>
<td>289.4</td>
</tr>
<tr>
<td></td>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Co$^g$</td>
<td></td>
<td>21.86</td>
<td>289.90</td>
<td>0.277</td>
</tr>
<tr>
<td>Cu</td>
<td>Expt.</td>
<td>Present</td>
<td>8329.1(1)</td>
<td>23.5(4)</td>
<td>301.3(1)</td>
</tr>
<tr>
<td></td>
<td>S$^i$</td>
<td>Present</td>
<td>8331.0(30)</td>
<td>21.0(40)</td>
<td>303.2(30)</td>
</tr>
<tr>
<td></td>
<td>B$^j$</td>
<td>Present</td>
<td></td>
<td></td>
<td>303.0(30)</td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td></td>
<td>8329.3</td>
<td>23.7</td>
<td>301.6</td>
</tr>
<tr>
<td></td>
<td>CCM$^d$</td>
<td></td>
<td></td>
<td></td>
<td>23.8$^o$</td>
</tr>
<tr>
<td></td>
<td>AS$^e$</td>
<td></td>
<td>8332.4$^p$</td>
<td>24.9$^p$</td>
<td>300.9$^p$</td>
</tr>
<tr>
<td></td>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Co$^g$</td>
<td></td>
<td>23.72</td>
<td>301.93</td>
<td>0.325</td>
</tr>
<tr>
<td>Zn</td>
<td>Expt.</td>
<td>Present</td>
<td>8929.5(1)</td>
<td>26.3(3)</td>
<td>313.7(1)</td>
</tr>
<tr>
<td>Theor.</td>
<td>Present</td>
<td></td>
<td>8928.9</td>
<td>26.3</td>
<td>313.1</td>
</tr>
<tr>
<td></td>
<td>CCM$^d$</td>
<td></td>
<td></td>
<td></td>
<td>26.4</td>
</tr>
<tr>
<td></td>
<td>Ma$^m$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AS$^e$</td>
<td></td>
<td>8933.5$^p$</td>
<td>27.6$^p$</td>
<td>312.6$^p$</td>
</tr>
<tr>
<td></td>
<td>A$^f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Co$^g$</td>
<td></td>
<td>26.44</td>
<td>313.8</td>
<td>0.388</td>
</tr>
<tr>
<td></td>
<td>N$^n$</td>
<td></td>
<td>8928.9</td>
<td>26.5</td>
<td>0.393</td>
</tr>
</tbody>
</table>

$^a$Murti et al., Ref. [82].
$^b$Keski-Rahkonen et al., Ref. [62].
$^c$Oura et al., Ref. [28].
$^d$Chen et al., Ref. [10].
$^e$Åberg and Suvanen, Ref. [60].
$^f$Åberg et al., Ref. [59].
$^g$Costa et al., Ref. [41].
$^h$Ahopelto et al., Ref. [49].
$^i$Salem et al., Ref. [36].
$^j$Cue et al., Ref. [6].
$^k$Vukovic and Ilakovac, Ref. [83].

$^1$Briand et al., Ref. [7].
$^2$Martins et al., Ref. [84].
$^3$Interpolated from CCM (footnote d) with $K\alpha_{1,2}$ energies from Ref. [56].
$^4$Polynomial interpolation with Z from CCM (footnote d).
$^5$Interpolated with Z from AS (footnote e).
$^6$Calculated from S (footnote i) and $K\alpha_{1,2}$ energies from Ref. [56].
$^7$Center-of-mass to center-of-mass shift.
$^8$Natarajan, Ref. [42].

CDF calculations, shows the same trend as vanadium: a slight overestimation by Chen et al. [10], a much larger one by Åberg and Suvanen [60] and by Natarajan [42], and an agreement with the semiempirical Hartree-Fock calculations by Åberg et al. [59], as well as our RMCD calculation.

**Manganese.** The only other previous measurement, by Cue et al. [6], did not resolve the two lines experimentally but rather by fitting the highly overlapping spectrum by two Gaussian on top of a strongly and nonmonotonically varying background, fitted simultaneously by a polynomial. Hence there is a high uncertainty in the peak positions and the other parameter values. Two other low-resolution measurements, not listed in Table III, are the internal conversion measurements by Briand et al. [63] and by Nigam and Arora [64]. Neither of them resolved the two lines of the spectrum, and their experimental uncertainties are on the order of 20 and 10 eV in the peak’s energy positions and shift, respectively. A somewhat better accuracy of $\pm 3$ eV is cited for the recent measurements of Raju et al. [65], for Z=20–24, which, however, did not resolve experimentally the two lines of the HS doublets. The agreement of our results with theory is similar to that in Cr and V.
Iron. With two previously reported resolved HS spectrum measurements, iron is the best studied among our samples. The results of Ahopelto et al. [49] and Keski-Rahkonen et al. [62] and the δ of Salem et al. [36] agree with ours within their larger error bars. As in the case of Cr, the results of Salem et al. [36] underestimate the peak position and Δ by 4–5 eV. They also list the highest R value, 0.22(5), which, however, still agrees with the other two measured values within the combined experimental uncertainty. The theoretical values show again the same trends as discussed for vanadium except that our calculations are lower by 4 and 4.4 eV than the measured peak position and Δ, respectively, as compared to 1.5 and ~2.4 eV, respectively, of Åberg and Suvanen [60] and a 2.7 eV underestimation of the Kα1,2 line energy by Natarajan [42].

Cobalt. The present study and that of Salem et al. [36] are the only resolved measurements, with Salem’s citing significantly lower values for peak position, δ and Δ, as they do also for Cr and Fe. The R values agree with each other and with the theoretical values, except for that of Åberg and Suvanen [60] which is significantly higher. Our calculated peak position underestimates the measured value by almost 3 eV, while Åberg and Suvanen [60] agreed with our measured value to within 0.4 eV.

Nickel. The present study and that of Ahopelto [49] are the only resolved measurements. All measured peak positions and Δ values agree with each other. Although Ahopelto’s δ and R are higher than ours, they still agree within the combined uncertainties. As for Fe and Co, our theoretical peak position and Δ underestimate the measured values by ~3 eV but agree well with the measured Δ and R.

Copper. An overall good agreement is found between Salem’s [36] and our measurements and with almost all theoretical calculations, with Åberg-Suvanen [60] values overestimating the measured ones (except Δ) as for some of the previously discussed elements. All calculations overestimate R by ~10%, except Åberg et al. [59], which underestimated it by about the same amount. A more complete discussion of the copper results has been published in Ref. [11].

Zinc. We are not aware of any previously published resolved HS measurement for Zn. Verma [66] obtained 8893.3 eV for the peak of the unresolved Kαα1,2 HS spectrum. Overall good agreement is obtained with all theoretical calculations except with that of Åberg and Suvanen [60], which overestimated all measured values except Δ.

D. Evolution of the spectra with the excitation energy

As discussed in Sec. II, the experimental methods used here allow us to determine the evolution of the spectra with the excitation energy from threshold to saturation [11]. The evolution of the HS spectrum’s intensity is relatively easy to determine by positioning the spectrometer at the $E_{\text{cm}}(K\alpha_1)$ peak and scanning the excitation energy $E_{\text{ex}}$. However, the measurement of a full HS spectrum at a near-threshold energy, in which $E_{\text{cm}}$ is scanned for a fixed $E_{\text{ex}}$, is a much more demanding task due to the low inherent intensity of the HS, $10^{-4}$–$10^{-5}$ of the diagram lines [50,67], even at saturation. Near threshold these intensities are considerably lower.

FIG. 5. Measured (circles) and Thomas model fitted (lines) evolution curves from threshold of the Kα1,2 HS intensity normalized by that of the corresponding Kα1,2 diagram spectrum. The near-threshold region is magnified in the inset, where the y-scale units are fractions of the saturation intensity.

Two typical evolution curves, known also as PFY curves, for V and Zn, are shown in Fig. 5. The continuous and monotonic rise from zero at threshold over an extended excitation-energy range clearly stands out. These are quite unlike the familiar abrupt K edges observed for the thresholds of the diagram Kα1,2 lines. The finite, and rather large, range over which the intensity reaches a saturation value can be rationalized as follows. The only additional energy scale which exists in the HS transition as compared to the diagram one is the binding energy of the indirectly ionized 1s electron creating the [1s]$^{-1}$ spectator of the HS transition. It is therefore plausible to assume that it determines the energy range of the spectral evolution. This argument is supported in general by our measurements on copper, where the 3d/2 satellites, the conventional satellites, and the HSs, originating in the $[1s3d/2]^{-1}$, $[1s2p]^{-1}$, and $[1s]^{-2}$ initial states, respectively, were found to exhibit saturation ranges of 2%, 10%, and 60% of the threshold energy [11,43–45]. A much stronger support for this argument has been presented in our recent publication [50], which demonstrates that upon scaling of the excitation-energy axis by the binding energy of the correlation-ionized 1s electron all our measured PFY curves collapse onto a single universal curve, as also does the PFY curve measured for Ag by Kanter et al. [17]. The most widely used theoretical treatment of multielectronic excitations accompanying a direct ionization of a
single inner-shell electron is the shake theory. This theory can be used to calculate the probability of shaking up (to unoccupied levels) or off (to the continuum) the second 1s electron upon a direct ionization of the first 1s electron [67,68]. The shake theory predicts an increase in the relative shake-off/shake-up cross section with a decrease in the principal quantum number n. Mukoyama et al. [68] predicted a virtually pure shake-off process for the HS excitations in our Z range. It has been confirmed both theoretically [67,68] and experimentally [43,69] that the cross section for the shake-off process rises smoothly from zero at the threshold, while that of shake-up exhibits a finite jump at the threshold. Thus, the fact that all our measured PFY curves exhibit an intensity rising smoothly from zero, even on the enlarged scale of the insets of Fig. 5, supports the conclusion that shake-up does not contribute significantly (<3%) to the excitation process of the HS. It must be noted, however, that this does not automatically imply that the HS spectra are excited by a pure shake-off process. In fact, the measurements provide two pieces of evidence that this is not the case.

The first is the saturated intensity of the HS spectrum relative to that of the diagram spectrum. The saturation values of the relative HS intensities for the curves shown in Fig. 5, 1.8 × 10^{-3} for V and 4.3 × 10^{-4} Zn, are significantly higher than the values of 5 × 10^{-5} and 3 × 10^{-5} predicted theoretically for the corresponding total shake relative cross section [68]. Our measurements of the HS spectra of Cu [11] found a saturation value for the relative cross section which is four times higher than the value calculated for the total relative shake probability. Kanter et al. [15,17] similarly found for Mo and Ag a strong underestimation, increasing with Z, by shake theory.

The second piece of evidence against a shake origin for the HS excitation process near threshold is the disagreement of the PFY curve with the Thomas model [47]. This model is based on the shake theory and employs a time-dependent perturbation expansion calculation to predict the excitation-energy dependence of the relative integrated intensity as

\[ I(K\alpha_{1,2})/I(K\alpha_{1,2}) = I_{s} \exp[-r^{2}(\Delta E)^{2}/(15.32e)] \]  

where \( I_{s} \) is the saturation intensity, \( r \) is the radius of the shake-off 1s shell in Å, \( \Delta E \) is the binding energy of the shaken electron, and the excess excitation energy \( e = E_{ex} - E_{threshold} \) is the difference of the excitation energy \( E_{ex} \) and the threshold energy \( E_{threshold} \). This theory was found to account well for outer-shell electrons [70] and low-Z atoms [71] but failed for measured PFY curves involving \( 2p \) spectators in Co, Fe [46], and Cu [44,45] and \( 1s \) spectators in Cu [11]. Figure 5 shows two fits of the Thomas model to the measured PFY curves: in the first (dashed lines), the measured threshold energy was kept fixed and \( I_{s} \) and \( r \) were allowed to vary, and in the second \( E_{threshold} \) was also allowed to vary. As can be observed, when the measured threshold energy is employed, the shape of the measured PFY curve is not reproduced well by the Thomas model, and a too low value of \( I_{s} \) is obtained. When the threshold energy is allowed to vary, the agreement of the model with the measured PFY curve improves considerably, but the \( E_{threshold} \) value obtained from the fit is ~700 eV lower than the measured value.

Thus, we conclude that the Thomas model is inadequate for describing the intensity evolution of the HS spectra near threshold. While it is possible that this is due to the failure of one or more of the approximations employed in the Thomas model (e.g., an error function time dependence for the Hamiltonian), it is also plausible that the failure is due to the use of shake theory. Indeed, a recent study of the HS spectrum of Ag by Kanter et al. [17] indicates that the PFY curve can be well described by a dominant near-threshold contribution from a knockout (KO or two-step-one, TS1) process [14,51,52], whereby the directly ionized 1s electron knocks out the second 1s electron on its way out. A similar conclusion has been reached in our recent study [50] of the universal scaling behavior of the 3d transition metals’ PFY curves. Unfortunately, the available calculations of the cross section’s energy dependence by Schneider et al. [52] were carried out for He only, and their scaling to the elements studied here may not be reliable. For a more complete discussion of the evolution curves of the elements studied here see Ref. [50].

### E. Threshold and \( K^{b}\alpha_{2} \) Energies

The threshold energies obtained from the fine scans in the near-threshold regions, like those shown in the insets of Fig. 5, are listed in Table IV. The \( Z+1 \) approximation [7,72] estimates the binding energy of the indirectly ionized electron in atom Z as being larger than that of the directly ionized one by a fraction \( \Delta Z \) of the difference in the binding energies in atoms \( Z, E_b^Z(Z) \) and \( Z+1, E_b^{Z+1}(Z+1) \). Thus, the threshold energy, which is the energy required to generate the initial \( [1s]^{-2} \) state, is given by

\[ E_{b}^{Z+1}_{threshold} = \Delta Z(E_b^{Z+1}(Z+1) - E_b^Z(Z)) + 2E_b^Z(Z). \]  

(2)

For the \( [1s]^{-2} \) state \( \Delta Z=0.57 \) is predicted [7]. As can be observed in the difference plot in Fig. 6(a) the \( Z+1 \) approximation agrees with all the measured threshold energies to within \( \pm 2\sigma \).

A more stringent test for the \( Z+1 \) approximation is, however, the calculation of the HS lines’ energies, which are measured here with an accuracy of 2–3 orders of magnitude higher than that of the threshold. For this we need also the energy of the final state, \( [1s2p]^{-1} \), which is calculated similarly to Eq. (2) but with \( \Delta Z=1 \) for the binding energies of the

<table>
<thead>
<tr>
<th>Sample</th>
<th>Measured</th>
<th>Costa ^{}a</th>
<th>( Z+1 )</th>
<th>( (Z+1)^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>11.221(5)</td>
<td>11.26</td>
<td>11.228</td>
<td>11.225</td>
</tr>
<tr>
<td>Cr</td>
<td>12.275(19)</td>
<td>12.31</td>
<td>12.292</td>
<td>12.289</td>
</tr>
<tr>
<td>Mn</td>
<td>13.374(31)</td>
<td>13.405</td>
<td>13.404</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>14.550(10)</td>
<td>14.60</td>
<td>14.564</td>
<td>14.565</td>
</tr>
<tr>
<td>Co</td>
<td>15.753(27)</td>
<td>15.773</td>
<td>15.776</td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>17.086(62)</td>
<td>17.034</td>
<td>17.038</td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>18.351(15)</td>
<td>18.38</td>
<td>18.345</td>
<td>18.352</td>
</tr>
<tr>
<td>Zn</td>
<td>19.677(36)</td>
<td>19.76</td>
<td>19.721</td>
<td>19.730</td>
</tr>
</tbody>
</table>

\^{}a Multiconfigurational Dirac-Fock calculations in Ref. [41].

TABLE IV. Threshold energies, in keV, for HS excitations.
sured values in $K_h$ for the positions listed in Table II are shown in Fig. 6.

The deviation in complex spectra. Noting the monotonic trend in the $Z$ peak position is

\[ E_s^{Z+1} - E_s^{Z} = 0.57\left( E_s^{1s}(Z+1) - E_s^{1s}(Z) \right) \]

(3)

where $E_s^{2p_{1/2}}(Z+1)$ is the binding energy of the $2p_{1/2}$ electron in atom $Z+1$. The deviations of the $Z+1$-estimated peak energies calculated from Eq. (3) as the first term in a truncated power series, we have attempted to approximate the transition energies by the phenomenological expression

\[ E_s^{Z+1} = \frac{1}{2} E_s^{1s} - E_s^{1s} \left( Z + 1 \right) - E_s^{1s} \left( Z \right) \]

(4)

with $a$ and $b$ being adjustable parameters. With this expression, denoted here as the $(Z+1)^2$ approximation, and the values $a=0.508$ and $b=1.03 \times 10^{-3}$, an improved agreement, with a maximal deviation of 1.5 eV only, has been obtained for the $K_h \alpha_2$ peak position, as can be observed in Fig. 6(b).

This is better than the agreement with the $ab$ initio RMCDF calculations. As shown in Fig. 6(a), the agreement with the threshold energies, already within the experimental error bars for the $Z+1$ approximation, remains the same for the $(Z+1)^2$ approximation. Finally, we note that the recent $ab$ initio multiconfigurational Dirac-Fock threshold energy calculations of Costa et al. [41], which include the Breit interaction and QED effects (albeit approximately), reproduce reasonably well (within $2\sigma$ and with a slight overestimation) the measured threshold energies.

**F. Linewidths**

The widths of measured HS lines are more than twice larger than those of the corresponding diagram lines. This is understandable considering that two level widths are involved in both the initial and the final states, as compared to a single level width for the diagram lines [35]. The phenomenological Voigt function fits, with the Gaussian widths kept fixed at the spectrometer resolutions listed in Table I, yield Lorentzian widths $\Gamma_1$ and $\Gamma_2$ for the $K_h \alpha_1$ and $K_h \alpha_2$ HS lines, respectively. These can be regarded as the intrinsic lifetime widths of the corresponding transitions. They are listed in Table II.

Mossé et al. [35] proposed an empirical model to predict the lifetime widths of HS lines based on the levels participating in the transition $[1s]^{2}\rightarrow[1s2p]^{-1}$.

\[ \Gamma_{1,2} = 3\Gamma_{1s} + \Gamma_{2p_{3/2,1/2}} \]

(5)

where $\Gamma_{1s}$ and $\Gamma_{2p_{3/2,1/2}}$ are the lifetime widths of the $[1s]^{-1}$ and $[2p_{3/2,1/2}]^{-1}$ hole states, respectively. They found a reasonable agreement between Eq. (5) and their measured width of the Cu $K_h \alpha_2$ line. Figure 7 compares values calculated...
from Eq. (5) using level widths from the semiempirical evaluation of Krause and Oliver [73] with our results. Equation (5) systematically underestimates our measured values by 2–3 eV. This implies that the lifetimes of the vacancy states involved in the transitions are shorter than expected theoretically. A similar underestimation of the experimental widths was previously noted by Auerhammer et al. [34] for Na and by us [11] for Cu. Using \textit{ab initio} calculated theoretical values for the single-vacancy widths, e.g., from the EADL project [74], yields similar results to those obtained with widths taken from Krause and Oliver [73]. Rzadkiewics et al. [75] argued that Eq. (5) is valid for the $jj$ coupling limit only and obtained a modified equation for the intermediate coupling regime. However, this expression predicts an even lower $\Gamma_{1,2}$ than Eq. (5) and thus increases the experiment-theory discrepancy as the authors themselves point out. Anagnostopoulos [76] showed that the $[1s]^{-1}$ hole’s lifetime width is influenced significantly by the presence of additional vacancies in the same atom. This implies that the lifetime widths to be used in Eq. (5) and its modifications should not be those of the corresponding single vacancies but rather those of the same vacancies in the presence of the relevant additional vacancies. However, Anagnostopoulos’ study [76] addresses only the $[1s]^{-1}$ widths in the presence of an additional $[2p]^{-1}$ vacancy. Moreover, it yields a decrease in $\Gamma_1$, with additional vacancies, which would lead in our case to an increase in the experiment-theory discrepancy. High-resolution measurements of the natural linewidths of atomic levels, like those of Küchler et al. [77] and Chantler et al. [78], may help to quantify the difference between the measured HS widths and their theoretical estimates more accurately. At present, however, no good physical explanation can be offered for the increased widths and the corresponding faster decay of the double vacancy states relative to those expected from the theoretical considerations.

G. $Z$-dependent trends

Figure 8 shows the HS spectra measured well above threshold, shifted to the peak position of the $K^0\alpha_3$ line, and normalized to its peak intensity in each spectrum. The figure exhibits the nonlinear increase with an increasing $Z$ in the splitting $\delta$ and intensity ratio $R$ of the two lines of the spectra. A similar $Z$ trend is found also for the shift $\Delta$ of the lines from the corresponding diagram lines although here the deviation from a linear $Z$ dependence is small.

The importance of the QED corrections for the HS spectra is demonstrated in Fig. 9(a) for Ni. In contrast with the good fit obtained with the RMCD calculations including these corrections, the same calculations neglecting them yield an $\sim 7$ eV upshift in energy (in addition to the $\sim 3$ eV theory-experiment shift) relative to the measured spectrum. Moreover, even when downshifted by the large amount of $\sim 7$ eV required to make the calculated $K^0\alpha_2$ coincide with the measured one, the QED-less spectrum’s splitting is too large to allow a good agreement with the measured spectrum, as shown in Fig. 9(a). This splitting is $\sim 1.5$ eV, or $15\sigma$, larger than the measured value. Similar results were obtained for Cu [11].

![FIG. 8. The measured (open circles) and RMCD-fitted (lines) $K^0\alpha_{1,2}$ HS spectra for all elements studied. The intensity is normalized to unity at the $K^0\alpha_2$ peak of each spectrum. Spectra are shifted for clarity by unity each.](image)

For $\Delta$, the calculations of Åberg and Suvanen [60], which neglect the QED and Breit interaction in the mixing calculations while still being fully relativistic, agreed with all previous $\Delta$ measurements within their rather large error bars, as shown in Fig. 10(a). They showed similar-magnitude deviations from our more accurate measurements as do the Dirac-Hartree-Slater calculations of Chen et al. [10], which include the Breit interaction fully. Our RMCD calculations underestimate the measured shifts slightly more ($\sim 1$ eV) than those of Chen et al. [10] and of Åberg and Suvanen [60]. The reason for that is unclear. However, the effect of the QED and Breit inclusion is clearly reflected in the $\delta$ values, shown in Fig. 10(b). While the few previous measurements have error bars too large to distinguish between the three theoretical calculations, Åberg and Suvanen [60] clearly overestimated all of our more accurately measured $\delta$ values. The results of Chen et al. [10] deviate considerably less than those of Åberg and Suvanen and provide a reasonable agreement with at least the higher-$Z$ elements in the figure. The multiconfigurational Dirac-Fock calculations of Costa et al. [41] yield $\delta$ and $\Delta$ values within a few tenth of an eV from those of Chen et al. [10]. The improved wave functions provided by the GRASP package used in our calculations provide a better agreement with our measured $\delta$ values. For example, the deviations of the calculated $\delta$ from the measured values are $3\sigma$, $1\sigma$, and $0\sigma$ for Cr and $15\sigma$, $3\sigma$, and $1\sigma$ for Ni for Åberg, Chen, and us, respectively.

An even more pronounced distinction between the three calculations emerges for $R$, shown in Fig. 10(c). Here the exclusion of QED and Breit interaction raises the result of Åberg and Suvanen [60] well over the measured values by as
much as a factor of 2 for V, Cr, and Mn. Part of this could also be attributed to their neglect of the difference in energy and in the matrix elements of the two HS lines [10]. The improved Dirac-Fock wave functions, used by us, as compared to the Dirac-Hartree-Slater ones of Chen et al. [10], yield a significant improvement in the agreement of our results with experiment as compared with those of Chen et al. [10]. Since $R$ depends sensitively on the intermediacy of the coupling between the $LS$ and $jj$ limits, the good agreement between our calculations and measurements indicates that the intermediacy is taken into account properly by the GRASP package even in the average-level calculation mode and in the matrix elements of the two HS lines also be attributed to their neglect of the difference in energy much as a factor of 2 for V, Cr, and Mn. Part of this could also be attributed to their neglect of the difference in energy and in the matrix elements of the two HS lines [10]. The improved Dirac-Fock wave functions, used by us, as compared to the Dirac-Hartree-Slater ones of Chen et al. [10], yield a significant improvement in the agreement of our results with experiment as compared with those of Chen et al. [10]. Since $R$ depends sensitively on the intermediacy of the coupling between the $LS$ and $jj$ limits, the good agreement between our calculations and measurements indicates that the intermediacy is taken into account properly by the GRASP package even in the average-level calculation mode and in spite of the large number of transitions occurring in a fully $J$-split calculation (from a few to a few ten thousands).

The observations above concerning the agreement of theory with experiment are rather general and preliminary in nature. They do not explore in detail the specific contributions of individual effects, such as relativity, coupling, electron interactions, QED, etc., to the excitation and de-excitation processes of the HS spectra. Moreover, no attempt was made to identify the importance of the various individual QED effects such as vacuum polarization, self-energy, and higher-order corrections [79] to the various observables. However, the high-resolution, high-accuracy HS spectra presented here, extending over the $Z$ range where the coupling varies from an almost pure $LS$ to a distinctly intermediate scheme, should stimulate and provide a stringent test for theoretical studies exploring in detail the various contributions and their relative importance.

The threshold energies for photoexcitation of the HS spectra and the evolution of their intensities from threshold as a function of the excitation energy were determined. The latter shows an unusually large energy range from threshold to saturation, corresponding roughly to the binding energy of the indirectly ionized $1s$ electron. The measured evolution curve does not agree with the Thomas model for electron shake-off, expected to hold for the near-threshold adiabatic

\[ \Delta = E(K^\alpha_2) - E(K^\alpha_2) \]

\[ \delta = E(K^\alpha_1) - E(K^\alpha_1) \]

\[ R = I(K^\alpha_1)/I(K^\alpha_2) \]

\[ E_{km} - E(K^\alpha_2) (eV) \]

\[ E_{km} - E(K^\alpha_2) (eV) \]

\[ E_{km} - E(K^\alpha_2) (eV) \]
region. This indicates the dominance of a nonshake mechanism near threshold. The most likely candidate for this mechanism is the knockout of the indirectly ionized electron by the directly ionized one, as shown in more detail in our recent study [50]. The threshold energies are reasonably well obtained from the Z + 1 approximation. However, this approximation deviates significantly from the more accurately measured \( K\alpha_2 \) energies. A new approximation, denoted as \((Z+1)^2\) approximation, is suggested. It improves significantly the agreement with the measured values. The line-widths also deviate from the expected behavior, indicating systematically shorter lifetimes for the hole states in a two-hole hollow atom than their counterparts in a single-hole atom. The reasons for this faster decay of hole states are not understood.

The present measurements were carried out on solid targets. Binding effects on x-ray spectra can appear as energy shifts or as intensity changes in emission lines. However, in diagram lines they have a measurable effect only on transitions involving valence electrons \([80, 81]\). In our Z range the effects on \( K\alpha \) lines are negligible \([80]\). Small solid state binding effects on order of \(-1\) eV shifts and intensity changes of a few percent were found in the outer lines of the \( KB \) band, which involve valence electrons \([80, 81]\). Since the transitions generating the \( K\alpha \) HS spectra in our Z range do not involve valence electrons, solid state binding effects are expected to be negligible. This conclusion is further supported by the agreement in Table III of the measured HS line energies, measured on solid targets, with the theoretical values (within their spread), all of which were calculated for single isolated atoms for all elements studied here.

Alongside the several important findings, such as an extended saturation range, and shorter hole lifetimes, a major contribution of this study is the provision of a systematic set of high-accuracy and high-resolution HS measurements over a range of scientifically interesting Z values. This set could be used to test future theoretical models of atomic structure and theories of multielectronic excitations and de-excitations of atoms. Issues that are still not fully understood for lack of experimental data would benefit from the data presented here. These include the evolution of the intensity from threshold to saturation (and the physics underlying this behavior) and the details of the evolution of the coupling of angular momenta across the Periodic Table, as reflected in the Z dependence of \( R \). Since our companion paper \([53]\) extends the present HS measurements to considerably larger values, we will discuss the variation of the coupling scheme across the Periodic Table as reflected in our \( R(Z) \) measurements together for the whole Z range of the two papers in the accompanying paper \([53]\).
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