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Abstract

Research on reading has been successful in revealing how attention guides eye movements when people read single sentences or text paragraphs in simplified and strictly controlled experimental conditions. However, less is known about reading processes in more naturalistic and applied settings, such as reading Web pages. This thesis investigates online reading processes by recording participants’ eye movements.

The thesis consists of four experimental studies that examine how location of stimuli presented outside the currently fixated region (Study I and III), text format (Study II), animation and abrupt onset of online advertisements (Study III), and phase of an online information search task (Study IV) affect written language processing. Furthermore, the studies investigate how the goal of the reading task affects attention allocation during reading by comparing reading for comprehension with free browsing, and by varying the difficulty of an information search task.

The results show that text format affects the reading process, that is, vertical text (word/line) is read at a slower rate than a standard horizontal text, and the mean fixation durations are longer for vertical text than for horizontal text. Furthermore, animated online ads and abrupt ad onsets capture online readers’ attention and direct their gaze toward the ads, and distract the reading process. Compared to a reading-for-comprehension task, online ads are attended to more in a free browsing task. Moreover, in both tasks abrupt ad onsets result in rather immediate fixations toward the ads. This effect is enhanced when the ad is presented in the proximity of the text being read. In addition, the reading processes vary when Web users proceed in online information search tasks, for example when they are searching for a specific keyword, looking for an answer to a question, or trying to find a subjectively most interesting topic. A scanning type of behavior is typical at the beginning of the tasks, after which participants tend to switch to a more careful reading state before finishing the tasks in the states referred to as decision states. Furthermore, the results also provided evidence that left-to-right readers extract more parafoveal information to the right of the fixated word than to the left, suggesting that learning biases attentional orienting towards the reading direction.
Tiivistelmä

Aikaisemmissa lukututkimuksissa on selvitetty lukijan tarkkaavaisuuden ja katseen ohjautumista, kun ärsykkeinä on käytetty yksittäisiä lauseita tai lyhyitä tekstejä. Sen sijaan soveltavissa ympäristöissä, kuten Internetissä, katseen ohjautumista ja lukuprosesseja on tutkittu vähemmän. Tässä väitöskirjatyössä tutkittiin katseen ohjautumista, kun koehenkilöt suorittivat Internet ympäristölle tyypillisiä lukutehtäviä. Lisäksi ensimmäisessä osatyössä tutkittiin, miten opittu lukusuunta vaikuttaa tarkannäön (fovean) ulkopuolella esitetyn teksti-informaation prosessointiin. Osatyöt koostuivat kokeista, joissa tarkasteltiin tekstin esitystavan sekä tekstin ympärillä esitettyjen kuvien ja sanojen vaikutusta lukuprosessiin. Lisäksi tutkittiin lukuprosessin vaihtelua ajallisesti tehtävän edetessä tai tehtäväohjeen muuttuessa.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOVA</td>
<td>analysis of variance</td>
</tr>
<tr>
<td>dHMM</td>
<td>discriminative hidden Markov model</td>
</tr>
<tr>
<td>EEG</td>
<td>electroencephalography</td>
</tr>
<tr>
<td>EFRP</td>
<td>eye fixation related potential</td>
</tr>
<tr>
<td>ERP</td>
<td>event related potential</td>
</tr>
<tr>
<td>GEE</td>
<td>generalized estimated equations - model</td>
</tr>
<tr>
<td>HMM</td>
<td>hidden Markov model</td>
</tr>
<tr>
<td>LH</td>
<td>left hemisphere</td>
</tr>
<tr>
<td>LSD</td>
<td>least significant difference</td>
</tr>
<tr>
<td>LVF</td>
<td>left visual field</td>
</tr>
<tr>
<td>RH</td>
<td>right hemisphere</td>
</tr>
<tr>
<td>RVF</td>
<td>right visual field</td>
</tr>
<tr>
<td>SWIFT</td>
<td>Saccade generation With Inhibition by Foveal Targets</td>
</tr>
<tr>
<td>WPM</td>
<td>words per minute</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 Reading process

Reading matters in our society; it determines an individual’s ability to study and earn a living and act as a fully functioning member of society. Investigating the reading process is crucial to theories of reading, but it also helps in understanding how different environments affect the reading process and what constraints they set on our abilities to read. Prior eye movement research on reading has been successful in revealing how people recognize words and how attention guides eye movements in relatively simple settings, that is, when people read single sentences or text paragraphs presented on an otherwise blank computer screen (see Radach, Huestegge, & Reilly, 2008). Compared to a fairly good understanding of the reading process in such simple settings, relatively little is known about reading in more complex and applied settings such as on Web pages.

The Web environment is likely to set new challenges for the reader because the information presented around the text differs from the traditional reading conditions. That is, the reading tasks in Web pages are heavily influenced by the information presented outside the current eye fixation position (parafoveal information). The Web page layouts may force the text to appear in narrow columns that diverge from the traditional format of text presented in horizontal rows. Furthermore, the online texts are often surrounded by pictorials that may be animated, include sound, or appear abruptly. The purpose of these design cues is to capture readers’ attention and to direct their focus away from the text. Other types of reading tasks than reading for comprehension are also common in online environments. For example, scanning the pages in order to find relevant information is a typical online task that incorporates both reading and visual search processes. Thus, the Web introduces a multimodal environment where traditional reading of the rows from top to bottom rarely occurs, but the fragmented texts may be entered and read in different order and with varying goals and strategies. Because online reading is an everyday task for many people, it is crucial to investigate reading in the Web environment.
The goal in this thesis was to present the participants with as naturalistic online reading tasks as possible, but to retain the control of an experimental design. Because online reading tasks are heavily influenced by parafoveal information, Study I introduces the fundamental concepts related to information processing in reading by examining parafoveal information extraction both to the left and to the right of fixation. The following studies examined how the format of the text being read (Study II), animated or abruptly appearing pictorial stimuli (Study III), and the phase and the goal of an information search task (Study IV) affect online reading. Eye movements were recorded in all studies. In addition, Study I combined eye movement and electroencephalography (EEG) recordings to measure eye fixation related potentials (EFRP). EFRP is a type of event related potential (ERP) measuring electrical activity in the brain as a response to eye fixations (e.g. Baccino & Manunta, 2005). The technique is relatively novel, and contrary to traditional ERPs, it allows the observers to move their eyes freely during the task.

The thesis begins with an introduction to what is known about eye movements and attentional allocation during reading of single sentences or text paragraphs. Concepts related to visual constraints on reading such as perceptual span are introduced in detail, followed by an introduction to how different text formats, reading processes and surrounding pictorial stimuli affect reading. In the following chapters, the aims of the study, experimental methods and results are presented and discussed. Finally, the results are set in a more general context of online reading.

1.2 Eye movements and attention during reading

Reading is a demanding activity, which depends on the dynamic integration between visual information processing, word recognition, attention and oculomotor control. Vision has an important role in reading, because the neurophysiological properties of the oculomotor system set constraints for reading. For example, as you read this, your eyes are moving by a sequence of rapid eye movements (saccades) and periods when the eyes are relatively stable (fixations), and your brain is converting visual images of letter strings into words, together with their meanings.
The fact that we make fixations and saccades to read indicates that the number of letters that can be acquired during a single fixation is limited. This results from the non-uniform distributions of cones and ganglion cells in the retina, which show higher density of cells in the center of the retina (fovea) compared to peripheral retina, and a higher cell density along the horizontal than along the vertical meridian (Curcio & Allen, 1990). The distribution of ganglion cells is crucial because it sets the upper limit on the proportion of information that is transmitted to higher cortical areas (Curcio & Allen, 1990).

The acquisition of visual information (e.g., word identification) occurs in fixations. Several processes need to be completed within a fixation (duration around 200–250 ms in reading) before the eyes can move to the next word (see Sereno & Rayner, 2003). During the first 50 ms, the visual information is transmitted from the retina to higher cortical areas where the lexical processing can begin, (i.e., the eye-to-brain lag, VanRullen & Thorpe, 2001). The lexical processing is supposed to be in progress within the first 100–200 ms to meet the time line for programming the next saccade (Sereno & Rayner, 1998). The terminal portion of a fixation is reserved for saccade latency, the time needed to encode the location of the next saccade and to initiate that saccade (Findlay & Walker, 1999; Rayner, 2009). It has been proposed that two separate pathways are concerned with the spatial (e.g., saccade length) and the temporal (e.g., fixation duration) parameters of eye movements (Findlay & Walker, 1999), allowing the processes within a fixation to occur at least partly in parallel. The decision of where to move the eyes is strongly influenced by low-level text properties, such as word length and spaces between the words. Whereas, the decision of when to move the eyes is driven by lexical properties of the fixated word, for example, word frequency and predictability from the context (reviewed in Rayner, 2009).

The vision is actively suppressed during saccades in order to obscure the motion of images as they sweep across the retina when the eye moves. This phenomenon is called saccadic suppression, during which the sensitivity for seeing stimuli declines around 25 ms before saccade onset and recovers to normal levels around 50 ms after saccade (Ishida & Ikeda, 1989; Morrone & Burr, 2009). Although new information is not acquired during saccades, processes devoted to word recognition and word identification continue. That is, the post-saccadic processing times are shorter after a long than a short saccade, suggesting
that participants are able to use the extra time during the long saccade to reduce the time needed to perform a lexical decision or word identification (Irwin, 1998). In addition, saccades are motor events that need to be planned and executed. The period of saccade latency, that is, the minimum amount of time needed to detect a target and to move the eyes to its location lasts around 175–200 ms (reviewed in Reichle, Pollatsek, & Rayner, 2006). The typical saccade durations are around 30–50 ms depending on their length (Rayner, 2009). The average saccade length for Finnish text is estimated to be around 10–11 characters (Hyönä & Niemi, 1990), which differs from the typical saccade length of approximately eight characters for English words. This difference is due to the greater length of Finnish words, but compared to English the saccade lengths are equal in terms of words (Hyönä & Niemi, 1990).

A typical sequence of eye movements, a scanpath, during reading consists of one fixation per word, and mostly the eyes move forward in the text. Occasionally, the readers also skip or refixate words. The probability of skipping or refixating a word depends strongly on word length: short words (e.g., function words) are skipped more often than long words (e.g., Hautala, Hyönä, & Aro, 2011; Rayner, Sereno, & Raney, 1996), while longer words are refixated more often than short words before the eyes leave the word (Vergilino-Perez, Collins, & Doré-Mazars, 2004). For example, 4% of six-letter monospaced Finnish words were skipped, while around 20% of four-letter monospaced words were skipped (Hautala, et al., 2011). It has been suggested that words are skipped because they have been sufficiently processed on the previous fixation (e.g., Rayner, Ashby, Pollatsek, & Reichle, 2004). On the other hand, words are refixated in order to compensate visual acuity limitations when not all the letters of a word fit in the fovea area, or in order to correct a mislocated initial saccade landing position (Vergilino-Perez, et al., 2004). Studies have also shown that refixations occur due to difficulties in cognitive processing during the first fixation (Rayner, et al., 1996). Moreover, as people read, they also make backward saccades (regressions) due to oculomotor errors, difficulties in comprehending the text, or difficulties with word identification (reviewed in Vitu & McConkie, 2000). Hyönä and Niemi (1990) reported that the regression frequencies varied between 12–15% when participants read the same Finnish texts three times.
Studies have shown that as the difficulty of the text increases, fixation durations, and frequency of fixations and regressions increase, while saccade lengths decrease (Hyönä & Niemi, 1990; Rayner, 1998, 2009). Previous research has also indicated that eye movements are sensitive to word characteristics. For example, when word length is controlled, longer eye fixations have been reported on low-frequency than on high-frequency words (Rayner, 1998, 2009). Further, eye fixation times are longer on words that are unpredictable from the text context compared to words that are predictable (e.g., Rayner, et al., 2004). Together, these findings suggest that processes related to ongoing word recognition, comprehension and cognitive load are the major determinants of eye movement behavior. These results have been taken as an evidence for the eye-mind link assumption, which proposes that where an observer is looking at a certain time reflects, at least partly, what is being processed in his/her mind at that time (Just & Carpenter, 1980). The spatial and temporal relationship between eye movements and cognitive processing cannot, however, be captured solely by such a simple principle (Radach & Kennedy, 2004). Numerous studies have shown that there is a substantial amount of preprocessing of next word, and that processing may spill over from one word to the next word (reviewed in Rayner, 1998, 2009).

Moreover, studies have shown that viewers can allocate visual attention without moving their eyes (Posner, Snyder, & Davidson, 1980). These covert attention shifts enhance processing of stimuli at the attended location compared to unattended locations (Brefczynski & DeYoe, 1999; Simola, Stenbacka, & Vanni, 2009). In complex tasks like reading, however, attention and eyes are usually directed to the same location, because saccadic eye movements are rapid and easy to produce in order to direct the high resolution foveal region to the location of interest. Empirical evidence also supports a close link between covert attention and eye movements. For instance, Deubel and Schneider (1996) demonstrated a coupling between saccade preparation and spatial attention which was indexed by enhanced discriminability at the saccade target location preceding the saccade execution. These results support a close relationship between attention and the oculomotor system. As a consequence, the eye movement data provide an indicator of the way in which overt visual attention (eye location) is distributed across the stimulus display.
1.3 Perceptual span

The area from which useful information for reading (e.g., information about word length) can be gathered during a fixation is called the *perceptual span* (for a summary see Rayner, 1998, 2009). The perceptual span is considered to be a consequence of visual and attentional constraints, and it is strongly asymmetrical towards the reading direction. That is, readers of left-to-right scripts (e.g., English and Finnish) acquire more information to the right of fixation than to the left. Experiments using a gaze-contingent moving-window paradigm have demonstrated that the perceptual span extends 3–4 letters to the left and up to 14–15 letters to the right of fixation (McConkie & Rayner, 1975; Rayner, 1998). This rightward bias is reversed for readers of right-to-left scripts (e.g., Hebrew) with an asymmetry towards the left of fixation (Pollatsek, Bolozy, Well, & Rayner, 1981). Häikiö, Bertram, Hyönä, and Niemi (2009) showed that the *letter identity span* (the number of letters readers can identify during a fixation) of Finnish readers was comparable to the span found for English readers (i.e., nine characters to the right of fixation for Finnish readers, versus 7–8 characters for English readers).

Characteristics of the writing system can also influence the overall size of the perceptual span. For example, for readers of Chinese, the perceptual span extends about one character to the left and 2–3 characters to the right of fixation (Rayner, 2009). Moreover, Osaka and Oda, (1991) showed that Japanese readers read vertical text as efficiently as horizontal text, and that their perceptual span in the vertical direction (roughly 5–6 characters) corresponds to their horizontal span size of around 5–7 characters (see Naoyuki Osaka, 1992). Furthermore, their results suggested an asymmetry in the vertical direction, with the perceptual span extending a few characters above and around 4–5 characters below the fixation. Yu, Park, Gerold, and Legge (2010) showed that also for English readers, the perceptual span was asymmetric in vertical direction, suggesting a lower visual field advantage for reading of vertical rotated text or text with downward cascade of letters (“marquee” style). A lower visual field advantage has been reported in many visual tasks, possibly indicating a greater attentional resolution in the lower visual field (He, Cavanagh, & Intriligator, 1996; Simola, et al., 2009).
Ojanpää, Näsänen and Kojo (2002) investigated the vertical *word identification span* (the area from which words can be identified during a single fixation) in a word search task by measuring the number of fixations needed to recognize a target word in a vertical word list. The longest list that could be processed (at a probability of 0.79) during a single fixation was approximately 4–5 words. When the vertical span was compared to the horizontal span, the results indicated that the two-dimensional word identification span was elongated to the horizontal direction (about 10 characters horizontally and about 4–5 characters vertically). This is in agreement with the anatomical results of the sensory limitations for visual perception (Curcio & Allen, 1990).

The visual field is typically divided into three regions: fovea, parafovea and periphery. The fovea covers the central 2° of vision, the parafovea extends out to 5° to either side of the center of fixation, and the remaining area is termed the periphery (e.g., Liversedge & Findlay, 2000). In terms of character spaces, when the font size and reading distance are normal, the fovea extends approximately 6–8 characters around the fixation, while the parafovea extends up to 15 characters to the right of fixation (when reading from left to right) (Häikiö, et al., 2009). No information relevant for reading is extracted from the periphery.

Previous research suggests that parafoveal information is acquired primarily from the location that is about to be fixated next (Henderson, Pollatsek, & Rayner, 1989). Thus, useful information for reading is not only confined to the foveated information, but usually a word has been viewed parafoveally on the previous fixation. The characteristics of the parafoveal word determine whether or not we need to make a saccade to identify that word. For example, short words or functional words are often processed in the parafovea and are therefore skipped (Rayner, 1998, 2009). The difficulty of the fixated word also affects the amount of attentional resources that can be allocated to the parafoveal words. For instance, when the fixated word is difficult, readers get little or no parafoveal information from the word to the right of fixation (Henderson & Ferreira, 1990). Previous research has shown that parafoveal information can influence reading in different ways. First, *parafoveal-on-foveal effects* describe the influence of parafoveal words on the fixation durations on the
fixated (foveal) word. Second, *parafoveal preview benefits* reflect shortening of the processing times on words that have been parafoveally visible prior to fixation.

### 1.4 Text format

In Western languages, text is typically presented in horizontal lines that are read from left to right and from top to bottom. In Semitic languages, such as Hebrew or Arabic, the text is arranged and read from right to left. Additionally, vertical presentation of text is typical for Asian languages. For example, Japanese text can be written either horizontally or vertically. Furthermore, the visual features of the text, such as the font difficulty, the spacing between letters, words and lines, word length, letter size and case affect reading rate and eye movements during reading (O'Regan, Lévy-Schoen, & Jacobs, 1983; Pelli et al., 2007; Yu, et al., 2010). The classic curve shows that reading rates rise fast by increasing text size, but stays constant after reaching the maximum rate at a critical print size (e.g., Pelli, et al., 2007). Increasing the line spacing in the vertical word search task, resulted in enhanced search times, number of fixations and saccade amplitudes (Ojanpää, et al., 2002), whereas increased character spacing were associated with shorter saccades during reading (O'Regan, et al., 1983).

Previous studies have shown that the marquee text was read slower than texts that were rotated 90° to the left or to the right, while the rotated texts were read at slower than horizontal text (Byrne, 2002; Yu, et al., 2010). It was suggested that disrupting the normal orthogonal relationship between word and letter orientation affects parallel processing of letters within a word, and results in slower reading of marquee text. Moreover, Koriat and Norman (1985) showed that lexical-decisions became slow and less accurate when words and non-words were presented in vertical rotation exceeding 60°, especially when the transformations disrupted the whole-word features. Although, reading vertically presented text is slower for normal readers, it has been suggested that people who have to use their peripheral vision to read (such as macular degeneration patients) might benefit from vertically presented text (Feng, Jiang, & He, 2007; Yu, et al., 2010).

Among the few studies that have examined the effects of vertical arrangement of words on reading, Coleman and Kim (1961) found that in a normal reading situation horizontal
text was read faster than vertical texts, but the comprehension scores did not differ between different formats. When single sentences were presented with a tachistoscope, a vertical text was reproduced more accurately than other text formats. However, Coleman and Hahn (1966) failed to find any advantage for the vertical format.

In the word search task, Ojanpää, et al. (2002) showed that search times did not differ between vertical and horizontal word lists, but there where fewer fixations and shorter saccades for vertical than for horizontal lists. These results suggested that although the word identification span is smaller in the vertical direction, more words were processed in vertical lists during a single fixation. Taken together, previous studies suggest that a vertical presentation of text might be an alternative way to present text, which might better utilize the vertical word identification span. Also, Western people have some practice in reading vertically presented text. For example, in small screen devices the text often appears in couple of words per line, and newspaper or Web page layout may force the text to appear in narrow vertical columns. However, previous reading studies mostly concern reading of horizontally presented text while other types of text formats have been less studied.

1.5 Models of eye movement control in reading and scene viewing

Models of eye movements in reading provide a way to computationally test the theories of how perceptual, cognitive and motor processes interact to determine when and where the eyes move during reading\textsuperscript{1}. The cognitive models of reading assume that eye movements are driven by attention and language related processes. These models can be divided into two categories: serial-attention models and attention-gradient models.

The serial models suggest that attention is allocated serially to one word at a time. According to the most developed serial model, E-Z Reader (Reichle, et al., 2006; Reichle, Warren, & McConnel, 2009), completion of an early stage of lexical processing (‘familiarity check’) causes the oculomotor system to begin programming a saccade to the

\textsuperscript{1} An overview of several of these models is presented in the 2006 special issue in Cognitive Systems Research.
next word. The completion of a second stage (‘lexical access’) disengages attention from the currently fixated word to the next word. Although, the word processing is strictly serial, saccade programming occurs in parallel with the comprehension process in reading, because these processes are supported by distinct systems (Findlay & Walker, 1999).

In contrast to the serial models, the parallel, attention-gradient models assume that attention is distributed as a gradient that covers more than one word at a time, supporting parallel lexical processing of words. That is, the parafoveal words may influence recognition of the fixated word. The most famous parallel model, SWIFT (Engbert, Nuthmann, Richter, & Kliegl, 2005) assumes a random timer that initiates saccade programming. Saccade target selection is object-based, with the target objects being words. The word with the highest activation has the highest probability of being selected as the next target. Difficulties with lexical processing can delay the saccades that otherwise move the eyes forward.

The serial and parallel models of reading disagree on whether parafoveal information can influence the processing of the currently fixated word (the parafoveal-on-foveal effects). The parallel models assume that processing is distributed across several words, that is, the processing rate is highest for the foveal word and it decreases to parafoveal words, but at least the word to the right of fixation is processed parafoveally (Engbert, et al., 2005). The parallel models also suggest that semantic information can be extracted from the parafoveal words. In contrast, the serial models assume a strict serial processing, indicating that one word is attended and processed at a time and that word meanings are not accessed parafoveally (Reichle, Liversedge, Pollatsek, & Rayner, 2009; Reichle, Warren, et al., 2009). However, it has been suggested that information about low-level features from words within the perceptual span can be processed concurrently with the fixated word, and that an early stage of orthographic processing can be completed in parallel on several words (Reichle, et al., 2006).

As an alternative to cognitive models described above, *primary oculomotor control* models assume that eye movement control is based on low-level visual information. These models also suggest that the driving force behind eye movements in reading is a ‘move forward’ strategy, which is independent of lexical processing (see Deubel, O'Regan, &
Radach, 2000). For example, Reilly and O’Regan (1998) showed that eye movements during reading were best explained by a model that targeted the longest word in the right parafovea within a window of 20 characters to the right from the current fixation. Further supporting the idea of the ‘dumb’ (move forward) eye movement strategy, Vitu, O’Regan, Inhoff and Topolski (1995) reported that saccade landing site distributions and skipping rates were very similar to normal reading in a task where participants scanned through lines of ‘z’-letters spaced out like a normal text. However, Vitu et al. claimed that a ‘dumb’ strategy possibly underlies eye movement control in reading, but this strategy can be modulated by ongoing linguistic processing.

Other researchers have also proposed models that are based on interplay of oculomotor and cognitive factors. The assumption is that the oculomotor and cognitive approaches define the extremes of a continuum, and that a successful model can accommodate both cognitive and oculomotor aspects (see Radach & Kennedy, 2004). An example of such a model is Glenmore (Reilly & Radach, 2006), which suggests that saccades are programmed towards low spatial frequency word-objects on the basis of their length and eccentricity from the current fixation. During the fixation, however, processing is strongly modulated by ongoing cognitive processing (e.g., by word frequency). Glenmore also assumes that higher level processing on the sentence and discourse level can affect eye movements during reading.

Moreover, some models of eye movements in reading emphasize the anatomical and neurophysiological properties of the visual system (McDonald, Carpenter, & Shillcock, 2005; Whitney, 2001). These models are based on research indicating that information in the right visual field (RVF) projects directly to the left hemisphere (LH), while the left visual field (LVF) projects to the right hemisphere (RH). Because for most people the cortical structures underlying language processing are lateralized to LH, information from the LVF/RH needs to be transferred to the LH. An opposite pattern is required for RH language dominant readers. The standard neural model of reading suggests that by 180–200 ms post-stimulus, the transcallosal information from the RH reaches the visual word form area, a system located in the left inferior temporal region, devoted for processing of letter strings (Cohen et al., 2000; Cohen et al., 2002).
Computational models of reading often use tailored parameter values based on specific hypotheses on the reading process, and the models are evaluated by their capability to reproduce low-level variables, such as oculomotor (fixation landing-site distributions) and word difficulty (word frequency, length or predictability) effects. In addition, the computational models assume that reading is driven mainly by visual and lexical information (however see Reichle, Warren, et al., 2009). Thus, the models do not typically consider higher-level intra-individual factors such as reading intention, motivation or global reading strategy, which are widely assumed to affect reading (Radach & Kennedy, 2004). Due to these reasons relatively little is known how such top-down factors affect reading, and possibly therefore, it is often assumed that the same reading process (e.g., reading for comprehension) is maintained throughout the task.

Among the few studies that have investigated the effects of top-down factors on reading, Radach et al. (2008) showed that the task and text format affected eye movements during reading. Their results suggested that word viewing times were shorter when readers had to answer detailed comprehension questions as opposed to verifying which word among multiple choices was present in the text. However, during the more demanding comprehension task, an overall increase in refixation frequency was observed. Moreover, Radach et al. (2008) presented the texts either as a whole passages or as single sentences. The total viewing times for words was longer for passages as compared to sentences, but first-pass viewing times were shorter for passages than for sentences. These observations suggested that passages were read with quick first-pass reading followed by re-reading. Overall, the study by Radach et al. (2008) demonstrated that readers dynamically adapt to changes in reading conditions.

In addition, Carver (1990) has argued that readers can use different processes in order to accomplish their goals, and that the ongoing process is adjusted based on task instructions or the difficulty of the text (also within the task). Carver distinguished five reading processes based on variations in reading rates (words per minute, wpm). The scanning state is performed at 600 wpm and is used, for example, when the reader is looking for a particular word from the text. Another rapid process skimming (450 wpm) is typical in situations where the reader wants to get an overview of the text without reading the whole
text. The ‘rauding’ (300 wpm) process corresponds to the normal reading with the aim of comprehending the text content. Learning (200 wpm) is a slow process used for acquisition of new knowledge, while memorizing (138 wpm) is the slowest process involving continuous checks of whether the ideas encountered are remembered later.

The division of eye movement trajectories into focused and overview behavior is a well-known distinction in eye movement research (Buswell, 1935). The differences in eye movement trajectories are assumed to reflect different processing states within the specific tasks. For example, supporting a two-level model of attention, studies have demonstrated systematic changes in fixation durations and saccade amplitudes during the time course of scene inspection (Unema, 2005), or as a response to critical events (Velichkovsky, Rothert, Kopf, Dornhöfer, & Joos, 2002). In the two-level model, a preattentive / ambient processing state is characterized by relatively long saccades and short fixations. This processing state is used for localizing targets from the visual periphery, beyond the foveal and parafoveal regions. Whereas, in the attentive / focal processing state, longer fixations are related to short saccades. The saccades are initiated mainly within the parafoveal region where objects can be focally attended and identified during the relatively long fixations.

Moreover, Liechty, Pieters and Wedel (2003) have distinguished different processing states from eye movement data collected in an advertisement viewing task. The existence and relative prevalence of separate attention states over the time course of stimulus exposure was tested using a hidden Markov model (HMM). The HMM segmented the eye movement data into two hidden states reflecting different covert attention states: a global and a local state. The global state was characterized by short fixation durations and saccades that directed the gaze to nonadjacent (global) locations in the grid that was overlaid on the stimulus. Whereas, long fixation durations along with saccades directed to adjacent (local) cells were common for the local attention state. Furthermore, their results suggested that instead of an orderly global-to-local attention sequence, the participants switched dynamically back and forth between the attention states. In summary, the results presented above, suggest that eye movements can reflect not only the spatial distribution but also the level (or depth) of attention.
1.6 Attention allocation to task-irrelevant stimuli

The online reading process may be disrupted when a salient stimulus captures the reader’s overt attention. Theories of visual attention suggest that salient objects attract attention, and that directing attention away from the most salient location of a visual scene requires voluntary effort (Itti & Koch, 2000). Previous studies have demonstrated that changes in the visual field can capture attention involuntarily in a stimulus-driven, bottom-up manner. Theeuwes (1994) showed that in a singleton search task, participants could not override the stimulus driven activation although they were told to do so. Moreover, Theeuwes and Burger (1998) observed that, when the salient element was unpredictable and changed from trial to trial, it interfered with the visual search task.

Attention can also be allocated voluntarily based on individuals’ current goals, referred to as top-down or goal-directed attention. For example, top-down attention allows readers to actively maintain attention on the text or to shift attention voluntarily from one display region to another. The ability to selectively ignore distractors depends on the presence of an attentional set for target and distractor properties (Theeuwes & Burger, 1998). Studies considering the Web environment have suggested that top-down control of attention is capable of overriding the bottom-up attentional capture by salient low-level visual features (e.g., color, orientation, luminance, or motion), and that Web users mainly rely on top-down strategies that help them ignore, for example, the online ads (Drèze & Hussersh, 2003; Stenfors, Morén, & Balkenius, 2003).

Previous research has also shown that overt fixations rarely occur on irrelevant stimuli, such as the online ads, suggesting that the ads affect the performance of the primary task covertly (Burke, Hornof, Nilsen, & Gorman, 2005; Day, Shyi, & Wang, 2006; Drèze & Hussersh, 2003; Hong, Thong, & Tam, 2004). For example, longer search times have been reported in the presence of the ads (Burke, et al., 2005; Hong, et al., 2004). In contrast, some studies showed shorter responses when ads were presented (Day, et al., 2006), possibly suggesting that peripheral ads may increase the participants’ level of arousal, which in turn motivates them to increase processing resources. The studies presented above build up a background for the investigation of attentional control during online reading when the text is surrounded by animated or abruptly appearing ads.
2 Aims of the study

The aim of this thesis was to investigate reading in the Web context by using eye tracking and EEG recordings along with behavioral methods. More specifically, this thesis examines how the location of the stimuli presented outside the currently fixated region, text format, animation and abrupt onset of online advertisements, as well as the phase of an information search task affect written language processing in applied reading settings.

**Study I** examined parafoveal processing of words located either to the left or to the right of the currently fixated word. Previous research has mostly investigated how parafoveal information is processed at the reading direction. Study I introduces the fundamental concepts of information processing during reading. The online reading tasks presented in Studies II-IV differ from the traditional reading conditions mostly in terms of the parafoveal information acquisition. Thus, Study I forms the basis on which the applied work can be developed. The study was designed to test whether attention, long-term learning, or the lateralization of brain structures account for the possible visual field differences in parafoveal processing of words. Furthermore, the study tested the predictions based on parallel and serial models of reading by investigating what type of lexical information is acquired parafoveally. That is, whether the parafoveal effects occur at pre-lexical or at lexical level of word processing (Reilly & Radach, 2006). Therefore, three semantic conditions were included: the stimulus words were either semantically associated, non-associated or the target stimulus was a non-word. To find out whether parafoveal processing differs between the visual fields, the parafoveal words were presented either in the left visual field (LVF) or in the right visual field (RVF). Previous behavioral and brain imaging studies have consistently reported a processing advantage for words presented in the RVF (reviewed in Chiarello, Liu, & Shears, 2001; Ellis, 2004).

**Study II** investigated the effect of vertical arrangement of text on reading, since Web page layouts often make the text appear in vertically arranged narrow columns. The question was whether reading vertical text benefits from the omission of the horizontal eye movements, the relatively short saccades needed to fixate a single word per line, and the finding that more words can be processed from the vertical than from the horizontal format.
during a single fixation (Ojanpää, et al., 2002). The study also included a condition where words longer than 10 characters were hyphenated, because previous studies indicate that long words, such as compound words, are often refixated (Hyönä, Bertram, & Pollatsek, 2004). Moreover, a centered vertical condition was presented, because previous research has shown that the optimal viewing position, from which the words are the most easily identified, is close to the center of words (O'Regan & Jacobs, 1992). Centering the words was expected to allow the readers to shift their gaze more easily to the optimal viewing position, resulting in faster reading of centered words.

**Study III** investigated whether parafoveally presented Web advertisements interfere with online reading, and whether the ads attract more attention during an easy browsing task, than during a more engaging reading task. The online advertisements were presented either above or to the right of a central text. The tested salient features of the ads were animation (Experiment 1) and abrupt onset of an ad (Experiment 2). Moreover, Experiment 3 examined the effect of task orientation on attention toward the ads. The first hypothesis was that if top-down control of attention fails and the ads capture bottom-up attention, the ads are overtly fixated during reading. The second hypothesis was that the ads are covertly attended while the eyes remain on the text with the interference showing up indirectly in the reading performance measures. The third hypothesis suggested that the ads are totally ignored while attention is focused on the primary reading task.

**Study IV** analyzed the whole sequence of eye movements with a discriminative hidden Markov model (dHMM) in order to gain an insight into how processing alternates within reading tasks. Instead of fixed model parameters, the eye movement parameters were learned from the data. To do so, the data was divided into two subsets: training and testing data. The best model was selected using the training data, and its capability to generalize was tested using the testing data. The inference of processing states was based on comparison of the estimated model parameters to previous eye movement studies.
3 Methods

3.1 Participants

Participants were volunteers with normal or corrected-to-normal vision, and they all provided written informed consents prior to recordings. Table 1 summarizes the participant information across the studies. Participants in Study I were all right-handed native speakers of Swedish, and participants in Studies II-IV were native speakers of Finnish.

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Females</th>
<th>Age (mean) in years</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>30</td>
<td>17</td>
<td>20–41 (28)</td>
</tr>
<tr>
<td>II</td>
<td>8</td>
<td>6</td>
<td>22–31 (24)</td>
</tr>
<tr>
<td>III: Exp 1</td>
<td>28</td>
<td>14</td>
<td>19–49 (35)</td>
</tr>
<tr>
<td>III: Exp 2</td>
<td>30</td>
<td>15</td>
<td>20–58 (34)</td>
</tr>
<tr>
<td>III: Exp 3A</td>
<td>32</td>
<td>16</td>
<td>18–53 (37)</td>
</tr>
<tr>
<td>III: Exp 3B</td>
<td>30</td>
<td>15</td>
<td>19–54 (29)</td>
</tr>
<tr>
<td>IV</td>
<td>10</td>
<td>6</td>
<td>23–29 (26)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>168</td>
<td>89</td>
<td><strong>18–58 (30)</strong></td>
</tr>
</tbody>
</table>

3.2 Eye tracking

An advantage of the eye tracking method is that eye movements can be measured as a normal part of reading, and tracking the eyes does not disrupt the ongoing process of reading. The eye movement data can be recorded at a very high temporal resolution, providing a good moment-to-moment indication of cognitive processing during reading (e.g., Liversedge & Findlay, 2000). Video-oculographic eye-trackers measure the center points of pupil and corneal reflex. The eye is illuminated by an infrared (IR) led and an eye camera collects samples of eye images at a high rate. Computationally, the pupil is taken to be the darkest area in the video, and the corneal reflex the bright reflex in the cornea, the second outmost layer in the eye. Pupil and corneal reflex systems use the fact that when the
eye moves, pupil moves faster than the corneal reflex, and thus the relative positions of the pupil center and corneal reflex change (e.g., Holmqvist et al., 2011). The eye-tracker reads the coordinates of both the pupil center and the corneal reflex, and calculates the gaze position on the basis of their relation. Combined use of pupil and corneal reflex provides tolerance to head versus camera movements because the corneal reflex offers a reference point within the eye image. The illumination of the eyes by infrared light allows measurement of the eye coordinates irrespective of varying lighting conditions. The relation between the gaze positions and the stimulus coordinates is established in the calibration procedure where a participant is asked to fixate a set of points for which the precise position is known.

3.2.1 Data acquisition

In Study I, participants’ eye movements were recorded using a Hi-Speed system eye-tracker (SensoMotoric Instruments, SMI, Teltow / Berlin, Germany), which samples the eye positions at 500 Hz. This sampling frequency was selected in order to use the same sampling frequency for acquisition of both eye movement and EEG data sets. Study II used a head-mounted iView RED eye-tracking system by SMI. In Studies III and IV, eye movements were recorded with a 1750 remote eye-tracking system by Tobii (Danderyd, Sweden), in which the cameras are integrated in the monitor. The Tobii system allows a relatively large degree of head movement, and therefore provides a distraction-free test environment (i.e., no chin or forehead rests were necessary). Both SMI iView RED and Tobii 1750 systems sample the positions of the eyes at 50 Hz sampling frequency.

3.2.2 Data analysis

In order to calculate fixation and saccade metrics from the raw eye coordinate samples, eye movement events (fixations, saccades and blinks) need to be extracted from the raw data. In Study I, the event detection was done with a saccade velocity-based algorithm (Smeets & Hooge, 2003), which identifies a saccade when a given velocity threshold is exceeded. Events that are not identified as saccades are assumed to be fixations. Using a velocity-based algorithm requires a high sampling frequency. Because saccade events are short
(around 30–50 ms), and the sampling frequency was low (50 Hz) in **Studies II-IV**, the fixations in these studies were detected using a dispersion-based algorithm. The dispersion algorithm detects fixations by finding data samples that land within a given dispersion threshold for a specified minimum duration of time, and assumes that the rest of the data are saccades.

In **Study I**, a prime word was presented in the middle of the screen along with a parafoveal target word, which was located either to the left or to the right of the prime word. Three eye movement measures were calculated on the central prime words: the mean of first fixation and gaze durations (the sum of fixation durations before the eyes left the prime word), and the total reading times (sum of all fixation durations). In **Study II**, the number of fixations per word and per line, as well as the mean fixation duration and the number of regressions were extracted from the eye movement data. In **Study III**, the eye movements were analyzed separately for the text and the ad regions. For the ad regions, the number of eye entries, the total number of fixations, the time of first entry and the total dwell time (summed duration of all fixations) was calculated. For the text region, in addition to the measures listed above, also the mean fixation duration and the number of regressions was analyzed.

In **Studies I and II**, the eye movement results were analyzed with a repeated-measures analysis of variance (ANOVA). If the sphericity assumption was violated in **Study I**, the reported $p$ values were corrected according to the Greenhouse–Geisser procedure. Newman–Keuls test was used for post hoc testing in **Study II**. In both studies, follow-up ANOVAs and paired t-tests were conducted to test the differences between factor levels if the ANOVAs were significant. In **Study III**, the eye movements landing on the text region were analyzed using an ANOVA. For the eye movements detected on the ads, a Generalized Estimating Equations (GEE) model was used, due to the non-normal distributions of these variables. The frequency measures (i.e., the number of entries and fixations) were analyzed with a negative binomial distribution using a log link, and a gamma regression using an inverse link was used for the other eye movement measures. Least significant difference (LSD) test was used for the post hoc comparisons in **Study III**.
3.2.3 Modeling with Hidden Markov Model (HMM)

HMMs are probabilistic models that associate alternating statistical properties of a signal stream by switching of an unobserved hidden state (Rabiner, 1989). HMMs attempt to describe the full process of how data is being created, and HMMs are applied in a case where the statistical properties of the signal change over time. The model explains these changes by a switch of a hidden (unobservable, latent) state within the model. The underlying assumption is that the signal can be characterized as a parametric random process, and that the parameters of the processes can be estimated in a precise, well-defined manner.

A classical example of an HMM is a scenario where a person is performing a coin tossing experiment behind a curtain and does not tell what s/he is doing exactly; s/he will only tell you the result of each coin flip. Thus, a sequence of hidden coin tossing experiments is performed, and the observation sequence consists of a series of heads and tails (i.e., the number of distinct observation symbols, $M$, per state is two in this case$^2$). Given the scenario, the problem of interest is how to build an HMM to explain the physical mechanism that accounts for the observed sequence of heads and tails. The first problem is to decide what the states in the model correspond to (e.g., a distinct biased coin), and then to decide $N$, the number of states (e.g., coins) in the model. Generally, the states in an HMM are interconnected in a way that any state can be reached from any other state, and a state transition probability distribution ($A$) describes the transitions between the states, that is, the probability of switching coins. A complete model specification requires two additional parameters: the observation symbol probability distribution in a state ($B$), that is, the bias of the coin, and the initial state distribution ($\pi$), that is, the probability of initiating the coin tossing with a given coin.

Before the model can be useful in real-world applications, we must solve, which model best matches the actual observations, and how do we find the most probable state sequence. A maximum likelihood estimate of the model parameters can be obtained with Baum-Welch algorithm. The observation sequence used to adjust the model parameters is called a

---

$^2$ HMMs can also use continuous observation vectors.
training sequence, and the best model is selected based on how well a model is able to predict an unknown (test) observation sequence. The most probable state sequence is found by the Viterbi algorithm (Forney, 1973), which is a special case of dynamic programming algorithms.

In order to study how processing states alternate within information search tasks, a discriminative HMM (dHMM) was learned from the eye movement data collected in Study IV. Participants performed three different types of information searches: finding a word among a list of titles (W), finding a sentence that answers a question (A), and choosing a subjectively most interesting topic (I). In addition to the eye movement data, the only information given to the dHMM was the task type of the learning data. A first order Markov property was assumed for the transitions between states, that is, the transition to the next state depended only on the current state. Pieters, Rosbergen and Wedel (1999) have shown that eye movements follow this property. Maximum likelihood parameter values were obtained with the Baum-Welch algorithm, and the most probable path through the model was obtained using the Viterbi algorithm.

A generative model can be converted to a discriminative model by optimizing the conditional likelihood of the model via Bayes formula. Compared to a fully discriminative model (e.g., logistic regression), the converted model still has benefits of a generative model, that is, easier interpretation of the model parameters (for description of the model differences, see Salojärvi, Puolamäki, & Kaski, 2005b). Discriminative training of the HMM is carried out by assigning a set of “correct” hidden states in the model to always correspond to a certain class \( c \) (task type in our case), and then maximizing the likelihood of the state sequences that go through the “correct” states for the training sequence. The parameters of a discriminative HMM (dHMM) are optimized with a discriminative Expectation-Maximization algorithm (for derivation of the algorithm, see Salojärvi, Puolamäki, & Kaski, 2005a).

Modeling with HMMs was carried out in a data-driven fashion, that is, the best model topology and parameter values were learned from the training data. The generalization capability of the model was then tested with the test set. Thus, the eye movement
trajectories of Study IV were randomly split into training (67% of the data) and testing data (33% of the data).

The number of hidden states used for modeling the task types (W-A-I) was determined with a 6-fold cross-validation among different state configurations (2-2-2, 2-2-3, 2-3-3, 3-3-3, 3-3-4, 3-4-4, 4-4-4). The number of hidden states was decided by comparing the mean of perplexities of validation sets (see Robertson, Kirshner, & Smyth, 2004). In addition, the paired perplexity values for the 2-3-3, 3-3-3 and 3-3-4 hidden state configurations were compared with Wilcoxon signed rank test. The perplexity of the 3-3-3 model was significantly better than the perplexity of the 2-3-3 model, while the 3-3-3 and 3-3-4 models did not differ. Since the data did not support any preference of the 3-3-4 model, the less complex, 3-3-3 model was chosen. Thus, the dHMM that best fitted the data segmented each information search task into three hidden states (Figure 1).

Figure 1. The topology and the transition probabilities of a discriminative hidden Markov model, dHMM. The circles denote the hidden states of the model, and the arrows show the transitions between states, along with their probabilities. The beginning of the sequence is denoted by \( \pi \), and the capital letters denote the information search task type (W=word search, A=question-answer, I=subjective interests). Small letters within the circles denote the interpretations given for the hidden states (s=scanning, r=reading, d=decision).

For the time series model (dHMM), four features of each fixation were computed. These features are listed below with the corresponding modeling distribution:
1) Logarithm of fixation duration in *ms* (one-dimensional Gaussian)
2) Logarithm of outgoing saccade length in *pix* (one-dimensional Gaussian)
3) Outgoing saccade direction (four directions + a fifth state indicating a trial ending, Multinomial)
4) Indicator of whether the currently fixated word has been previously fixated (Binomial)

In the current implementation, we used an HMM that emitted the fixation durations by changing the time scale of the HMM into fixation counts. Thus, instead of having an HMM that is in a state for a certain time, we had an HMM that is in a state at a certain fixation, which has a certain duration.

### 3.3 Electroencephalography (EEG) and eye fixation related potentials (EFRPs)

EEG records the differences in electrical potentials between two scalp locations as a function of time (Rugg & Coles, 1995). The EEG recorded from the scalp reflects postsynaptic (dendritic) synchronous activity of pyramidal cells that have radial or tangential orientation, allowing the summation of the electrical fields of individual neurons to yield a dipolar field. As EEG records electrical activity directly related to neuronal activity, it can reflect the time course of neuronal activity at a millisecond scale. However, due to attenuation and distortions by the tissues between the electrodes and the source of the neuronal activity, the EEG signal does not carry accurate information of its spatial source location in the brain. Embedded in the EEG are the relatively small neural responses associated with specific sensory, cognitive, or motor events. These responses can be extracted from the background EEG by averaging together multiple responses belonging to the same stimulus condition. These averaged responses are called event-related potentials (ERP).

In order to prevent overlap between different cognitive processes, the stimuli in the ERP paradigms are presented in isolation with unnaturally long interstimulus intervals between them. However, presenting the stimuli (e.g., words) isolated by long intervals prevents the
study of processes that would occur under normal conditions, such as spillover effects during reading (Baccino, 2011). In the EFRP -technique, participants’ EEG and eye movements are recorded simultaneously. EEG and eye tracking have comparable temporal resolutions, which is an advantage in the data analyses. That is, instead of analyzing responses related stimulus events, EEG analyses can be time-locked to eye fixations on specific stimulus regions (Baccino, 2011; Baccino & Manunta, 2005; Dimigen, Sommer, Hohlfeld, Jacobs, & Kliegl, in press; Hutzler et al., 2007). Due to saccadic suppression, little or no useful visual information is acquired during a saccade (Morrone & Burr, 2009). Thus, the fixation onset provides a natural time-locking point to study information processing during unconstrained viewing situation (Dimigen, et al., in press). Averaged potentials aligned to fixation onsets are called eye-fixation-related potentials (EFRPs) (Baccino, 2011; Baccino & Manunta, 2005) or alternatively fixation-related potentials (FRPs)3 (Dimigen, et al., in press; Hutzler, et al., 2007).

Saccades are typically treated as artifacts in the EEG analyses, because the movement of the eyelids and the rotation of the eyeball’s corneoretinal dipole produces fluctuating electrical fields which propagate to the EEG electrodes and contaminate the recording of brain activity (Berg & Scherg, 1991; Rugg & Coles, 1995). However, these potentials attenuate with increasing distance to the eyes (Picton et al., 2000). To avoid eye movement related artifacts, EFRP analyses can be restricted to the fixation period before the saccade when the eye is relatively still (e.g., Baccino & Manunta, 2005). When the analysis is restricted to the fixation period, it is possible to analyze the early ERP components such as the N1 or P2 which have been shown to be sensitive to word characteristics (Baccino & Manunta, 2005; Sereno & Rayner, 2003).

When the time window of the EFRP exceeds the fixation duration, a careful correction of corneoretinal and myogenic eye movement artifacts (that does not eliminate the genuine brain activity) is a necessary precondition for the EFRP analyses (Baccino, 2011; Dimigen, et al., in press). For example, there is a discrepancy between the typical fixation durations

during reading (200–250 ms) and the latency of the N400 component. N400 is a negative wave around 400 ms post-stimulus and a robust measure of semantic processing in psycholinguistic ERP research (Kutas & Hillyard, 1980). Thus, in normal reading situations, the eyes have already left the word when the N400 peaks (Sereno & Rayner, 2003). Other factors that need to be taken into account when analyzing EFRPs in natural viewing conditions (e.g., during reading) are the varying degree of temporal overlap between the potentials evoked by target fixations and the background EEG activity as well as the temporal overlap between the potentials elicited by successive fixations (Baccino, 2011; Dimigen, et al., in press).

### 3.3.1 Data acquisition

The fixation duration on a particular word does not tell when within a fixation the different stages of word recognition are accomplished (Sereno & Rayner, 2003). To elucidate the stages of processing that occur within a fixation, **Study I** included co-registration of eye movements and EEG. The EEG data were recorded with a 128-channel HydroCel Geodesic Sensor Net™ connected to an AC-coupled, 128-channel, high-input impedance amplifier (300 MΩ, Net Amps™, Electrical Geodesics Inc., EGI, Eugene, USA). Amplified analog voltages were high-pass filtered (0.1 Hz) and digitized at 500 Hz. Individual sensors were adjusted until impedances were less than 50 KΩ. Electro-oculography was monitored with sensors placed on the outer canthus and infraorbital ridge of each eye. Synchronization of the EEG and eye movement data was obtained by the stimulus presentation software (E-Prime, Psychology Software Tools Inc., Pittsburgh, USA), which was sending a synchronizing signal to both data sets as soon as a stimulus was presented on the screen.

### 3.3.2 Data analysis

The data were analyzed with Net Station (EGI) software. Amplified voltages were off-line referenced to linked mastoids and filtered with a 0.3–40 Hz band pass filter. Remaining artifacts were removed automatically with ±140 μV rejection level. ERPs time-locked to word pair presentation were epoched with a window of -100 to 300 ms and baseline corrected relative to a 100 ms pre-stimulus interval. ERP amplitudes and peak latencies
were analyzed over eight channel groups located near the standard electrode sites of the 10/20 system (Jasper, 1958) (Figure 2): frontal area (F3 and F4), central area (C3 and C4), parietal area (P3 and P4) and occipital area (O1 and O2). At frontal, central and parietal electrode sites, the mean amplitudes and peak latencies were calculated for the N1 (70–120 ms) and P2 (140–280 ms) components. At occipital sites, the following components were calculated: P1 (90–140 ms), N1 (140–200 ms) and P2 (200–280 ms).

**Figure 2.** Geodesic sensor net layout depicting the numbered electrode sites. Black electrode clusters show the sites around the standard electrode positions of the 10/20 system that were included in the EFRP analyses.

Eye movement and EEG responses were combined offline to analyze the EFRP responses. Trials were excluded if the first fixation was not detected on the prime word or if the first fixation or gaze duration were shorter than the EEG epoch length (300 ms). Due to these criteria, refixations on the prime words were possible before the eyes moved to the target. A set of analyses confirmed that such refixations did not confound the results. That is, the proportion of refixations did not differ between word conditions. The within-word saccade amplitudes were around 1.5°, producing deflections around 24 µV at the frontal electrodes (Luck 2005). These voltages fade off as the distance between the eyes and the electrode site increase, and thus they were unlikely to distort EEG data at the occipital sites.
Moreover, the within-word saccade amplitudes, saccade directions and the refixation durations did not differ between conditions that were critical for the results.

The grand average EFRPs showed different components at occipital sites as compared to frontal, central and parietal sites, and therefore separate statistical testing was performed for the occipital site. All EFRPs were analyzed with repeated-measures ANOVA, and the Greenhous–Geisser correction was applied when appropriate. If the ANOVAs gave significant effects, then follow-up ANOVAs or paired samples t-tests were undertaken to test the differences between different levels of factors.

3.4. Behavioral methods

In Study I, the behavioral (semantic judgement) responses were collected to restrict the eye movement and EFRP analyses to trials where participants agreed with the pre-classification of the stimulus categories. Furthermore, the response time data were collected in Study I. The behavioral data were analyzed with repeated-measures ANOVAs in Studies I and II. In Studies II and III, reading rate was measured as the number of words covered within a certain time (words per minute, wpm), and comprehension accuracy was measured as the proportion of correct answers to text content questions. Furthermore, post-experimental questionnaires investigating participants’ perception and attitudes towards the stimuli were collected. In Study II, participants gave preference scores for each text format. In Study III, after participants finished reading the texts, they were asked to rate whether they had paid attention to the online ads, and whether the ads distracted them during reading. In Study III, the effect of participants’ self reported attention and distraction on eye movement measures was tested by adding the self-report measures to the ANOVA and GEE models. Further, least significant difference (LSD) test was used for the post hoc comparisons.
4 Experiments and results

4.1 Study I: Visual field differences in parafoveal processing of words

The study examined how the characteristic of the parafoveal words presented either to the left or to the right of the fixated word affected the processing of the currently fixated foveal word (i.e., the parafoveal-on-foveal effects). Three semantic conditions were included, that is, the stimulus words were either semantically associated, non-associated or the parafoveal stimulus was a non-word. Previous studies have demonstrated that words presented in the right visual field (RVF) are processed faster and more accurately than words presented in the left visual field (LVF) (Chiarello, et al., 2001; Ellis, 2004). It has been suggested that this asymmetry results either from the perceptual learning effects related to the reading direction, attentional asymmetry, or the structural (cerebral) asymmetry for language processing.

The perceptual learning account suggests that the visual training associated with the regularity of reading eye movements biases word recognition within a restricted horizontal region close to the fovea toward the side of the reading direction (Dehaene, Cohen, Sigman, & Vinckier, 2005). Studies have shown that perceptual learning occurs at early stages of visual processing providing a mean for rapid and efficient recognition of words (Gilbert, Sigman, & Crist, 2001; Sigman & Gilbert, 2000). According to this account, a RVF advantage is predicted because the Swedish-speaking participants are trained to read from left-to-right (Nazir, Ben-Boutayab, Decoppet, Deutsch, & Frost, 2004).

According to the attention account, an attentional asymmetry is produced by the pattern of constant left-to-right fixations during reading of alphabetical languages (Inhoff, Pollatsek, Posner, & Rayner, 1989). The attention account, however, is also able to predict similar responses for the RVF and the LFV presentations, because studies have shown that parafoveal information is extracted primarily from the location which is about to be fixated next (Henderson, et al., 1989; Inhoff, et al., 1989).
The *structural* account assumes that information to the right of fixation benefits from direct access to the left cerebral hemisphere, which for most individuals is dominant in language processing. The structural account proposes that information extracted from the RVF is directly transferred to the left hemisphere, and that around 200 ms post-stimulus, information from both visual fields converge in the visual word form area, in the left inferior temporal region (Cohen, et al., 2000). After that the responses have similar topographies independent of the originally stimulated visual field.

### 4.1.1 Stimuli and procedure

The stimuli comprised 288 nouns as central prime words. For the prime words, 96 semantically associated and 96 non-associated nouns, along with 96 non-words were selected as parafoveal targets (Figure 3). The semantic relatedness between the primes and targets was assessed by 80 participants, and further confirmed with latent semantic analysis (LSA) (Landauer & Dumais, 1997). The participants’ ratings and LSA indexes showed that the target words were more related to the primes in the semantically associated condition than in the non-associated condition. The non-words consisted of random letter strings. Because random generation can produce pronounceable letter combinations, 80 participants assessed how easy it was to pronounce the non-words. These ratings suggested that the non-words were more difficult to pronounce than words. The prime and target words were presented as pairs that were balanced in word length allowing up to two letters difference. Furthermore, the conditions were balanced on word frequency and orthographic neighborhood density. In each condition, half of the stimuli were presented in the LVF and half in the RVF with the visual fields counterbalanced across participants, allowing each word to be seen equally often in both visual fields.
Figure 3. Schematic display of the stimuli used in Study I. After the central fixation, the word pair was visible for 2.6 s. Subsequently, participants were asked to make a semantic association judgment. The average trial length was 4.5 s, and the next trial began after the response was given.

Figure 3 illustrates the example trials. Followed by a central fixation, the central prime word and the parafoveal target word appeared on the screen. Participants were asked to read the prime, proceed to the target, and then to move their eyes to the cross on the side of the target. To investigate parafoveal-on-foveal effects, all analysis considered processing of the prime words. Because previous studies using eye tracking did not find differences between left-to-right and right-to-left reading (see Inhoff, et al., 1989), the EFRP technique was used to obtain a finer analysis of the visual field differences.

4.1.2 Results
The response data was evaluated against the pre-classification of words into semantic conditions, and marked correct when they were in accordance with the pre-classification⁴. The word conditions differed in percentage of errors, suggesting greater amount of errors in the non-associated than in the associated condition, and more errors in the associated than

⁴ All eye movement and EFRP analyses were restricted to trials with correct responses.
in the non-word condition (Table 2). Further, the response times were longer for non-associated than for associated or non-word pairs.

The eye movement results indicated longer first fixation durations on the primes in the non-associated condition compared to the non-word condition when the target was presented in the RVF (Table 2). Furthermore, the total reading times of the primes were longer for semantically associated and non-associated conditions as compared to the non-word condition when the target was presented in the RVF, suggesting longer reading times when the targets were orthographically legal words (Table 2).

### Table 2. Response and eye movement results (in ms) as a function of word conditions and the visual fields (LVF / RVF). The eye movement measures correspond to the processing of the prime words. Reading time is calculated as the sum of all fixation durations on the prime word.

<table>
<thead>
<tr>
<th></th>
<th>Errors (%)</th>
<th>Response time</th>
<th>First fix dur</th>
<th>Gaze dur</th>
<th>Reading time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Associated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVF</td>
<td>2.74</td>
<td>715.27</td>
<td>318.70</td>
<td>416.67</td>
<td>673.01</td>
</tr>
<tr>
<td>RVF</td>
<td>2.92</td>
<td>678.64</td>
<td>324.74</td>
<td>422.46</td>
<td>673.24</td>
</tr>
<tr>
<td><strong>Non-associated</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVF</td>
<td>5.97</td>
<td>799.31</td>
<td>331.98</td>
<td>415.73</td>
<td>688.43</td>
</tr>
<tr>
<td>RVF</td>
<td>6.63</td>
<td>771.78</td>
<td>338.35</td>
<td>436.63</td>
<td>652.56</td>
</tr>
<tr>
<td><strong>Non-word</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LVF</td>
<td>.46</td>
<td>736.41</td>
<td>333.15</td>
<td>408.97</td>
<td>639.45</td>
</tr>
<tr>
<td>RVF</td>
<td>.80</td>
<td>699.11</td>
<td>318.90</td>
<td>408.55</td>
<td>602.00</td>
</tr>
</tbody>
</table>

The EFRPs measured at occipital sites showed greater P1 amplitudes for the LVF than for the RVF targets in the left hemisphere. Moreover, the occipital N1 responses were enhanced over the left hemisphere (Figure 4), possibly reflecting processing taking place at the visual word form area in the left inferior temporal region (Cohen, et al., 2000). The differences between word conditions in occipital P2 responses approached significance. The follow-up analyses indicated that the word conditions differed significantly when the targets were presented in the RVF. These results suggested greater P2 responses when the target was a semantically associated or non-associated word compared to the non-word
condition. Thus, in the RVF, the parafoveal processing of non-words differed from the processing of orthographically legal words at 200–280 ms post-stimulus, while the semantic association did not result in any parafoveal-on-foveal effects (Figure 4). No such differences were observed for the targets presented in the LVF. The topographic maps show the differences between the RVF and LVF presentations in scalp distributions of the word–non-word effects (Figure 5).

Figure 4. Grand average eye-fixation-related potentials (EFRPs) elicited by the Associated, Non-associated and Non-word conditions presented to the left and right visual fields at representative electrode sites over right and left hemispheres (see Figure 2). A 15 Hz filter was used for data plotting.

Fronto-parietally, the N1 responses at left frontal and left central sites were stronger for LVF targets. Furthermore, the RVF targets elicited stronger N1 responses over the frontal right site compared to the responses elicited by the LVF targets. These observations suggested ipsilateral effects, that is, greater N1 responses at the hemisphere of the
stimulated visual field. In contrast, the P2 responses at left frontal and left central sites were larger for RVF targets, and the P2 responses at right frontal site were enhanced for LVF targets, suggesting contralateral effects. Moreover, the P2 responses at left central site were larger for associated and non-associated targets presented in the RVF as compared to responses elicited by target words presented in the LVF. Also at parietal sites, the P2 responses were stronger for RVF than for LVF targets, and the amplitudes were emphasized at right hemisphere.

To summarize, the behavioral results in Study I did not differ between visual fields. However, the first fixation durations and the total reading times were longer when the RVF parafoveal targets were words as compared to when the targets were non-words. Moreover, measuring the EFRPs allowed a finer analysis of the visual field differences. These results demonstrated that a bilateral occipital P2 response at 200–280 ms post-stimulus differentiated processing of orthographically legal words from non-word processing when the target stimuli were presented in the RVF. No such effect was observed for targets presented in the LVF.

![Figure 5](image_url)

**Figure 5.** Topographic maps illustrating the scalp distributions of the relative amplitude differences between parafoveal word versus non-word processing in the three time windows used in the analyses for the occipital
effects. The top row shows the responses when the target word was presented in the right visual field (RVF), and the bottom row shows responses elicited by the left visual field (LVF) targets.

### 4.2 Study II: The effect of vertical arrangement of text on reading

The purpose of Study II was to compare eye movement patterns during vertical and horizontal reading. One prediction was that reading vertical text would be faster due to omission of horizontal saccades, and because previous research has demonstrated fewer fixations and shorter saccades in word search from vertical than from horizontal lists (Ojanpää, et al., 2002). Moreover, it was hypothesized that vertical reading would benefit from shorter saccades needed for word-by-word fixations and the decreased saccade planning times associated with shorter saccade lengths (Viviani & Swensson, 1982).

An alternative hypothesis was that because the Finnish participants have learned and practiced reading in horizontal direction, vertical reading involving planning and making upright eye movements would be slower than reading of horizontal lines. Furthermore, it is well known that useful information for reading is extracted from words to the right of the currently fixated word. In vertical reading, this useful parafoveal information is lost. However, the readers may obtain parafoveal information in the vertical direction (Ojanpää, et al., 2002), but since the visual acuity falls off more rapidly in the vertical than in the horizontal direction (Curcio & Allen, 1990), and because the readers have not learned to utilize parafoveal information in the vertical direction, it is possible that they cannot benefit from the vertical presentation of text. Slower reading of vertical text would create usability problems on Web pages where the text appears in narrow columns.

#### 4.2.1 Stimuli and procedure

The vertical texts were either left aligned or centered and the words (longer than 10 characters) were either hyphenated or not (Figure 6). In addition, a fifth, standard horizontal reading condition was included. The material comprised online magazine articles of around 1100 words. In the horizontal condition, the average length of the texts was 7 pages. In the vertical one-word-per-line conditions, the average length was 34 pages, and in the
hyphenated formats the texts were on average 44 pages. All participants read two texts of each condition. The effect of practice was studied by comparing reading performance between the first and the second reading sessions. The order of presenting the conditions and the texts was counterbalanced across participants.

### Figure 6. Examples of the four vertical text formats used in Study II.

<table>
<thead>
<tr>
<th>One word per line, Left-Aligned</th>
<th>Hyphenated, Left-Aligned</th>
<th>One word per line, Centered</th>
<th>Hyphenated, Centered</th>
</tr>
</thead>
</table>

#### 4.2.2 Results

The results showed that vertical texts were read at slower rate measured as words per minute (wmp) than horizontal text, but there were no differences between the hyphenated and the one-word-per-line conditions (Table 3). Moreover, the first reading session was faster than the second one for each text format. Comprehension accuracy did not differ between the text formats, but the reading efficiency as Speed x Percentage Correct on the Comprehension Test (Jackson & McClelland, 1979) was better for the horizontal than for the one-word centered format. Because the number of pages for vertical text were 5–7 times larger, it is possible that reading time was longer for vertical text because participants spent more time in turning the pages.
The preference scores (Table 3) indicated that the horizontal and the one-word-per-line formats were equally preferred, whereas the horizontal format was preferred over the left aligned hyphenated format. Generally, the hyphenated formats were preferred less than other formats. In their post-experiment reports, participants told that they would prefer vertical formats for skimming and rapid reading. They thought that hyphenation was disturbing because it made the text appear in fragments. Preference for left aligned and centered formats varied between participants, some of them preferred the left aligned format while the others preferred the centered texts.

Table 3. Summary of the reading performance measures in Study II.

<table>
<thead>
<tr>
<th></th>
<th>Horizontal</th>
<th>One word per line</th>
<th>Hyphenated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Left-Aligned</td>
<td>Centered</td>
</tr>
<tr>
<td>Reading rate (wpm)</td>
<td>215</td>
<td>188</td>
<td>192</td>
</tr>
<tr>
<td>Comprehension</td>
<td>.90</td>
<td>.88</td>
<td>.88</td>
</tr>
<tr>
<td>Efficiency</td>
<td>193</td>
<td>165</td>
<td>169</td>
</tr>
<tr>
<td>Preference</td>
<td>5.1</td>
<td>4.6</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Eye movement results showed that the mean fixation duration was longer for the vertical formats than for the standard horizontal text (Table 4). The text format did not affect the number of fixations per word, the number of fixations per line, or the number of regressions.

Table 4. Summary of the eye movement measures in Study II.

<table>
<thead>
<tr>
<th></th>
<th>Horizontal</th>
<th>One word per line</th>
<th>Hyphenated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Left-Aligned</td>
<td>Centered</td>
</tr>
<tr>
<td>No. of fix / word</td>
<td>1.2</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>No. of fix / line</td>
<td>1</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>Mean fix dur</td>
<td>209</td>
<td>279</td>
<td>274</td>
</tr>
<tr>
<td>No. of regressions</td>
<td>.09</td>
<td>.07</td>
<td>.08</td>
</tr>
</tbody>
</table>
4.3 Study III: The effect of animated and abruptly appearing ads on online reading

Study III investigated whether animation or onset of advertisements on Web pages capture attention and distract reading, because human visual system has been shown to allow priority to behaviorally urgent events, such as peripheral motion (Franconeri & Simons, 2003; Theeuwes, 1994). As a consequence, it was expected that the ads might influence online reading in three possible ways: i) ads are efficiently avoided by top-down attentional processes, ii) ads attract visual attention and are overtly fixated, causing a disruption to the ongoing reading process, or iii) covert attention to ads disrupts reading with the influence showing up indirectly in the reading performance while the eyes remain fixated on the text region. The salient feature of the ads in Experiment 1 was animation, Experiment 2 tested the effect of abrupt ad onset on reading, and Experiment 3 assessed the effect of task-orientation on attention toward online ads.

4.3.1 Stimuli and procedure

The stimuli comprised 32 authentic Web pages each containing a central text, an ad above the text and another ad to the right of the text (Figure 7). The texts were shortened versions (approximately 100 words) of the online magazine articles used in Study II. The advertisements were 64 full-color ads depicting 16 different topics. To control for the effects of ad content, four different versions of each topic were professionally designed. That is, the same topic was presented above and to the right of the text either in static or animated versions, but different versions of the same topic never appeared simultaneously on a stimulus Web page. The static versions were representative frames of the corresponding animated ads.
In Experiment 1, both ads were simultaneously visible and presented under the following four conditions: both ads were static (S+S), the ad above was static and the ad to the right was animated (S+A), the ad above was animated and the ad to the right was static (A+S), and both ads were animated (A+A). The expectation was that a high degree of animation (the A+A condition) would attract the most attention. In Experiment 2, either the ad above or the ad to the right of the text appeared after a random delay of 0–12 s, or either of the ads was presented throughout the trial. Experiment 3 tested the effect of task orientation on attention toward the ads under four Web page conditions: no ads were presented (baseline), two ads were presented throughout the trial (the ad above the text was static and the ad to the right was animated, S+A), only an animated ad above the text was presented after a random delay of 0–12 s (A+blank), and only an animated ad to the right of the text was presented after a random delay of 0–12 s (blank+A).

In Experiments 1, 2 and 3A, the participants were instructed to read the texts for comprehension, and a four-choice question about the text content was presented after each text. Thus, attention was primarily directed to the text, while the ads were considered as secondary stimuli to the reading task. In Experiment 3B, the task was to browse the pages according to participants own interest, and no comprehension questions were presented. In
all experiments, the participants read the texts or browsed the pages at their own pace while their eye movements were recorded.

### 4.3.2 Results

In Experiment 1, the condition where the ad above the text was static and the ad to the right was animated (S+A) showed a clear pattern of increased attention toward the ads. This was indexed by increased dwell times (summed fixation durations) on both ads and by greater number of fixations toward the ad on the right in the S+A condition (Table 5). Contrary to the expectation that a high degree of animation would attract the most attention, the results indicated that the ads were attended the most when a moderate amount of animation was presented. Further, the results showed no effects of the ad conditions on eye movements during reading the texts (Table 5). Participants’ self-report measures were consistent with their eye movement results, suggesting longer dwell time on the ad above and increased number of fixations on the ad to the right for participants who reported attention to ads.
Table 5. Reading performance and eye movement measures for the text, the ad above and the ad to the right of the text in Experiment 1 of Study III, as a function of ad conditions: $S+S =$ both ads were static, $S+A =$ the ad above was static and the ad to the right was animated, $A+S =$ the ad above was animated and the ad to the right was static, $A+A =$ both ads were animated. Time of entry is calculated as seconds from the trial onset.

<table>
<thead>
<tr>
<th>Ad condition</th>
<th>$S+S$</th>
<th>$S+A$</th>
<th>$A+S$</th>
<th>$A+A$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Text</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comprehension</td>
<td>.88</td>
<td>.89</td>
<td>.85</td>
<td>.87</td>
</tr>
<tr>
<td>Reading rate (wpm)</td>
<td>216.91</td>
<td>220.13</td>
<td>197.41</td>
<td>194.40</td>
</tr>
<tr>
<td>No. of entries</td>
<td>1.93</td>
<td>2.09</td>
<td>2.27</td>
<td>1.92</td>
</tr>
<tr>
<td>No. of fixations</td>
<td>93.81</td>
<td>98.17</td>
<td>100.60</td>
<td>95.56</td>
</tr>
<tr>
<td>No. of regressions</td>
<td>18.20</td>
<td>19.33</td>
<td>20.17</td>
<td>18.65</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td>.58</td>
<td>.62</td>
<td>.70</td>
<td>.61</td>
</tr>
<tr>
<td>Mean fixation duration (ms)</td>
<td>208.19</td>
<td>214.38</td>
<td>211.84</td>
<td>210.33</td>
</tr>
<tr>
<td><strong>Ad above text</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of entries</td>
<td>.40</td>
<td>.28</td>
<td>.50</td>
<td>.23</td>
</tr>
<tr>
<td>No. of fixations</td>
<td>.86</td>
<td>.80</td>
<td>.96</td>
<td>.51</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td>15.35</td>
<td>16.98</td>
<td>15.72</td>
<td>13.10</td>
</tr>
<tr>
<td>Dwell time (s)</td>
<td>.92</td>
<td>1.56*</td>
<td>.88</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Ad to the right of text</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of entries</td>
<td>.48</td>
<td>.77</td>
<td>.64</td>
<td>.59</td>
</tr>
<tr>
<td>No. of fixations</td>
<td>.74</td>
<td>1.55*</td>
<td>1.02</td>
<td>1.03</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td>13.69</td>
<td>15.39</td>
<td>13.26</td>
<td>15.90</td>
</tr>
<tr>
<td>Dwell time (s)</td>
<td>.80</td>
<td>1.44*</td>
<td>.90</td>
<td>.87</td>
</tr>
</tbody>
</table>

* indicates a significant difference between the S+A –condition and the other conditions

Experiment 2 tested the effect of abrupt ad onsets on reading and attention toward the ads. The results indicated poorer comprehension when the ad was presented to the right compared to when the ad was presented above the text (Table 6). Further, the onset of the ad on the right impaired reading comprehension more than the onset of the ad above. However, the reading rate was slower when the ad above was presented as compared to
when the ad on the right was presented. Moreover, reading comprehension improved when the ad above appeared abruptly compared to when it was present throughout the trial.

Table 6. The effect of abrupt onset of ads on reading performance and eye movement measures for the text in Experiment 2 of Study III.

<table>
<thead>
<tr>
<th></th>
<th><strong>Ad above the text</strong></th>
<th><strong>Ad to the right of the text</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Onset</td>
<td>No-onset</td>
</tr>
<tr>
<td>Comprehension</td>
<td>.93</td>
<td>.89</td>
</tr>
<tr>
<td>Reading rate (wpm)</td>
<td>178.04</td>
<td>182.86</td>
</tr>
<tr>
<td>No. of entries</td>
<td>2.16</td>
<td>1.97</td>
</tr>
<tr>
<td>No. of fixations</td>
<td>108.30</td>
<td>106.22</td>
</tr>
<tr>
<td>No. of regressions</td>
<td>23.25</td>
<td>22.70</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td>.44</td>
<td>.46</td>
</tr>
<tr>
<td>Mean fix dur (ms)</td>
<td>260.66</td>
<td>260.56</td>
</tr>
</tbody>
</table>

The eye movement results on the ads showed an association between the onset time of the ad on the right and the time when it was fixated for the first time ($r = .482, p < .001$). No such effect was observed for the ad above the text, but an abrupt onset increased the number of eye entries and the number of fixations toward the ad above (Table 7). Abrupt onset did not affect the eye movements toward the ad on the right. Participants’ self-report results showed that reported attention was associated with increased number of entries to the text and with longer mean fixation durations during reading. Furthermore, participants who reported paying attention to ads made more entries and fixations to both ads compared to participants who did not report attention to ads. These results suggest that overt gaze behavior was consistent with participants’ self-reports.
Experiment 3 investigated the effect of task-orientation on attention toward online ads by a comparison of two tasks. In Experiment 3A, the participants read the texts for comprehension. In Experiment 3B, they browsed the pages according to their own interest. The task had an effect on eye movements during reading, with faster reading rates and fewer fixations and regressions in the free browsing than in the reading task (Table 8). Furthermore, in the S+A condition, the text was entered later during free browsing than during reading. The results suggested more superficial reading strategy in the browsing than in the reading task. These results are also in line with earlier findings on the relationship between eye movements and text memory (Hyönä, Lorch, & Kaakinen, 2002; Hyönä & Nurminen, 2006).

Table 7. The effect of abrupt onset of ads on eye movements to ads in Experiment 2 of Study III.

<table>
<thead>
<tr>
<th></th>
<th>Ad above the text</th>
<th>Ad to the right of the text</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Onset</td>
<td>No-onset</td>
</tr>
<tr>
<td>No. of entries</td>
<td>.36*</td>
<td>.21</td>
</tr>
<tr>
<td>No. of fixations</td>
<td>.76*</td>
<td>.54</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td>15.94</td>
<td>12.49</td>
</tr>
<tr>
<td>Dwell time (ms)</td>
<td>765.86</td>
<td>873.56</td>
</tr>
</tbody>
</table>

* indicates a significant difference between the onset and no-onset conditions
Table 8. Eye movement measures for the text in Experiment 3 of Study III, as a function of task (Reading: Exp. 3A vs. Browsing: Exp. 3B) and the studied ad conditions: Baseline = no ads were presented, S+A = the ad above was static and the ad to the right was animated (same condition as in Experiment 1), A+blank = an animated ad above the text appeared after a random delay between 0–12 s, blank+A = an animated ad to the right appeared after a random delay of 0–12 s.

<table>
<thead>
<tr>
<th>Ad condition</th>
<th>Baseline</th>
<th>S+A</th>
<th>A+blank</th>
<th>blank+A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading rate (wpm)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>173.73</td>
<td>169.16</td>
<td>169.74</td>
<td>163.60</td>
</tr>
<tr>
<td>Browsing</td>
<td>282.37*</td>
<td>291.39*</td>
<td>283.59*</td>
<td>287.09*</td>
</tr>
<tr>
<td>No. of fixations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>109.55</td>
<td>110.32</td>
<td>111.44</td>
<td>113.40</td>
</tr>
<tr>
<td>Browsing</td>
<td>82.45*</td>
<td>78.62*</td>
<td>81.92*</td>
<td>81.77*</td>
</tr>
<tr>
<td>No. of regressions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>23.33</td>
<td>23.00</td>
<td>23.14</td>
<td>24.12</td>
</tr>
<tr>
<td>Browsing</td>
<td>17.31*</td>
<td>16.49*</td>
<td>17.52*</td>
<td>17.52*</td>
</tr>
<tr>
<td>Time of entry (s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>.34</td>
<td>.40</td>
<td>.37</td>
<td>.36</td>
</tr>
<tr>
<td>Browsing</td>
<td>.39</td>
<td>.92*</td>
<td>.52</td>
<td>.42</td>
</tr>
<tr>
<td>Mean fixation duration (ms)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>277.76</td>
<td>281.61</td>
<td>276.48</td>
<td>282.17</td>
</tr>
<tr>
<td>Browsing</td>
<td>258.74</td>
<td>261.73</td>
<td>262.21</td>
<td>262.01</td>
</tr>
</tbody>
</table>

* indicates a significant difference between the reading and free browsing tasks

Participants paid more attention to the ads in the free browsing than in the reading task. This was indicated by increased number of eye entries and fixations as well as longer dwell times on the ads in the browsing than in the reading task (Table 9). Moreover, participants’ self-reported attention was associated with the number of entries and fixations as well as the dwell times on both ads. In the free browsing task, the onset time of the ad above ($r = .256, p = .011$) and the onset time of the ad to the right of the text ($r = .520, p < .001$) correlated with the time when the first fixations were directed to the ads. In the reading
task, the onset time of the ad above did not affect the time when the first fixations were
detected on the ad, but the onset time of the ad to the right was associated with the time of
first fixations to it ($r = .246$, $p = .014$). Figure 8 illustrates that the ads attracted more
fixations during the first five fixations after an ad onset compared to later occurring
fixations.

Table 9. Eye movement measures for the ads in Experiment 3 of Study III, as a function of task (Reading: Exp. 3A vs. Browsing: Exp. 3B) and the studied ad conditions: $A^{+}$blank = only the ad above (animated) appeared after a random delay of 0–12 s, $S+A = $ the ad above was static and the ad to the right was animated, $\text{blank}+A = $ only the ad to the right (animated) appeared after a random delay of 0–12 s.

<table>
<thead>
<tr>
<th></th>
<th>Ad above the text</th>
<th>Ad to the right of the text</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A+blank</td>
<td>S+A</td>
</tr>
<tr>
<td><strong>No. of entries</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>.19</td>
<td>.13</td>
</tr>
<tr>
<td>Browsing</td>
<td>.91*</td>
<td>.84*</td>
</tr>
<tr>
<td><strong>No. of fixations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>.40</td>
<td>.29</td>
</tr>
<tr>
<td>Browsing</td>
<td>2.30*</td>
<td>2.15*</td>
</tr>
<tr>
<td><strong>Time of entry (s)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>12.27</td>
<td>20.62</td>
</tr>
<tr>
<td>Browsing</td>
<td>17.30</td>
<td>11.56</td>
</tr>
<tr>
<td><strong>Dwell time (ms)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading</td>
<td>882.51</td>
<td>680.96</td>
</tr>
<tr>
<td>Browsing</td>
<td>1698.12*</td>
<td>1184.82*</td>
</tr>
</tbody>
</table>

* indicates a significant difference between the reading and free browsing tasks
4.4 Study IV: Alternating processing states during information search tasks

A typical task in the Web environment is to search for information on a specific topic. Reading processes in such search tasks most likely differ from the reading process when single sentences are being read, and which is the typical scenario described by the eye movement models of reading. Previous research investigating online information search behavior has shown that users spend most of the time fixating the first and the second search engine results before they make a selection, while users who selected the lower ranked documents had typically viewed more results overall (Granka, Joachims, & Gay, 2004). This observation suggests, that users scan the search engine listings from top to bottom. Moreover, Aula, Majaranta and Räähää (2005) demonstrated that scanning strategies varied according to users’ experience with computers. More experienced users tended to fixate only a few relevant-looking results before they made a selection, whereas less-experience users scanned also the irrelevant results below the document that was selected. However, instead of reporting measures that are typical for reading research, the studies above analyzed only the total time spent fixating on each search engine result. Such

Figure 8. The probability of first fixating the ads at different ordinal fixation positions after abrupt onsets of the ads. In Experiment 2 and 3A the task was to read the texts for comprehension, and in Experiment 3B participants browsed the pages according to their own interest. Brackets indicate significant differences in Z-tests for two proportions.
measures do not allow making inferences about the actual online reading behavior during information search.

Furthermore, eye movement studies on reading typically analyze how word features determine when and where the eyes move, and report summary statistics (e.g., mean fixation duration, saccade landing site). Therefore, such studies do not account for variations in the time course of the reading task. In Study IV, the whole sequence of eye movements was analyzed to gain an insight into how processing alternates within the information search tasks. A reverse inference approach was adopted to infer hidden cognitive states from the eye movement behavior (see for discussion Poldrack, 2006).

The relation between eye movements and cognitive states was modeled with a discriminative hidden Markov model (dHMM). The dHMM was used to map the changes in statistical patterns of eye movements to changes in the hidden states of the model. A hypothesis on the cognitive states corresponding to the hidden states was made then by comparing the model parameters to literature on eye movement research where the cognitive state is known. The best model topology, that is, the number of hidden states, was found by comparing several possible model topologies with cross-validation.

4.4.1 Stimuli and procedure
The stimuli were 500 online newspaper titles (revised to grammatical sentences) divided into 50 lists of 10 sentences. To control for previous topic knowledge, three general topics were selected: Finnish homeland news (20 lists), foreign news (20 lists) and business/finance news (10 lists). The tasks represented simple online information search tasks where the user is scanning listings returned by a search engine (e.g., Google) to find a topic of interest. The task types were selected to fit the possible practical implementation in a proactive information retrieval application.

The level of complexity of the searched topic varied. The target could be a word (W), an answer to the question presented before the list was displayed (A), or the most subjectively interesting title in the list (I). To minimize stimulus-driven factors on processing, the same stimuli were presented in all task types. Number of fixations, mean fixation duration and saccade lengths were calculated across repetitions, to control for the possible effects of
presenting the same lists three times during the experiment. These analyses revealed no effects of repetition.

The trial structure was identical across the tasks. First, an assignment was presented, followed by a list of sentences. Participants were instructed to view the sentences until they found a relevant line. Eye movements were recorded for this period. After finding the relevant line, the same sentences were presented with the line numbers, and participants typed in the number corresponding to the selected line. Each participant conducted a total of 150 assignments.

### 4.4.2 Results

The 9-state, 3-3-3, dHMM achieved the classification accuracy of 60.2% for the testing data, that is, 27% above the pure change level (33.3%). The dHMM could predict the word search and subjective interest tasks (Table 10), but separating the question-answer task was more difficult. This was possibly because the difficulty of the question-answer tasks varied, that is, the search behavior in easy tasks may have been similar to the word search tasks, while the more difficult tasks may have resembled the behavior in the subjective interest tasks. Moreover, the perplexity for the dHMM was 2.32, which was significantly better than the perplexity for logistic regression, 2.42, suggesting that the time series of the eye movement data contained relevant information for determining the task type, which supports the results by Robertson et al. (2004).

<table>
<thead>
<tr>
<th>Prediction</th>
<th>W (70.0%)</th>
<th>A (50.0%)</th>
<th>I (57.5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W (78.9%)</td>
<td>142</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>A (35.5%)</td>
<td>43</td>
<td>54</td>
<td>55</td>
</tr>
<tr>
<td>I (62.8%)</td>
<td>18</td>
<td>39</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 10. Confusion matrix showing the number of assignments classified by the dHMM into the three task types (columns) vs. their true task type (rows). The percentages denote column- and row-wise classification accuracies.
Discriminative training of the HMM models a subset of the data (here the task type) as well as possible. As a result, other variables of the data are modeled less accurately. A way to interpret the parameter values is to compare the conditional and maximum likelihood parameter values. If these values do not differ considerably from each other, the model is close to the ‘true/correct’ model. In Study IV, the parameters of the discriminative and joint density models were roughly the same, suggesting that the model uses the information about the task type fairly well. In the following, the parameter values of the 9-state dHMM were compared to eye movement literature on reading and other cognitive tasks (see Poldrack, 2006).

The parameters for the three hidden states reflected relatively similar behavior across the three task types (Table 11). With a combined probability of 67%, each three tasks began from a state termed as scanning (see also Figures 1 and 9). The parameters suggested rather long saccades to almost random direction, and relatively short fixation durations (about 135 ms). On average, the scanning state took 2.8 s from the beginning of the task (Table 12).

The second state was termed as reading because the parameters suggested frequent forward saccades with the average fixation duration of 200 ms, which is typical for reading (Table 11). The saccade lengths were approximately 10 characters, corresponding to the average word length in Study IV (9.9 characters). Moreover, the percentage of regressions was 12–15%, that is, the typical amount of regressions during reading of Finnish texts (Hyönä & Niemi, 1990). There was a tendency for being in the reading state before switching to the decision state (Figure 9).

The third and final states were characterized by frequent forward and backward saccades (Table 11). The percentage of regressions was 20–30 %, that is, almost twice the amount usually observed for reading. Saccade lengths were approximately 10.7 characters, corresponding to the average word length. In 78–86 % of the cases, fixations landed on previously fixated words, and the average fixation durations were 175 ms. In sum, the third states reflected re-reading of the previously seen lines, and the participants ended the assignments almost always while they were in the third states (Figure 9). Therefore, these states were termed as decision states.
Table 11. Discriminative HMM parameter values for the 9-state model.

<table>
<thead>
<tr>
<th></th>
<th>Scanning</th>
<th>Reading</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beginning of the task (%)</strong></td>
<td>W</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td><strong>Ending the task (%)</strong></td>
<td>W</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Fixation duration (ms)</strong></td>
<td>W</td>
<td>134</td>
<td>199</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>134</td>
<td>205</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>134</td>
<td>200</td>
</tr>
<tr>
<td><strong>Saccade length (pix)</strong></td>
<td>W</td>
<td>166</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>160</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>160</td>
<td>128</td>
</tr>
<tr>
<td><strong>Saccade direction (%)</strong></td>
<td>Forward</td>
<td>W</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>Upward</td>
<td>W</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Backward</td>
<td>W</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Downward</td>
<td>W</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>26</td>
</tr>
<tr>
<td><strong>Previous fixations (%)</strong></td>
<td>W</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>28</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>27</td>
<td>24</td>
</tr>
</tbody>
</table>

*a160 pix approximates to 13 letters. Mean word length was 9.9 characters.*
Figure 9. The probabilities (y-axis) of being in different HMM states (scanning, reading, or decision) as a function of time. W = word search, A = question – answer and I = subjective interest tasks. The plots show mean probabilities along with the 66 % confidence interval. For example, in the word search condition (W), the participants began the assignments from the scanning state with a probability of 70 %.

Participants spent more time in the scanning and reading than in the decision states (Table 12). However, the times spent in each of the states did not differ considerably across the task types, except the finding that the decision times were longer in the question-answer and subjective interest task than in the word search. In the word search task, the time in decision state corresponds to the duration of making the decision, because participants did not switch back to the scanning and the reading states, unlike in other tasks. The time to reach the decision state also increased with task complexity, suggesting longer times before reaching the decision state for the question-answer and the subjective interest tasks.
Table 12. Expected mean dwell times in scanning, reading and decision states across the task types (W=word search, A=question – answer, I=subjective interest), plus the total times and times before and after reaching the decision state and mean percentages of prevalence of the states. The values are computed from the observation trajectory which was segmented using the Viterbi algorithm on dHMM.

<table>
<thead>
<tr>
<th>Task type</th>
<th>W</th>
<th>A</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total time (s)</td>
<td>4.1</td>
<td>8.5</td>
<td>11.6</td>
</tr>
<tr>
<td>Time to decision (s)</td>
<td>3.4</td>
<td>6.1</td>
<td>8.0</td>
</tr>
<tr>
<td>Time after reaching decision (s)</td>
<td>0.8</td>
<td>2.5</td>
<td>3.6</td>
</tr>
<tr>
<td>Time in states (s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanning</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>Reading</td>
<td>4.3</td>
<td>6.1</td>
<td>6.2</td>
</tr>
<tr>
<td>Decision</td>
<td>0.7</td>
<td>1.4</td>
<td>1.8</td>
</tr>
<tr>
<td>Percentage in states</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scanning</td>
<td>51</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>Reading</td>
<td>33</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>Decision</td>
<td>16</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Comparisons of the associated transition probabilities (Figure 1) showed that participants continued in the same state for several fixations, indicating that processing states operated on time scale longer than one fixation. Transitions between states suggested that in the word search condition participants rarely switched back from the decision state, whereas these transitions occurred with 5% probability in the question-answer and with 14% probability in the subjective interest condition (Figure 1). In the word search and question-answer tasks, participants switched from scanning to decision (80% probability) more often than to reading (20% probability). In the subjective interest task, transitions from decision to reading were common (86% probability).

The probabilities for being in one state at a given time varied between one and zero (Figure 9), suggesting that the states were not mutually exclusive but rather reflect a mixture of ongoing processing which is optimal for the task (Yang & McConkie, 2005). This is in accordance with previous research suggesting that eye movements are generated.
through multiple competing processes (Findlay & Walker, 1999). Eye movement trajectories showed that the decision state was adopted when the participants approached the relevant line (Figure 10). In the word search task, the trajectories indicated mostly scanning, whereas in the other tasks, the lines were read word by word, but the state of processing varied, possibly depending on whether the line was relevant for the task or not.

Figure 10. Eye movement trajectories in the word search (W), question-answer (A) and subjective interest (I) conditions. ‘×’ denotes the scanning state, ‘Δ’ –reading state and ‘☐’ – decision state. The beginning of a trajectory is marked with a circle and ending with two concentric circles.
5 Discussion

5.1 Parafoveal processing of words across visual fields

Study I showed evidence for a RVF advantage in parafoveal processing, suggesting that more information is extracted parafoveally to the right of fixation than to the left. The P2 EFRP responses measured bilaterally at occipital sites 200–280 ms post-stimulus were stronger for orthographically legal words than for non-words when the parafoveal stimuli were presented in the RVF. No such effect was measured for the LVF stimuli. In addition, the P2 responses measured at left central site were stronger for RVF than LVF targets in the associated and non-associated word conditions, and the first fixation durations on the foveal words were longer when the parafoveal RVF stimulus was a non-associated word than a non-word.

Study I allowed investigations of the origins of the RVF advantage. The structural account assumes that the RVF advantage in word recognition occurs because the RVF projects directly to the left hemisphere, which is specialized for language processing for most individuals. The occipital N1 responses (at 140–200 ms post-stimulus) were enhanced over the left hemisphere, which most likely corresponds to the processing taking place at the visual word form area, a system located in the left inferior temporal region, which is specifically devoted to the processing of letter strings (Cohen, et al., 2000; Cohen, et al., 2002). The structural account suggests that information presented in LVF/RH must be transferred to the LH, and that all processing that follows the visual word form area, are identical irrespective of the originally stimulated visual field. Contrary to this, Study I indicated that non-word responses departed from responses to orthographically legal words at occipital sites between 200 to 280 ms post-stimulus. This exceeds the typical time course of word processing suggested by the structural account.

The behavioral and most eye movement results in Study I did not differ between visual fields, supporting the attention account, which assumes that information is extracted equally from both visual fields. The attention account was formulated on the basis of previous eye movement studies which have shown that parafoveal information is primarily
extracted from the location which is about to be fixated next (Henderson, et al., 1989; Inhoff, et al., 1989). The attention account can, however, explain the RVF advantage, because even though attention and targeting of saccades are tightly linked together (Deubel & Schneider, 1996), the shift of attention towards the saccade goal occurs only around 50 ms before saccade onset (Doré-Mazars, Pouget, & Beauvillain, 2004). Thus, attention may have been focused more toward the right during saccade planning, enhancing parafoveal processing of the RVF. Moreover, the words presented in the RVF are likely to benefit from the correct activation pattern, that is, the decreasing left-to-right activation pattern as result of visual acuity and attention decrements toward the visual periphery (Whitney, 2001).

The results of Study I are also compatible with the perceptual learning account, suggesting that the visual training associated with long-term reading at a particular direction can generate visual field differences (Nazir, et al., 2004). The results show that parafoveal information relevant for reading is primarily extracted from RVF, that is, from the normal reading direction of the participants. Thus, the results suggest that the RVF advantage in parafoveal processing can also be explained by an attentional mechanism that biases attention toward reading direction. A similar explanation has also been proposed before (Ducrot & Grainger, 2007; Eviatar, 1995).

Previous research suggests that the structural, attentional and perceptual learning accounts may not be mutually exclusive. For example, the pure effect of perceptual learning has been somewhat difficult to demonstrate, since readers of right-to-left scripts do not show a constant LVF advantage (Nazir, et al., 2004), as the perceptual learning account would predict. Also, studies comparing readers with typical LH language lateralization and atypical RH language lateralization provide further evidence for the structural account (Brysbaert, 1994; Hunter, Brysbaert, & Knecht, 2007; Nazir & Huckauf, 2008). These studies have demonstrated the RVF advantage for readers with LH language lateralization, while the readers with RH language lateralization show an opposite pattern.

The difference observed in parafoveal processing of orthographically legal and illegal words is consistent with reading studies showing parafoveal-on-foveal effects at the level of orthographic familiarity (Starr & Inhoff, 2004; White, 2008). The results are in line with
parallel reading models assuming that attention can be allocated to several words at a time (Engbert, et al., 2005). In contrast, models assuming serial attention shifts in reading (Reichle, et al., 2006; Reichle, Warren, et al., 2009) do not support parafoveal-on-foveal effects. However, serial attention models suggest that low-level information within the perceptual span can be processed in parallel with the foveal word, and that orthographic processing can be completed on several words in parallel. Such pre-lexical processing state can explain the differences in P2 responses between the words and non-words in the RVF.

Contrary to the results by Baccino and Manuta (2005), Study I did not support semantic effects. Using an otherwise similar paradigm except that the targets were presented only in the RVF, Baccino and Manuta showed that parafoveal word form information was processed within 119 ms from the stimulus onset. A subsequent P2 EFRP-component between 200–230 ms differentiated semantically associated and non-associated words from each other at electrode sites extending from frontal to occipital areas. The different effects are possibly due to differences in experimental designs. In Study I, the direction of the next saccade was randomly determined at the onset of each word pair stimulus. Previous studies have shown that precueing of saccade target position led to saccade latencies that were about 40 ms shorter compared to when the saccade target was unknown (reviewed in Findlay & Walker, 1999). Therefore, saccade programming most likely took longer in Study I compared to the study by Baccino and Manuta (2005). This delay may have prohibited parafoveal extraction of the semantic information. However, this is still a minor concern, because the main comparisons in Study I were between the word conditions within each visual field, and no latency differences were observed at occipital sites between visual fields or the word conditions.

5.2 Text format
In Study II, the vertical texts were read at slower rate and less efficiently than the standard horizontal text. There were no differences in the number of fixations and number of regressions between the horizontal and vertical texts, but the fixation durations were longer for the vertical formats than for the standard horizontal text format. The vertical texts comprised of greater number of pages than the horizontal text. The difference in the
number of pages may explain, at least, partly the differences in reading rates, because frequent page shifts take time and the readers need to move their eyes from the bottom of the page to the top of the next page.

The benefits of the vertical presentation may also have been obscured by the participants' experience in horizontal reading. Previous studies have shown that practice in reading increases the size of the letter identity span, which in turn correlates with increased reading speed (Häikiö, et al., 2009). Furthermore, the findings by Osaka and Oda (1991) showed an equal performance for Japanese readers in horizontal and vertical reading. These findings together suggest that practice in vertical reading might increase the reading speed and make reading in the vertical direction more efficient.

One possibility is that vertical reading was slow because the readers’ word identification span (Ojanpää, et al., 2002) and visual acuity (Curcio & Allen, 1990) are reduced in the vertical direction. The visual-span hypothesis proposes a causal link between the size of the visual span (the area from which information can be acquired without any help of linguistic information) and the reading speed. This theory is described in the Mr. Chips model (Legge, Hooven, Klitz, Mansfield, & Tjan, 2002), suggesting that the mean saccade lengths decrease along with decreasing visual span size.

Contrary to the assumption that the visual span is limited by visual acuity (Curcio & Allen, 1990), Pelli et al. (2007) proposed that the limits of the visual span are determined by crowding. That is, the border between uncrowded (central) and crowded (peripheral) visual field is not fixed on the retina, but it depends on spacing between the objects being viewed and on their distance from fixation (eccentricity). According to Levi and Carney (2009) crowding is the main bottleneck that affects reading and object recognition in peripheral vision. Objects that can be easily identified in isolation seem jumbled when they appear in clutter due to inappropriate integration of features into an object in which they do not belong.

In addition, Feng, Jiang, and He (2007) found that crowding was significantly stronger for horizontally than for vertically arranged configurations, and confirmed that the asymmetry in crowding was not a property of low-level sensory processing. They suggested that horizontal reading might explain why the attentional mechanism more likely
integrates the horizontally arranged items into single units, but the effect is less likely to occur for vertical configurations. Thus, the potential value of vertical text may be related to the diminished crowding in vertical direction (Feng, et al., 2007; Yu, et al., 2010).

A possible explanation for the slow performance in vertical reading might be the readers’ inability to extract useful parafoveal information in the vertical direction. Furthermore, since reading in the vertical direction is not as common as horizontal reading, the foveal processing load may have been greater during vertical than during horizontal reading. This was possibly reflected by the longer fixation durations observed for vertical reading. Greater foveal processing load may also be linked with diminished parafoveal processing, because previous studies have shown that increased foveal processing load is associated with decreased parafoveal information extraction (Henderson & Ferreira, 1990).

5.3 Attention to parafoveal pictorial stimuli

Study III investigated how online readers allocate attention toward peripheral advertisements when the combination of animated and static ads varied (Experiment 1), when the ads appeared abruptly on the screen (Experiment 2), and when the nature of the primary task was manipulated (Experiment 3). The results of all experiments showed that the effect of ads on reading was mostly accompanied by direct fixations to ads. This finding is in line with the view that attentional capture by ads is primarily related to mechanisms of overt attention, and runs counter to studies, suggesting that online ad processing occurs peripherally via the covert attention mechanism (Burke, et al., 2005; Day, et al., 2006; Drèze & Hussherr, 2003).

Moreover, the findings that the ad conditions had only a slight effect on reading eye movements and that participants’ self-reports about experienced attention were consistent with the eye movement results further support the hypothesis that distraction by ads occurs through overt fixations toward the ads rather than as covert processing of ads. However, it is possible that some intricate events may be time locked to the appearance of the ads, and that such subtle events are buried in the variance of the global analyses reported in Study III. For example, the results of Experiment 2 suggested that reading comprehension decreased when the ad was presented to the right compared to when the ad was presented
above the text, and that the onset of the ad on the right impaired reading comprehension more than the onset of the ad above. These observations could also be explained by covert processing of the ad information to the right of the text, which did not elicit an overt eye movement.

Experiment 1 showed that a combination of one static and one animated ad increased attentional capture. This was an unexpected finding, since it was originally expected that two animated ads would produce the most attentional capture. Thus, it is likely that when two animated ads are presented simultaneously, they are equally salient (both contain motion) and compete equally for readers’ attentional resources. This increased saliency is likely to be accompanied by increased attentional resources being invested in ignoring the task-irrelevant stimuli. As a consequence, two animated ads are ignored by top-down attention as effectively as two static ads, but when only one of the ads is animated, it is individually more salient and more likely captures attention.

The results of Experiment 2 showed an association between the ad onset time and the time when the ad to the right was fixated for the first time during a reading task. No such effect was observed for the ad above, but the abrupt onset increased the number of entries and fixations toward the ad above. Furthermore, both ads were fixated more often during the first five fixations after the ad onsets. These results suggest that abrupt onset captures attention immediately, especially when it occurs in the proximity of the text. Although, the abrupt onset in the visual periphery captured attention less immediately, attention was drawn to the ad above more often when it appeared abruptly. This was indicated by increased number of eye entries and fixations toward the ad above when it appeared abruptly.

The reading results of Experiment 2 further suggested that comprehension was better when the ad above appeared abruptly compared to the condition when the ad was present throughout the trial. The abrupt onset in the periphery possibly increased attention toward the text, resulting in improved reading comprehension. Prior studies have reported similar findings, suggesting that peripheral ads might increase the participants’ level of arousal and result in increased processing resources invested in the primary task (Burke, et al., 2005; Day, et al., 2006).
In Experiment 3, participants paid more attention to ads when the task was to browse the pages according to their own interest compared to the reading for comprehension task. Moreover, the participants adopted a more superficial reading strategy in the free browsing than in the reading task. In the free browsing task, the abrupt onset time of both ads was associated with the time when the participants first fixated the ads. In the reading task (similarly to Experiment 2), such an effect was observed only for the ad to the right of the text. This result suggests that when participants are engaged in a reading task, they are more capable of overriding the attentional capture by peripheral abrupt onsets compared to when the abrupt onset occurs in the proximity on the main task area. Interestingly, the results of Experiment 3 indicate that the mere presence of the ads did not interfere with reading, because the baseline condition where no ads were presented was not beneficial in any of the reading measures. This finding further supports our conclusion that the interference by ads occurs primarily through overt fixations rather than through covert attention to ads.

The finding that the ad to the right of the text was attended more often than the ad above suggests that animation or abrupt onset attract more attention when presented in the proximity of the text compared to when the ad is presented in the periphery. Moreover, Experiment 2 showed that reading comprehension was impaired more when the ad was presented to the right than above the text. Most likely, the ad on the right was attended more than the ad above, because when reading the text from left to right, the readers approach the ad on the right each time they reach the end of the line. Thus, the ad on the right enters their perceptual span at least occasionally (Rayner, 1998). On the contrary, the further the readers advance in the text, the longer their gaze is from the ad above the text.

### 5.4 Reading processes in information search tasks

Study IV adopted a reverse inference approach (see Poldrack, 2006) by comparing the model parameters to eye movement behavior reported in existing studies where the cognitive processing state of the observer is supposedly known. This approach was used to make hypotheses about hidden cognitive states in everyday information search tasks, where participants were asked to perform a simple word search, find an answer to a question, or to
find a subjectively most interesting topic. The dHMM model suggested that participants shifted their reading processes reflected in their eye movement patterns as they proceeded in the tasks.

A scanning state was typical in the beginning of the tasks. The dHMM parameters for the scanning states indicated long saccades with no preference for direction, accompanied with short fixations. The second states were labeled as reading because of frequent forward saccades, with the distance corresponding to an average word length. Also, the mean fixation duration and number of regressions were in accordance with the previous studies of reading (Hyönä & Niemi, 1990). The third states were termed as decision because the parameters suggested rather careful processing of the sentences. Saccades landed almost always on previously fixated words, and the saccade lengths corresponded to an average word length. Furthermore, the amount of regressions was twice the amount usually observed for reading.

Previously, Liechty et al. (2003) have adopted a similar approach by modeling eye movement data in order to identify different processing states in an advertisement viewing task. The processing states discovered in Study IV shared several similarities with their findings. The scanning state and their global processing state were both characterized by long saccades and relatively short fixations. Short saccades and long fixations were typical for the attentive processing state in Liechty et al. (2003) and the reading and decision states in Study IV. However, Study IV suggests a finer structure by segmenting the attentive processing into two (i.e., reading and decision) states.

The HMMs are designed for reverse inference tasks, and thus they differ from the models of reading (e.g., Engbert, et al., 2005; Reichle, et al., 2006; Reilly & Radach, 2006) that are models of forward inference. That is, they describe how perceptual and cognitive processes drive eye movements, whereas our model tries to make inferences about cognitive processes given the eye movements. A potential concern regarding the comparisons of dHMM parameters to previous studies on reading (e.g., Rayner, 1998, 2009) is that participants may have altered their processing states also in the previous tasks. However, as pointed out by Hyönä et al. (2002), many reading studies have treated differences in reading strategies as a nuisance, and attempted to investigate reading under
simplified conditions, for example, by presenting single sentences. Therefore, it is likely that previous studies reflect rather ‘pure’ types of reading processes.

Both oculomotor and cognitive models can explain the results of Study IV. A strategy-tactics model (O'Regan & Jacobs, 1992) suggests that readers can adopt either careful or risky global strategies that influence their eye movements. The assignment presented before the word lists may have biased participants to use a certain eye movement strategy on the forthcoming task. Thus, it is possible that a global eye movement strategy was adopted for each task beforehand. On the other hand, the task types differed in transition sequences between the processing states, possibly suggesting that the processing state was also adjusted based on the current tasks (Radach et al., 2008; Carver, 1990).

Despite the controversial theoretical views, the results of Study IV have relevance in practical applications. The finding that the eye movement patterns differ within a task may be applicable in a proactive information retrieval application. Such an application can search for more documents on a specific topic after detecting eye movement behavior indicating observers’ interest on that topic (see Puolamäki, Salojärvi, Savia, Simola, & Kaski, 2005).

5.5 Future directions

This thesis opens several ideas for future research. For example, in Study I the possible confound resulting from the experimental design in which the direction of the next saccade was randomly determined at the onset of each word pair stimulus could be tested by using a blocked design (or by cuing the next saccade direction). Such a design may help to compare the results with Baccino and Manuta (2005) who showed that parafoveal word form information was processed much earlier (at 119 ms post-stimulus) than in the present study (around 200–280 ms post-stimulus). An improved design may also help to test the predictions based on reading models (e.g., Engbert, et al., 2005; Reichle, et al., 2006).

The EFRP time window of 300 ms used in Study I may have been too short to reveal the semantic parafoveal-on-foveal effects, because the saccade programming most likely took more time than in the study by Baccino and Manuta. They showed that a P2 EFRP-component between 200–230 ms differentiated semantically associated and non-associated
words from each other. Improved artifact correction methods (Baccino, 2011; Dimigen, et al., in press) would allow investigating the EFRPs in longer time windows than 300 ms. Moreover, the visual field differences in parafoveal information extraction should be tested under more naturalistic reading conditions, for example, when participants are reading whole sentences or text chapters. As pointed out by Rayner et al. (1996) reading is a complex task, and attempting to generalize from eye movement behavior when single words are read to eye movement control in reading may be somewhat hazardous.

Study II suggested that vertical reading could be improved by practice. Thus, it would be interesting to train the participants in vertical reading, since previous research (e.g., Study I) suggests that practice improves information processing at reading direction. Moreover, besides the word search study by Ojanpää et al. (2002), there is little research on parafoveal processing of words presented in the vertical direction. Thus, investigating vertical parafoveal preview and parafoveal-on-foveal effects would be of interest in future studies. In such studies, the spacing between the lines is clearly a relevant factor. If the line spacing is small, it is possible that readers can extract more information from the next lines, but on the other hand, the effect of vertical crowding may increase. However, if the lines are too far away from each other, it becomes difficult for the readers to extract information from the next lines.

The results of Study III suggested that when two animated ads were presented simultaneously, they competed equally for the readers’ attentional resources and were ignored by top-down attention as effectively as two static ads. In future studies, it would be of interest to test how increasing the amount of peripheral ads affects attention allocation across them, and whether the effectiveness of ads is cancelled out when many ads compete for the viewers’ attentional resources simultaneously. In addition to the two ad formats (i.e., vertical and horizontal banners) investigated in the present study, the Internet Advertising Bureau (IAB) has standardized around 16 different online ad formats that vary in size. It would be of interest to know how users process these ad formats. Moreover, new advertising technologies have been developed. For instance, formats referred to as “over-the-page” units have features such as peeling back, floating over the page, and expanding or appearing between pages. Eye tracking could be used to examine how viewers process such
ad formats that cover the main task area on the screen. In comparison to Study III, which investigated the influence of peripheral ads, it would be of interest to study, for example, how fast readers are able to return to the topic after an appearance of such a ‘focal’ distractor.

Study IV showed that a hidden Markov model is able to reveal intra-individual and within-task variations in information search tasks. This approach could be applied more widely to study top-down strategic modulations on reading. For example, applying the model to the reading tasks presented in this thesis, that is, to study vertical reading (Study II) and reading of texts that are surrounded by pictorial distractors (Study III) may reveal interesting features about the ongoing processes. It would be of interest to know whether the within-task modulation is greater in the presence of peripheral ads, which may give indications of the possible covert processing of the ads. Moreover, it would be interesting to compare within-task variations between the reading for comprehension and free browsing tasks. Further, it would be interesting to investigate whether readers adopt different reading strategies when reading vertical texts as compared to the normal horizontal reading. Also, the current HMM implementation did not take word features into account, but instead modeled global features (e.g., saccade length, and mean fixation duration) of the eye movement trajectory. Possibly, the model performance could have been enhanced if the word features were taken into account.

Moreover, as pointed out by Baccino (2011) one of the major difficulty in interpreting the eye movements is to determine whether a fixation represents deep (e.g., semantic) or more superficial processing. Thus, other indices of the processing may help to make more fine-grained interpretations of the underlying cognitive processing. EFRPs can provide a complementary measure to capture the cognitive processes under natural (ecologically valid) viewing tasks by showing when and in which order different cognitive processes occur (e.g., Dimigen et al., in press). Thus, the reading tasks presented in Studies II-IV may also benefit of co-registration of eye movements and EEG. For example, EFRP analyses might help to detect whether some attentional / semantic component can be associated to a fixation (see Baccino, 2011). Such information possibly helps in making inferences on the strategic, top-down, modulation of reading processes.
Besides the relative lack of previous experimental studies on online reading, there is an ongoing public debate on the possible long-term effects of online reading on cognition. This debate claims that applied environments give rise to new types of more superficial reading processes, and that the Internet might have detrimental effects on cognition that diminish the capacity for concentration and contemplation (Carr, 2010). These claims have not been experimentally tested, suggesting that online reading is not well understood currently.

6 Conclusions

The Internet has become a ubiquitous information search and communication channel. Due to an extensive user population and because Web pages are complex visual stimuli that incorporate a combination of textual, pictorial and multimedia content, it is important to understand how the Web users process online texts. Compared to a fairly good understanding of eye movement guidance in reading when people read simple sentences or text paragraphs, relatively little is known about eye movements in online reading situations. This thesis comprises of eye tracking studies investigating information processing during various reading tasks. Study I investigates how parafoveal information is extracted either to the left or to the right of the current fixation. Studies II-IV examine information processing in various online reading tasks in which the extraction of parafoveal information plays a crucial role.

This thesis demonstrated that text format affects reading performance and eye movements. The results showed that long-term learning of left-to-right reading affects the way in which parafoveal information is extracted from words presented either to the left or to the right of the foveal word. The results indicated that more parafoveal information was extracted from the normal reading direction of the participants, that is, to the right of the fixated word. The results also suggest that attention was directed more to the right than to the left, suggesting that the observed right visual field advantage was explained by a mechanism that biases attentional orienting a function of reading direction. Moreover, vertical text was read at slower rate than a standard horizontal text, and the mean fixation duration was longer for vertical formats than for horizontal text. It was assumed that these
differences result from the readers experience in horizontal reading, and that the differences may diminish with training in vertical reading.

Further, the results showed that animated online advertisements and abrupt ad onsets capture online readers’ overt attention, and distract the reading process. Attentional capture by abrupt ad onsets was observed especially when the ads were presented to the right of the text being read. Taken together, the results suggest that when parafoveal stimuli (either words or pictorials) are presented to the right of the fixated region, they are attended to more than stimuli presented elsewhere on the screen. The most likely explanation for this finding is that at least occasionally the stimuli on the right enter the observers’ region of effective vision, that is, the perceptual span.

Moreover, it was shown that the primary task of the observers affects the way in which attention is allocated across the screen. When the observers were asked to browse the Web pages according to their own interest, the ads were looked at more frequently and for longer periods compared to when they were reading the online texts for comprehension. The results further suggest that the processing states vary within the tasks when Web users are performing online information search tasks. For example, when they are searching for a specific keyword, looking for an answer to a question, or trying to find a subjectively most interesting topic. A scanning type of behavior was observed in the beginning of the tasks, after which participants tended to switch to a more careful reading state before finishing the tasks in the states termed as decision states.
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