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1 Introduction

The thesis deals with Bergman spaces, Bergman projections and Toeplitz operators on Bergman spaces. The theory of these integral operators is a combination of complex analysis, operator theory and functional analysis. The first systematic study of Bergman spaces was presented in 1950 by Stefan Bergman in [2]. The Bergman space $A^2(\Omega)$ over a bounded domain $\Omega \subset \mathbb{C}$ consists of all analytic functions $f : \Omega \to \mathbb{C}$ which are square-integrable with respect to the Lebesgue area measure. The Bergman space $A^2(\Omega)$ is a closed linear subspace of the Hilbert space $L^2(\Omega)$ and thus a Hilbert space on its own. The Bergman projection $P_\Omega$ is the orthogonal projection from $L^2(\Omega)$ onto $A^2(\Omega)$ or, in other words, the integral operator induced by the Bergman kernel function.

In the beginning of the 20th century Otto Toeplitz studied bi-infinite matrices, with constant diagonals, on the space $l^2$. The matrix was named as the Toeplitz matrix and the integral operator related to it as the Toeplitz operator. In the original setting, Toeplitz operators act on the Hardy space $H^2$ of the unit circle. Later, the properties of Toeplitz operators on the Bergman spaces were explored as well – the papers [13, 26, 35, 54] are among the first studies with this approach. Toeplitz operator with a symbol $a$ (in the Bergman space setting) is defined by $T_a(f) = P_\Omega(a f)$, where $f$ is an analytic function on $\Omega$ and $P_\Omega$ is the Bergman projection. In this thesis we consider Toeplitz operators acting on the Bergman spaces $A^p(\Omega)$, $1 < p < \infty$, where $\Omega \subset \mathbb{C}$ is a bounded simply connected domain with certain restrictions for the boundary. Moreover, we deal with generalized Bergman projections on the weighted space $L^p_v(\Omega)$, where $\Omega \subset \mathbb{C}$ is a quite general domain, so-called regulated domain.

During the last thirty years the knowledge of analytic function spaces and operators acting on them has increased significantly. Bergman spaces $A^p$ and Bergman and Toeplitz operators have been studied extensively because of their importance in pure and applied mathematics and in other sciences. The applications include for example the Berezin-Toeplitz quantization (quantum physics) [17], the Korteweg-de Vries-equation [20] and the connection of the Bergman kernel with partial differential equations [3]. Despite the intense study, the results concerning boundedness (and compactness) are only partial and the following fundamental questions remain open: For which domains $\Omega \subset \mathbb{C}$ and for which $1 < p < \infty$ the Bergman projection defines a continuous mapping $L^p(\Omega) \to A^p(\Omega)$ [23]? What is a sufficient and necessary condition for Toeplitz operator to be bounded on the Bergman space $A^2$? Let $D \subset \mathbb{C}$ be the unit disk and $1 < p < \infty$. Then, if the symbol $a$ is bounded, it is clear that the Toeplitz operator $T_a : A^p(D) \to A^p(D)$ is bounded due to the boundedness of the Bergman projection. In the case of unbounded symbols, there are still open problems, and conditions for the boundedness and compactness in terms of the symbol are known only in some special cases.

The boundedness results in the literature deal with various classes of symbols and domains and different weights on the spaces $L^p$ and $A^p$. In Section 2 we present some of these results. For further reading on the Bergman and Toeplitz operators, we refer to [15, 24, 40, 59], which give an overview of the general theory and of the research and advances from the 1980’s till the 2000’s.

The properties of the operators that we focus on are boundedness and compactness. In the classical setting the Bergman projection acts on the Hilbert space $L^2(D)$ and the Toeplitz operator $T_a$ on the Bergman space $A^2(D)$. The main contribution of this thesis is that the boundedness results concern more general bounded simply connected planar domains. Loosely speaking, the more complicated the boundary of the domain is, the more challenging it is to consider the boundedness because of the singularities of the Bergman kernel at the boundary. Moreover, we study Toeplitz operators with quite general symbols, i.e., locally integrable symbols. We also generalize the concepts of Bergman and Toeplitz operators by using more general definitions for them.

The thesis consists of an introductory part and three published articles. In section 2 we
give a general overview of the theory and literature of Bergman spaces and projections and Toeplitz operators. Some necessary concepts and results are also presented. Section 3 includes the main results of the article [A], where we obtain boundedness results for generalized Bergman projections on the growth space $L^\infty_v(\Omega)$. In article [B] we show sufficient conditions for the boundedness and compactness of generalized Toeplitz operators on the Bergman spaces $A^p(\Omega)$, where $\Omega$ is a bounded simply connected domain with $C^4$-smooth boundary. The main results of [B] are introduced in Section 4. Section 5 consists of the main results of the article [C], which is a direct continuation of the article [B]. In [C] the consideration is extended from smoothly bounded domains to polygons. In the last section we propose a further study by presenting some open questions.

2 Preliminaries

2.1 Bergman spaces

Let $\Omega$ be a bounded simply connected domain in the complex plane. The Bergman space $A^p(\Omega)$ consists of all the analytic functions that belong to the space $L^p(\Omega)$ of measurable, complex-valued $p$-th power integrable functions. More precisely, let $1 \leq p < \infty$,

$$A^p(\Omega) := \left\{ f : \Omega \to \mathbb{C} \text{ analytic} \mid \|f\|_p := \left( \int_\Omega |f(z)|^p dA(z) \right)^{1/p} < \infty \right\},$$

where $dA(z) = \pi^{-1} dxdy$ (with $z = x + iy$) is the Lebesgue area measure in the plane, scaled such that $\int_\Omega dA(z) = 1$. Respectively, the Bergman space $H^\infty(\Omega)$ consists of bounded analytic functions, i.e.

$$H^\infty(\Omega) := \left\{ f : \Omega \to \mathbb{C} \text{ analytic} \mid \|f\|_\infty := \sup_{z \in \Omega} |f(z)| < \infty \right\}.$$

The notation $H^\infty(\Omega)$ is used because $H^\infty(\Omega)$ is also a Hardy space. Bergman spaces $A^p(\Omega)$ and $H^\infty(\Omega)$ are Banach spaces since $A^p(\Omega)$ (resp. $H^\infty(\Omega)$) is a closed linear subspace of $L^p(\Omega)$ (resp. $L^\infty(\Omega)$). In particular, the space $A^2(\Omega)$ is a Hilbert space with the inner product $(f,g) = \int_\Omega f(z)\overline{g(z)}dA(z)$, $f,g \in A^2(\Omega)$.

Remark 2.1. The domain $\Omega$ could be a more general planar domain or a domain in higher dimensional complex plane $\mathbb{C}^n$. However, in this thesis we focus on bounded simply connected planar domains.

Bergman spaces have the following fundamental properties, see [15, 24, 59] for details.

(i) Let $1 \leq p < \infty$. For all $f \in A^p(\Omega)$

$$|f(z)| \leq \text{dist}(z, \partial \Omega)^{-\frac{2}{p}} \|f\|_p,$$

for all $z \in \Omega$.

(ii) Let $K \subset \Omega$ be compact. There exists $C_K > 0$ such that $\sup_{z \in K} |f(z)| \leq C_K \|f\|_p$ for all $f \in A^p(\Omega)$. This follows from (i). In particular, for a fixed $z \in \Omega$, the point-evaluation $f \mapsto f(z)$ is a bounded linear functional on $A^p(\Omega)$.

(iii) Let $1 \leq p < \infty$, $f \in A^p(\mathbb{D})$ and $0 < r < 1$. Let $f_r$ be the dilation of $f$, i.e. $f_r(z) := f(rz)$ for all $z \in \mathbb{D}$. Then $\|f - f_r\|_p \to 0$ as $r \to 1_-$.

(iv) The functions of $A^p(\mathbb{D})$, $1 < p < \infty$, can be approximated by Taylor polynomials with respect to the $\|\cdot\|_p$-norm. More precisely, let $f(z) = \sum_{k=0}^\infty a_k z^k$ be the Taylor series of $f \in A^p(\mathbb{D})$. Then $\lim_{n \to \infty} \|f - \sum_{k=0}^n a_k z^k\|_p = 0$. For polynomial approximation in Bergman spaces of more general planar domains, see [7].
Let \( 1 < p < \infty \) and \( 1/p + 1/q = 1 \). It is well known that \( A^p(\mathbb{D})^* \), the dual space of \( A^p(\mathbb{D}) \), is isomorphic to \( A^q(\mathbb{D})^* \): for each functional \( F \in A^p(\mathbb{D})^* \) there exists a unique \( g \in A^q(\mathbb{D}) \) such that \( F(f) = \int_{\mathbb{D}} f(z)\overline{g(z)}dA(z) \) for all \( f \in A^p(\mathbb{D}) \) and under the same integral pairing, each function \( g \in A^q(\mathbb{D}) \) induces a bounded linear functional \( F_g \) on \( A^p(\mathbb{D}) \). If \( p \neq 2 \), this isomorphism is not isometric [15, p.35]. The dual spaces of more general Bergman spaces (for example \( A^p(\mathbb{D}) \) and \( A^q_{\mathbb{D}}(\mathbb{D}) \)) have been studied in [24, 31, 43, 44], where it can be seen that the representation of the dual space is closely connected with the boundedness of the Bergman projection.

We also consider weighted Bergman spaces \( A^p_v(\Omega) \) and \( H^\infty_v(\Omega) \), where a measurable function \( v : \Omega \to \mathbb{R}_+ \) is a weight function. Bergman space \( A^p_v(\Omega) \) is defined as \( A^p(\Omega) \), the norm \( \| \cdot \|_p \) replaced by the weighted norm

\[
\|f\|_{p,v} := \left( \int_{\Omega} |f(z)|^p v(z)dA(z) \right)^{1/p}.
\]

Respectively, \( H^\infty_v(\Omega) \) is defined as \( H^\infty(\Omega) \), with the weighted norm

\[
\|f\|_{\infty,v} := \text{ess sup}_{z \in \Omega} v(z)|f(z)|.
\]

If the weight \( v \) is continuous, then the space \( A^p_v(\Omega) \) is a Banach space. Especially, \( A^2_v(\Omega) \) is a Hilbert space with the inner product

\[
\langle f, g \rangle_v = \int_{\Omega} f(z)\overline{g(z)}v(z)dA(z) \quad \text{for all } f, g \in A^2_v(\Omega),
\]

and with the norm \( \|f\|_{2,v} = \langle f, f \rangle_v^{1/2} \).

Remark 2.2. Continuous weights belong to a more general class of weights, admissible weights, which are important in the theory of Bergman spaces. A weight \( v \) (on \( A^2(\Omega) \)) is admissible if for every compact \( K \subset \Omega \), there exists \( C_K > 0 \) such that \( \sup_{z \in K} |f(z)| \leq C_K \|f\|_{2,v} \) for all \( f \in A^2_v(\Omega) \) [39]. If the weight \( v : \Omega \to \mathbb{R}_+ \) is admissible, there exists a unique Bergman type kernel, i.e. reproducing kernel of \( A^2_v(\Omega) \).

In this work, we consider weights of the natural form, i.e. a power of the boundary distance

\[
\omega_\alpha(z) := (\text{dist}(z, \partial\Omega))^\alpha, \quad z \in \Omega, \quad \alpha > -1, \quad (2.1)
\]

and equivalent weights

\[
v_\alpha(z) := (1 - |\varphi(z)|^2)^\alpha|\varphi'(z)|^{-\alpha}, \quad z \in \Omega, \quad \alpha > -1, \quad (2.2)
\]

where \( \varphi : \Omega \to \mathbb{D} \) is a Riemann conformal mapping. The weights (2.1) and (2.2) are equivalent due to the Koebe distortion theorem [41, p.9]:

\[
\frac{1}{4}(1 - |\varphi(z)|^2)|\varphi'(z)|^{-1} \leq \text{dist}(z, \partial\Omega) \leq (1 - |\varphi(z)|^2)|\varphi'(z)|^{-1} \quad \text{for all } z \in \Omega.
\]

The equivalence \( \omega_\alpha \sim v_\alpha \) is essential since it enables the consideration of the unit disk instead of a (more general) bounded simply connected domain \( \Omega \).

Let us now take a closer look at the Hilbert space \( A^2(\Omega) \), where \( \Omega \subset \mathbb{C} \) is an arbitrary, bounded simply connected domain (with no restrictions for the boundary). Let us fix \( z \in \Omega \). Since the point-evaluation \( f \mapsto f(z) \) is a bounded linear functional on \( A^2(\Omega) \), according to the Riesz representation theorem, there exists a unique function \( K_{z,\Omega} \in A^2(\Omega) \) such that

\[
f(z) = \langle f, K_{z,\Omega} \rangle = \int_{\Omega} f(w)\overline{K_{z,\Omega}(w)}dA(w) \quad (2.3)
\]
for all \( f \in A^2(\Omega) \). The function \( K_\Omega(z, w) := \overline{K_\Omega(w)} \) is known as the Bergman kernel function of the domain \( \Omega \) or as the reproducing kernel because of the property (2.3). The Bergman kernel of \( \Omega \) can be represented as

\[
K_\Omega(z, w) = \sum_{n=1}^{\infty} \varphi_n(z)\overline{\varphi_n(w)}, \quad z, w \in \Omega, \tag{2.4}
\]

where \( \{\varphi_n\}_n \) is an arbitrary orthonormal basis of \( A^2(\Omega) \) \([15, 18]\). The series in (2.4) converges uniformly and absolutely on compact subsets of \( \Omega \times \Omega \). The kernel function \( K_\Omega \) and the Riemann conformal mapping \( \varphi : \Omega \to \mathbb{D} \) are related as follows \([18]\)

\[
K_\Omega(z, w) = \varphi'(z)K_{\mathbb{D}}(\varphi(z), \varphi(w))\overline{\varphi'(w)} = \frac{\varphi'(z)\overline{\varphi'(w)}}{(1 - \varphi(z)\overline{\varphi(w)})^2}, \tag{2.5}
\]

where \( K_{\mathbb{D}}(\lambda, \xi) = \frac{1}{(1 - \lambda\xi)^2} \) is the kernel function of \( A^2(\mathbb{D}) \). The Bergman kernel is conjugate symmetric, i.e., \( K_\Omega(z, w) = \overline{K_\Omega(w, z)} \). For further reading on Bergman kernels of various domains and on the boundary behavior of the kernels, see \([29]\).

### 2.2 Bergman projections

First, we recall basic definitions of projection operators. Let \( X \) be a Banach space. Linear operator \( P : X \to X \) is called a projection if \( P^2 = P \), i.e., if \( P(Px) = Px \) for all \( x \in X \). In particular, on a Hilbert space a projection can be orthogonal. Let \( H \) be a Hilbert space equipped with an inner product \( \langle \cdot, \cdot \rangle \) and let \( P : H \to H \) be a projection. If \( \operatorname{Ker} P \perp \operatorname{Im} P \), i.e., \( \langle x, y \rangle = 0 \) for all \( x \in \operatorname{Ker} P, y \in \operatorname{Im} P \), then \( P \) is called an orthogonal projection. Equivalently, a bounded linear operator \( P \) on a Hilbert space \( H \) is an orthogonal projection if and only if \( P^2 = P = P^* \), where \( P^* \) is the adjoint of \( P \).

Let \( M \subset H \) be a closed linear subspace of Hilbert space \( H \) and let \( M^\perp := \{ x \in H \mid \langle x, y \rangle = 0 \text{ for all } y \in M \} \) be the orthogonal complement of \( M \). Then, there exists a unique orthogonal projection \( P : H \to M \) such that \( \operatorname{Im} P = M \) and \( \operatorname{Ker} P = M^\perp \). This projection is called the orthogonal projection from \( H \) onto \( M \), and obviously \( P|_M \) is the identity operator on \( M \).

We introduce now the Bergman projections used in this thesis.

(i) The orthogonal projection from \( L^2(\mathbb{D}) \) onto \( A^2(\mathbb{D}) \) is called the standard Bergman projection \( P \), and it has the integral representation

\[
(Pf)(z) = \int_\mathbb{D} \frac{f(w)}{(1 - z\overline{w})^2}dA(w), \quad f \in L^2(\mathbb{D}), \quad z \in \mathbb{D}. \tag{2.6}
\]

(ii) Let us denote \( L^2_\alpha(\mathbb{D}) := L^2_{(1-|z|^2)^\alpha}(\mathbb{D}) \) and \( A^2_\alpha(\mathbb{D}) := A^2_{(1-|z|^2)^\alpha}(\mathbb{D}) \), where \( \alpha > -1 \). Let \( P_\alpha \) be the orthogonal projection from \( L^2_\alpha(\mathbb{D}) \) onto \( A^2_\alpha(\mathbb{D}) \). The projection \( P_\alpha \) is called the weighted Bergman projection and it can be expressed as

\[
(P_\alpha f)(z) = (1 + \alpha) \int_\mathbb{D} \frac{(1 - |w|^2)^\alpha}{(1 - z\overline{w})^{2+\alpha}} f(w)dA(w). \tag{2.7}
\]

Especially, if \( \alpha = 0 \), we have \( P_0 = P \). Even though the Bergman projection is originally defined on the Hilbert space \( L^2_0(\mathbb{D}) \), the integral formula (2.7) extends the domain of \( P_\alpha \) to \( L^1_\alpha(\mathbb{D}) \) since the integral (2.7) converges when \( f \in L^1_\alpha(\mathbb{D}) \). Thus, we can apply the operator \( P_\alpha \) to \( L^p_\alpha(\mathbb{D}) \) for all \( 1 \leq p < \infty \) \([24, p.6]\). In particular, if \( f \in A^1_\alpha(\mathbb{D}) \), then \( P_\alpha \) reproduces \( f \), i.e., \( P_\alpha f = f \).
(iii) Let $\Omega \subset \mathbb{C}$ be a bounded, simply connected domain. The Bergman projection $P_\Omega$ is the orthogonal projection from $L^2(\Omega)$ onto $A^2(\Omega)$, and it has the integral formula

$$
(P_\Omega f)(z) = \int_\Omega \frac{\varphi'(z)\overline{\varphi'(w)}}{(1 - \varphi(z)\overline{\varphi(w)})^2} f(w) dA(w), \quad z \in \Omega,
$$

where $\varphi : \Omega \to \mathbb{D}$ is a Riemann conformal mapping. The projection $P_\Omega$ has the reproducing property on $A^p(\Omega)$, $p \geq 1$, provided that the integral in (2.8) converges for all $f \in A^p(\Omega)$ and all $z \in \Omega$. This is the case at least if $K_\Omega(\cdot, w) \in A^q(\Omega)$ ($1/p + 1/q = 1$), i.e. if $|\varphi'|^q$ is integrable over $\Omega$ (respectively, $|\psi|^{2-q}$ integrable over $\mathbb{D}$), see the proof of Theorem 2 in [43].

(iv) Generalized Bergman projections (or Bergman type projections) $P_{\varphi,\alpha,\eta}$, $\alpha > -1$, $\eta \in \mathbb{R}$, are defined by

$$
(P_{\varphi,\alpha,\eta} f)(z) := (1 + \alpha) \int_\Omega \frac{\varphi'(z)\overline{\varphi'(w)}(1 - |\varphi(w)|^2)^\alpha}{(1 - \varphi(z)\overline{\varphi(w)})^{2+\alpha}} \left( \frac{\varphi'(z)}{\varphi'(w)} \right)^\eta f(w) dA(w),
$$

where $\varphi : \Omega \to \mathbb{D}$ is a Riemann conformal mapping and $f : \Omega \to \mathbb{C}$ is a measurable function. These operators were first introduced in [50, p.66] in the case $\eta \in \mathbb{Z}$ and acting on $L^2_{\varphi,\eta}(\Omega)$, where $\omega_{\varphi}(z) = (\text{dist}(z, \partial \Omega))^{\sigma}$, $\sigma > -1$ and $1 < p < \infty$. If $\Omega = \mathbb{D}$ and $\eta = 0$, then $P_{\varphi,\alpha,\eta} = P_{\alpha}$ (see (2.7)). When $\eta = \alpha/2$, we have the orthogonal projection $P_{\varphi,\alpha,\eta} = P_{\varphi,\alpha,\eta}/2$ from $L^2_{\nu_\alpha}(\Omega)$ onto $A^2_{\nu_\alpha}(\Omega)$, where $\nu_\alpha$ is as in (2.2) (for the proof, see [A, Lemma 3.1]). Recall that $\nu_\alpha(z) \sim (\text{dist}(z, \partial \Omega))^{3\alpha}$. It follows from an easy change of variables formula that the relation between $P_{\varphi,\alpha,\eta}$ and $P_{\alpha}$ can be expressed as

$$
P_{\varphi,\alpha,\eta} = T_{\varphi,\eta} \circ P_{\alpha} \circ T_{\psi,\eta},
$$

where $T_{\varphi,\eta}(f) = (f \circ \varphi)(\varphi')^{1+\eta}$ and $T_{\psi,\eta}(f) = (f \circ \psi)(\psi')^{1+\eta}$. If the integral in (2.9) converges for all $f \in L^2_{\varphi,\eta}(\Omega)$ and if the operator $P_{\varphi,\alpha,\eta}$ is bounded on $L^2_{\varphi,\eta}(\Omega)$, then $P_{\varphi,\alpha,\eta}$ projects $L^p_{\omega_{\varphi}}(\Omega)$ onto $A^p_{\omega_{\varphi}}(\Omega)$: obviously the image $P_{\varphi,\alpha,\eta} f$ is always analytic and moreover, $P_{\varphi,\alpha,\eta}$ reproduces analytic functions, see (2.10). In [A], the main theorem deals with the boundedness of $P_{\varphi,\alpha,\eta}$ on the weighted space $L^\infty_{\omega_{\varphi}}(\Omega) := L^\infty_{\omega_{\varphi}}(\Omega)$, where $\omega_{\varphi}(z) = (\text{dist}(z, \partial \Omega))^{\sigma}$, $\sigma > 0$ and $\Omega \subset \mathbb{C}$ is a regulated domain.

(v) The maximal Bergman projection $P_\Omega^+$ (not actually a projection or a linear operator despite the name) is given by

$$
(P_\Omega^+ f)(z) := \int_\Omega \frac{|\varphi'(z)||\varphi'(w)|}{|1 - \varphi(z)\overline{\varphi(w)}|^2} |f(w)| dA(w), \quad z \in \Omega,
$$

for $f \in L^p(\Omega)$. The operator $P_\Omega^+$ is useful in our study (in [B] and [C]) because it is bounded on $L^p(\Omega)$, $1 < p < \infty$, if and only if the Bergman projection $P_\Omega$ is bounded on $L^p(\Omega)$ [30].

We can consider all the preceding operators acting on the Banach spaces $L^p(\Omega)$ (or $L^p(\Omega)$), where $1 \leq p < \infty$. In the case $p = \infty$ the situation is different because there is no bounded projection from $L^\infty$ onto $H^\infty$ [25]. For example, the Bergman projection $P_\alpha$, $\alpha > -1$, does not even map $L^\infty(\mathbb{D})$ into $H^\infty(\mathbb{D})$: Let $f(z) := \log(1 - z)$, $z \in \mathbb{D}$. It can be shown that $f \in \text{Im} P_\alpha$ but $f \notin H^\infty(\mathbb{D})$ [59]. The projection $P_{\alpha}$ maps $L^p(\mathbb{D})$ boundedly onto the Bloch space $\mathbb{B}$, which consists of analytic functions on $\mathbb{D}$ with $\sup_{z \in \mathbb{D}} (1 - |z|^2)|f'(z)| < \infty$ and which includes the space $H^\infty(\mathbb{D})$ [59]. The Bloch space $\mathbb{B}$ is isomorphic to $A^1_{\mathbb{D}}(\mathbb{D})$, $\alpha > -1$ [59, p.103]. In our study, we want that the image spaces are Bergman spaces. Thus, in the case $p = \infty$ we consider Bergman projections acting on weighted spaces $L^\infty_{\omega_{\varphi}}(\Omega)$ (see [A]).
2.3 Geometric preliminaries

In each article [A], [B] and [C] we consider bounded simply connected planar domains $\Omega$ with locally connected boundaries (for the definition of a locally connected set, see [41, p.19]). One of our main methods is, whenever useful, to transfer the situation from $\Omega$ to the unit disk using the Riemann conformal mapping $\varphi : \Omega \to \mathbb{D}$ (and its inverse $\psi : \mathbb{D} \to \Omega$). Therefore, the behavior of the function $\varphi$ (and $\psi$) and its derivatives are essential for our study.

A closed Jordan curve $\gamma$ is of class $C^n$ if it has a parametrization $\gamma : \mathbb{R} \to \mathbb{R}$, that is $n$ times continuously differentiable and satisfies $\psi'(\tau) \neq 0$ for all $\tau$. We need the following facts related to the Riemann conformal mapping.

**Theorem 2.3.** [28, 41] Let $\Omega \subset \mathbb{C}$ be a bounded simply connected domain and let $\psi : \mathbb{D} \to \Omega$ be a Riemann conformal mapping.

(i) The mapping $\psi$ has a continuous extension $\psi : \overline{\mathbb{D}} \to \overline{\Omega}$ if and only if the boundary $\partial \Omega$ is locally connected.

(ii) (Osgood-Taylor-Carathéodory extension theorem) The mapping $\psi$ has a continuous injective extension $\psi : \overline{\mathbb{D}} \to \overline{\Omega}$, which is a homeomorphism, if and only if the boundary $\partial \Omega$ is a closed Jordan curve.

(iii) If the boundary is a closed $C^{n+1}$-smooth ($n \geq 0$) Jordan curve, then $\psi$ has a continuous injective extension $\psi : \overline{\mathbb{D}} \to \overline{\Omega}$ and the derivative $\psi^{(k)}$, $k = 1, \ldots, n$ (when $n \geq 1$), has a continuous extension $\psi^{(k)} : \mathbb{D} \to \mathbb{D}$. Likewise, the inverse function $\varphi : \Omega \to \mathbb{D}$ has the corresponding properties. Thus, the functions $|\psi^{(k)}|$ and $|\varphi^{(k)}|$, $k = 0, \ldots, n$, are bounded above.

Note that $C^1$-smoothness of $\partial \Omega$ does not imply that $\psi'$ has a continuous extension to $\overline{\mathbb{D}}$, an example of this is presented in [41, p.45].

When studying the properties of the Bergman or Toeplitz operators on bounded simply connected domains, the geometry of the boundary is crucial for the study. The main reason is that the boundary behavior of the function $\varphi'$, which appears in the expression of the Bergman kernel $K_{\Omega}$, depends on the geometry of the boundary.

Since, in our study, the boundary of $\Omega$ is always locally connected, the mapping $\psi : \mathbb{D} \to \Omega$ has a continuous extension $\psi : \overline{\mathbb{D}} \to \overline{\Omega}$. Thus, we can define the curve $w(t) = \psi(e^{it})$, $0 \leq t \leq 2\pi$, which we extend to $2\pi$-periodic function. By an argument function $\arg(\psi(z) - \psi(e^{it}))$, $z \in \mathbb{D}$ (t fixed), we mean the imaginary part of the function $\log(\psi(z) - \psi(e^{it}))$ (t fixed). The branch of the logarithm, for each $t \in [0, 2\pi]$, is chosen so that $(z, t) \mapsto \arg(\psi(z) - \psi(e^{it}))$ is a continuous mapping $\mathbb{D} \times [0, 2\pi] \to \mathbb{R}$. If $\theta, t \in [0, 2\pi]$, $\theta \neq t$ and $\psi(e^{i\theta}) \neq \psi(e^{it})$, we write $\arg(\psi(e^{i\theta}) - \psi(e^{it})) := \lim_{z \to e^{it}} \arg(\psi(z) - \psi(e^{it}))$, where $z \in \mathbb{D}$ (see the definition for the argument function in [11, p.297]). The definition is extended by an agreement $\arg(w(\theta + n2\pi) - w(t + m2\pi)) := \arg(w(\theta) - w(t))$ for all $n, m \in \mathbb{Z}$. Moreover, we define (see [41, p.51])

$$\pi \alpha := \lim_{\theta \to t^-} \arg(w(\theta) - w(t)) - \lim_{\theta \to t^+} \arg(w(\theta) - w(t)),$$

if the limits exist. The number $\pi \alpha$ ($0 \leq \alpha \leq 2$) is called an inner angle at the boundary point $w(t) = \psi(e^{it})$ (corresponding to $t$). If $0 < \alpha < 2$ and $\alpha \neq 1$, $\pi \alpha$ is a corner at the point $w(t) \in \partial \Omega$. More precisely, if $0 < \alpha < 1$, the corner is outward and if $1 < \alpha < 2$, the corner is inward. If $\alpha = 1$, there is a tangent of the boundary curve at the point $w(t) = \psi(e^{it}) \in \partial \Omega$. In the case $\alpha = 0$, we have an outward-pointing cusp; in the case $\alpha = 2$, we have an inward-pointing cusp.

For $0 \leq t < 2\pi$, we define the function $\beta(t) := \lim_{\theta \to t^+} \arg(w(\theta) - w(t))$, which we call the direction angle of the forward half-tangent of $\partial \Omega$ at $w(t) \in \partial \Omega$. The function $\beta$ is extended to
mapping $\beta : \mathbb{R} \to \mathbb{R}$ by $\beta(t + n2\pi) := \beta(t) + n2\pi$, where $t \in [0, 2\pi]$ and $n \in \mathbb{Z}$. Moreover, we define
\[\pi \geq \delta_1 := \sup_{t} \lim_{\theta \to 0^+} (\beta(t + \theta) - \beta(t - \theta)) \geq 0,\] 
\[\pi - \delta_2 := \inf_{t} \lim_{\theta \to 0^+} (\beta(t + \theta) - \beta(t - \theta)) \leq 0.\]

The number $0 \leq \delta_1 \leq \pi$ corresponds to the sharpest outward corner such that $\pi - \delta_1 = \inf_t (\alpha t \pi)$, where $0 \leq \alpha \pi \leq 2\pi$ is the inner angle at the boundary point $w(t)$ (for clarity, we use the notation $\alpha_t$ instead of $\alpha$ in this context). The number $-\pi \leq \delta_2 \leq 0$ corresponds to the biggest inward corner such that $\pi - |\delta_2| = \sup_t (\alpha t \pi)$. If $\delta_1 = \pi$, there is an outward cusp at the boundary. If $\delta_2 = -\pi$, there is an inward cusp at the boundary.

Our assumptions for the boundary $\partial \Omega$, specified for each article, read as follows.

(i) In [B] we have the simplest case regarding to the Riemann conformal mapping: We assume that the boundary $\partial \Omega$ is $C^4$-smooth. This guarantees the following: $1/C \leq |\varphi(z)| \leq C$, $1/C' \leq |\varphi'(z)| \leq C'$, $|\varphi''(z)| \leq C''$ and $|\varphi'''(z)| \leq C'''$ for all $z \in \overline{\Omega}$.

(ii) In [C] we consider polygonal domains with a finite number of corners. Let $\Omega \subset \mathbb{C}$ be an $n$-sided polygon with inner angles $\alpha_k \pi, \ldots, \alpha_n \pi$ ($0 < \alpha_k < 2$, $\alpha_k \neq 1$ for all $k$), and let $w_1, \ldots, w_n \in \partial \Omega$ be the corresponding vertices. It follows from the Schwarz-Christoffel formula that (see [41, p.42])
\[\psi'(z) = A \prod_{k=1}^{n} (1 - \bar{z}_k z)^{\alpha_k - 1}, \quad z \in \mathbb{D},\] (2.14)
where $A$ is a constant and $z_k = \varphi(w_k) \in \partial \mathbb{D}$ for all $k$. Respectively,
\[\varphi'(w) = A^{-1} \prod_{k=1}^{n} (1 - \bar{\varphi(w_k)} \varphi(w))^{1 - \alpha_k}, \quad w \in \Omega,\] (2.15)
where $w_k = \psi(z_k) \in \partial \Omega$ are the vertices.

(iii) The most complicated case takes place in [A], where $\Omega$ is a bounded regulated domain. Then, $\psi'$ has the representation (see [41, p.62])
\[\log \psi'(z) = \log |\psi'(0)| + i \int_{0}^{2\pi} \frac{e^it + z}{e^it - z} \left( \beta(t) - t - \frac{\pi}{2} \right) dt, \quad z \in \mathbb{D},\] (2.16)
where $\beta(t)$ is the direction angle of the forward half-tangent of the boundary point $\psi(e^{it}) \in \partial \Omega$.

2.4 Boundedness of Bergman projections, classical and recent results

Let us first recall a few basic facts on boundedness. An orthogonal projection is always bounded, and the norm of it equals to 1 if the image of the projection is non-trivial. On the other hand, a general projection need not be bounded. For example, let $P : l^\infty \to l^\infty$ be such that $P(x) = (x_1 - 2x_2, 0, x_3 - 3x_4, 0, x_5 - 4x_6, 0, \ldots)$ for all $x = (x_1, x_2, x_3, \ldots) \in l^\infty$. Then $P$ is a projection, but it is unbounded.

Suppose that $X$ and $Y$ are Banach spaces and $T : X \to Y$ is a bounded linear operator. Then $T$ induces a linear operator $T^* : Y^* \to X^*$, the adjoint of $T$, such that $(T^* f)(x) := f(T(x))$, where $x \in X$ and $f \in Y^*$. If $T$ is bounded, then $T^*$ is bounded as well and $\|T^*\| = \|T\|$.

The boundedness of the Bergman projection $P_\Omega$ is “conjugate symmetric”: Suppose that for all $w \in \Omega$, $K_\Omega \cdot w \in A^p(\Omega) \cap A^q(\Omega)$, which guarantees the convergence of the integrals in the
formulas $P_Ωf$ and $P_Ωg$, $f \in L^p(Ω)$, $g \in L^q(Ω)$. Then, by the duality, $P_Ω$ is bounded on $L^p(Ω)$ if and only if it is bounded on $L^q(Ω)$, where $1 < p < \infty$ and $1/p + 1/q = 1$ [23, 43].

In the study of Bergman projections the following well-known integral estimates [24, 48] are often useful: Let $α > -1$, $β \in \mathbb{R}$ and

$$I_{α,β}(z) := \int_{Ω} \frac{(1 - |w|^2)^α}{|1 - \overline{w}z|^{2+α+β}} dA(w) \quad \text{and} \quad J_{β}(z) := \int_{0}^{2π} \frac{dθ}{|1 - \overline{z}e^{-iθ}|^{1+β}}, \quad z \in Ω.$$ 

Then

$$I_{α,β}(z) \sim J_{β}(z) \sim \begin{cases} 1 & \text{if } β < 0, \\ \log \frac{1}{1 - |z|^2} & \text{if } β = 0, \\ \frac{1}{(1 - |z|^2)^2} & \text{if } β > 0, \end{cases} \quad (2.17)$$

as $|z| \to 1_−$. The estimates in (2.17) are called Forelli-Rudin estimates.

Let $Ω \subset \mathbb{C}$ be a bounded simply connected domain. Then, all polynomials belong to $A^p(Ω)$ and $A^q(Ω)$ is infinite-dimensional. Moreover, assume that $Ω$ is such that the Bergman projection is well-defined on $L^p(Ω)$, i.e., that the corresponding integral converges for all $f \in L^p(Ω)$ and all $z \in Ω$. Then, the Bergman projection restricted to $A^p(Ω)$ is the identity map on the infinite-dimensional space $A^p(Ω)$, so it cannot be compact. Thus, we only consider the boundedness of the Bergman projections.

Although the boundedness of the Bergman projection $P_Ω$ on $L^p(Ω)$ has not been determined completely yet, several partial results, with some smoothness assumptions on $∂Ω$, are known. For the boundedness results on various planar domains, we refer to [4, 5, 6, 8, 9, 23, 30, 43, 44, 46, 50].

In the rest of the subsection we give a brief overview of this topic. Some of the results deal with the weighted Bergman spaces.

Let $1 \leq p < \infty$. The Bergman projection $P_α$, $α > -1$ (see (2.7)), defines a bounded projection on $L^p_α(Ω) := L^p_{|z|^α}(Ω)$, $β > -1$, if and only if $p(1 + α) > 1 + β$, see [31, 59]. Thus, $P_α$ is a bounded projection from $L^p(Ω)$ onto $A^p(Ω)$ if and only if $p(1 + α) > 1$. In particular, the standard Bergman projection $P : L^p(Ω) \to A^p(Ω)$ for all $1 < p < \infty$ but unbounded on $L^1(Ω)$ and on $L^∞(Ω)$. As an example of the use of the Forelli-Rudin estimates we show the unboundedness on $L^1(Ω)$ (see [15, pp.37–38]): Let us consider the adjoint $P^∗ = P$ on $L^∞(Ω) \cong (L^1(Ω))^∗$. Let $f_2(ω) := (1 - zω)^2|1 - zω|^2$, $z, w \in Ω$. Now $||f_2||_{L^∞} = 1$ for all $z \in Ω$. It follows from the Forelli-Rudin estimates that $(P^∗f_2)(z) \sim (Pf_2)(z) \sim \log \frac{1}{1 - |z|^2}$ as $|z| \to 1_-$. Thus $||P^∗f_2||_{L^∞} \to \infty$ as $|z| \to 1_-$, which implies the unboundedness of $P^∗$ on $L^∞(Ω)$ and the unboundedness of $P$ on $L^1(Ω)$.

The projection $P_α$ is not bounded on $L^∞(Ω)$; as mentioned earlier, there is no bounded projection from $L^∞(Ω)$ onto $H^∞(Ω)$. However, it is possible to define bounded projections from $L^p_∞(Ω)$ onto $H^p_∞(Ω)$: for example, $P_α$ is bounded on $L^p_∞(Ω)$, where $v(z) = (1 - |z|^2)^β$ and $α + 1 > β > 0$ [33].

Shikhvatov, see [43, 44], studied the question when the Bergman spaces $A^p(Ω)$ and $A^q(Ω)$ $(1 < p < \infty$, $1/p + 1/q = 1)$ are mutually conjugate (i.e. when $A^p(Ω)^*$ and $A^q(Ω)$ are isomorphic) in the case where the boundary of a simply connected domain $Ω$ is a piecewise analytic curve (an analytic Jordan curve except for a finite number points where the boundary has a corner or a cusp). His research included boundedness results of $P_Ω$ in terms of the largest inner angle of the boundary, see [43, Theorem 2, Theorem 3] and [44, Theorem 1].

The research of Solov’ev included convex or piecewise $C^1$ domains [45, 46]. Békkolé characterized the boundedness of the Bergman projection in terms of the $B_p(Ω)$-condition (described below) and considered the boundedness of $P_Ω$ in Lavrentiev domains [4, 5]. The projection $P_Ω = P : L^p_∞(Ω) \to A^p_∞(Ω) (1 < p < \infty)$ is bounded if and only if the locally integrable positive weight $ω$ satisfies the Békkolé condition $B_p(Ω)$: there exists a constant $C_p > 0$ such that for all
Carleson squares \( Q \) in \( \mathbb{D} \)
\[
\left( \frac{1}{|Q|} \int_Q \omega \right) \left( \frac{1}{|Q|} \int_Q \omega^{-1/(p-1)} \right)^{p-1} \leq C_p,
\]
where \( |Q| \) denotes the normalized area of \( Q \) [4]. Therefore, \( P_\Omega \) is a bounded projection from \( L^p(\Omega) \) onto \( A^p(\Omega) \) if and only if \( \omega = |\psi'|^2 - p \) satisfies the condition \( B_p(\mathbb{D}) \) (\( \psi : \mathbb{D} \to \Omega \) is the inverse of the Riemann mapping \( \varphi \) in (2.8)). Necessary and sufficient conditions for the boundedness of \( P_\Omega \) on Lavrentiev domains were shown in [5, Theoreme 2.1], and this result was generalized to the case of regulated domains by Taskinen [50, 51]. Burbea’s study [8] deals with multiply connected planar domains with some smoothness requirements for the boundary. The following theorem is a result of Hedenmalm [23].

**Theorem 2.4.** [23, Theorem 1.1] Let \( \Omega \) be a simply connected domain in \( \mathbb{C} \), other than the plane itself. There exists a universal constant \( p_0, \frac{4}{3} \leq p_0 < 2 \), independent of \( \Omega \), such that the Bergman projection \( P_\Omega : L^2(\Omega) \to A^2(\Omega) \) extends to a bounded projection \( L^p(\Omega) \to A^p(\Omega) \) for all \( p \) in the interval \( p_0 < p < p_0' \), where \( 1/p_0 + 1/p_0' = 1 \). Moreover, the boundedness of the Bergman projection fails in general outside the closed interval \( [p_0, p_0'] \).

Note that there are no restrictions for the boundary \( \partial \Omega \) in the previous theorem and that according to the famous Brennan’s conjecture, which is still an open problem, \( p_0 = 4/3 \). For further boundedness results on non-smooth, simply connected planar domains we refer to [30, Theorem 3.2].

### 2.5 Toeplitz operators on Bergman spaces, classical and recent results

Given a measurable \( a : \Omega \to \mathbb{C} \), the classical Toeplitz operator \( T_a \) on the Bergman space \( A^p(\Omega) \) is defined by \( T_a(f) = P_\Omega(af) \) if the integral in the formula \( P_\Omega(af)(z) \) converges for all \( z \in \Omega \). The function \( a \) is called the symbol of \( T_a \). In other words, Toeplitz operator is a composition of the multiplication operator \( M_a(f) := af \) (restricted to the Bergman space) and the Bergman projection \( P_\Omega \). If \( \Omega = \mathbb{D} \), then \( T_a(f) = P(af) \), where \( P \) is the standard Bergman projection (2.6). Toeplitz operator \( T_a : A^p(\Omega) \to A^p(\Omega) \) has the following integral representation
\[
(T_a f)(z) = \frac{\int_\Omega \varphi(z) \overline{\varphi(w)} a(w) f(w) dA(w)}{(1 - \varphi(z) \overline{\varphi(w)})^2}, \tag{2.18}
\]
if the integral converges.

The problem of characterizing the boundedness of \( T_a \) on the Bergman spaces is still open. However, several partial results in some special cases are known (regarding to symbols or domains). If \( a \in L^\infty(\mathbb{D}) \), \( T_a \) is clearly bounded on \( A^p(\mathbb{D}) \), \( 1 < p < \infty \), due to the boundedness of the Bergman projection \( P \). Toeplitz operator is not bounded for all \( a \in L^1(\mathbb{D}) \), and the challenge is the following: to determine when Toeplitz operators with unbounded symbols are bounded. In general, it seems that the behavior of a certain average of the symbol near the boundary is more essential than the behavior of the symbol itself when considering the boundedness or compactness of the Toeplitz operator. If the symbol behaves badly near the boundary, it is still possible that Toeplitz operator is bounded or even compact, for example, due to a suitable oscillation of the symbol [21]. As an example, we consider Toeplitz operators with two kinds of radial symbols \( a(z) = a(|z|) \) [21]: The Toeplitz operator \( T_a \) with the symbol \( a(r) = (1 - r^2)^\alpha \) \((\alpha > -1)\) is bounded on \( A^2(\mathbb{D}) \) if and only if \( \alpha \geq 0 \) and compact if and only if \( \alpha > 0 \). On the other hand, the Toeplitz operator \( T_a \) with the oscillating symbol \( a(r) = (1 - r^2)^{-\beta} \sin((1 - r^2)^{-\alpha}) \), \( \beta > 0, 0 < \alpha < 1 \), is bounded on \( A^2(\mathbb{D}) \) if \( \alpha > \beta \) and compact if \( \alpha > \beta \). Examples of bounded and compact Toeplitz operators on \( A^2(\mathbb{D}) \) with unbounded symbols can be found also in [12], where symbols are essentially unbounded only on specific types of sets of positive measure.
In the study of Toeplitz operators, the Berezin transform of a symbol is often useful: the behavior of the Berezin transform gives information about the properties of the operator. The Berezin transform $\tilde{a}$ of symbol $a$ (and operator $T_a$) is a function on $\Omega$ defined as

$$\tilde{a}(z) = \tilde{T_a}(z) := \langle a(k_z), k_z \rangle = \langle P_\Omega(\tilde{a}k_z), k_z \rangle = \langle \tilde{a}k_z, P_\Omega k_z \rangle = \langle \tilde{a}, k_z, k_z \rangle,$$

where $k_z(w) := K_{z,\Omega}(w)/\|K_{z,\Omega}\|_2 = \frac{\varphi(z)\varphi'(w)(1-|\varphi(z)|^2)}{|\varphi'(z)|(1-|\varphi(z)|\varphi(w))^2}$ is the normalized Bergman kernel of $A^2(\Omega)$. Thus, the Berezin transform has the integral formula

$$\tilde{a}(z) = \tilde{T_a}(z) = \int_\Omega a(w)|k_z(w)|^2dA(w) = (1 - |\varphi(z)|^2)^2 \int_\Omega \frac{a(w)|\varphi'(w)|^2}{|1 - \varphi(z)\varphi(w)|^4}dA(w).$$

If $T_a$ is bounded on $A^2(\Omega)$ (where $\Omega$ is a bounded simply connected planar domain), then the Berezin transform $\tilde{a}$ is bounded on $\Omega$:

$$|\tilde{a}(z)| = |\langle T_a k_z, k_z \rangle| \leq \|T_a\| \quad \text{for all} \quad z \in \Omega.$$

If $T_a$ is compact on $A^2(\Omega)$, then the Berezin transform $\tilde{a}$ vanishes at the boundary: It follows from [56, Lemma 2.3] (by changing variables) that $k_z \to 0$ weakly in $A^2(\Omega)$ as $z \to \partial \Omega$. Thus, $\tilde{a}(z) \to 0$ as $z \to \partial \Omega$ if $T_a$ is compact. These facts hold also in $A^p(\Omega)$ ($1 < p < \infty$) if $\Omega = \mathbb{D}$ (see [14], [34, Lemma 2.3] and the proof of Theorem 1.1 in [36]) or if $\Omega$ is a bounded simply connected domain with $C^2$-smooth boundary. The latter claim can be shown by similar arguments as in the case $p = 2$: consider the functions $k_{z,p} := K_{z,\Omega}/\|K_{z,\Omega}\|_p$, $k_{z,q} := K_{z,\Omega}/\|K_{z,\Omega}\|_q$ ($1/p + 1/q = 1$), where $\|K_{z,\Omega}\|_p \sim |\varphi(z)|^{-1}(1 - |\varphi(z)|^2)^{2/q}$ and $\|K_{z,\Omega}\|_q \sim |\varphi'(z)|^{-1}(1 - |\varphi(z)|^2)^{2/p}$ by the Forelli-Rudin estimates, and note that $|\varphi'|$ is bounded (above and below away from zero) because of the boundary smoothness.

We collect here some results on different classes of symbols.

- The boundedness of Toeplitz operators has been characterized for positive $L^1(\mathbb{D})$-symbols. Let $a \geq 0$ and $a \in L^1(\mathbb{D})$. Let $B(z, r)$ be a Bergman disk (hyperbolic disk) with a center $z \in \mathbb{D}$ and a radius $r > 0$. The averaging function of $a$ in the Bergman metric is denoted by $\hat{a}_r(z)$ and defined as

$$\hat{a}_r(z) := \frac{1}{|B(z, r)|} \int_{B(z, r)} a(w)dA(w),$$

where $|B(z, r)|$ is the Euclidean area of $B(z, r)$. The following statements are equivalent, see [36, 52, 58, 59]:

- (i) The Toeplitz operator $T_a : A^p(\mathbb{D}) \to A^p(\mathbb{D})$ is bounded;
- (ii) The Berezin transform $\tilde{a}(z)$ is bounded on $\mathbb{D}$;
- (iii) The averaging function $\hat{a}_r(z)$ is bounded on $\mathbb{D}$.

An analogous result is known for the compactness [52, 58, 59]: Let $a \geq 0$ and $a \in L^1(\mathbb{D})$. The following statements are equivalent:

- (i) The Toeplitz operator $T_a : A^p(\mathbb{D}) \to A^p(\mathbb{D})$ is compact;
- (ii) The Berezin transform $\tilde{a}(z) \to 0$ as $z \to \partial\mathbb{D}$;
- (iii) The averaging function $\hat{a}_r(z) \to 0$ as $z \to \partial\mathbb{D}$.

Moreover, for bounded positive symbols, a characterization of the compactness of $T_a$ on $A^2(\mathbb{D})$ in terms of Carleson type measures was presented in [35]. For positive $L^1$-symbols the boundedness and compactness criteria in terms of Carleson measures were shown in [32].
• Let \( a \) be a continuous function on \( \overline{\mathbb{D}} \). Then the Toeplitz operator \( T_a \) on \( A^p(\mathbb{D}) \) is compact if and only if \( a \) vanishes at the boundary [35, 56].

• The characterization of compact Toeplitz operators on \( A^2(\mathbb{D}) \) with bounded symbols was presented in [49] (in fact, this result concerns the open unit ball and polydisks in \( \mathbb{C}^n \) as well). In [1, Corollary 2.5] it was proved that if \( a \in L^\infty(\mathbb{D}) \), then \( T_a \) is compact on \( A^2(\mathbb{D}) \) if and only if \( \tilde{a}(z) \to 0 \) as \( z \to \partial \mathbb{D} \). This result was extended in [36, Theorem 1.3] to the case \( 1 < p < \infty \) and to the class \( \text{BT} := \{ a \in L^1(\mathbb{D}) : \sup_{z \in \mathbb{D}} |a(z)| < \infty \} \), where \( L^\infty(\mathbb{D}) \subset \text{BT} \). Let \( a \in \text{BT} \). Then \( T_a \) is compact on \( A^p(\mathbb{D}) \) if and only if \( \tilde{a}(z) \to 0 \) as \( z \to \partial \mathbb{D} \). The generalization of [1] to the class of smoothly bounded multiply-connected planar domains was presented in [42].

• The boundedness and compactness of Toeplitz operators on \( A^2(\mathbb{D}) \) with radial symbols were characterized in [21, Corollary 2.6]. Let \( a(z) = a(r) \), \( r = |z| \). Then \( T_a \) is bound if and only if \( \sup_{m \in \mathbb{Z}_+} (m + 1) |\int_0^1 a(\sqrt{r}) r^m dr| \leq C \) and compact if and only if \( \int_0^1 a(\sqrt{r}) r^m dr \to 0 \) as \( m \to \infty \). Moreover, \( T_a \) is bounded on \( A^2(\mathbb{D}) \) if \( \sup_{r} \frac{1}{r^2} \int_0^r a(t) dt \leq C \) and compact if \( \frac{1}{r^2} \int_0^r a(t) dt \to 0 \) as \( r \to 1. \) In [27] it was shown that if, in particular, symbol \( a \) is a bounded radial function on \( \mathbb{D} \), then \( T_a \) is compact on \( A^2(\mathbb{D}) \) if and only if \( \frac{1}{r^2} \int_0^r a(t) dt \to 0 \) as \( r \to 1. \) For further study on radial symbols, we refer to [34, 60].

• Toeplitz operators with BMO-symbols (bounded mean oscillation) have been studied for example in [61]: Let \( a \in \text{BMO}(\mathbb{D}) \subset L^1(\mathbb{D}) \). Then \( T_a \) is bounded on \( A^2(\mathbb{D}) \) and \( T_a \) is compact on \( A^2(\mathbb{D}) \) if and only if \( \tilde{a} \) is bounded on \( \mathbb{D} \) and \( T_a \) is compact on \( A^2(\mathbb{D}) \) if and only if \( \tilde{a}(z) \to 0 \) as \( z \to \partial \mathbb{D} \). The class of \( \text{BMO}(\mathbb{D}) \) contains positive and bounded symbols. The results of Zorboska [61] were extended to general \( L^1(\mathbb{D}) \)-symbols in [14].

• Toeplitz operators with locally integrable symbols have been studied in [52, 53], [B] and [C]. We consider these results in detail in Sections 4 and 5.

For examples of other type of settings studied so far, we refer to [19, 22, 57] (the unit ball), [16] (bounded symmetric domain in \( \mathbb{C}^n \)), [10] (multiply connected domain), [55] (a minimal bounded homogeneous domain).

### 3 Boundedness of Bergman projections

#### 3.1 Background

In article [A] we continue the study of Taskinen [50, 51] on Bergman type projections, see (4.7) in [50]. The projections of [50] are as the operators \( P_{\varphi, a, \eta} \) in (2.9), restricted to the case \( \eta \in \mathbb{Z} \) (substitute \( \eta = n - 1 \) into (2.9) to get (4.7) of [50]). Taskinen considered the boundedness of the Bergman type projections on the weighted spaces \( L^p_{\omega_\sigma}(\Omega) \), where \( \Omega \) is a bounded regular planar domain and \( \omega_\sigma(z) = (\text{dist}(z, \partial \Omega))^\sigma \), \( \sigma > -1 \) (note that for clarity, we use the notation \( \omega_\sigma \) instead of \( \omega \), the notation of [50]). However, only the cases \( 1 < p < \infty \) were studied. In article [A] we generalize the notion of the Bergman type projections (see (2.9)) and deal with the case \( p = \infty \). We give necessary and sufficient conditions for the boundedness of the Bergman type projections \( P_{\varphi, a, \eta} \) on the space \( L^\infty_{\omega_\sigma}(\Omega) \), \( \sigma > 0 \). In most cases the conditions depend on the geometry of the domain.

A (bounded) regulated domain is defined as follows (for details, see [41]): Let \( \Omega \subset \mathbb{C} \) be a bounded simply connected domain with a locally connected boundary \( \partial \Omega \). Let \( \psi : \overline{\mathbb{D}} \to \overline{\Omega} \) be the continuous extension of \( \psi : \mathbb{D} \to \Omega \). The domain \( \Omega \) is called regulated if

1. each point of \( w(t) := \psi(e^{it}) \in \partial \Omega \) is attained only finitely often by \( \psi \), and
(ii) $\beta(t) := \lim_{\theta \to t_+} \arg(w(\theta) - w(t))$ exists for all $t \in [0, 2\pi]$ (see the comments preceding the definition (2.12)), and

(iii) the function $\beta : [0, 2\pi] \to \mathbb{R}$ can be uniformly approximated by finitely many step functions: for every $\epsilon > 0$ there exist $0 = t_0 < t_1 < \ldots < t_n = 2\pi$ and constants $\gamma_1, \ldots, \gamma_n$ such that $|\beta(t) - \gamma_k| < \epsilon$ for all $t_{k-1} < t < t_k$, $k = 1, \ldots, n$.

Since $\beta$ is continuous except for countably many jumps (which correspond to the corners and cusps), domain is regulated if there are only countably many corners or cusps at the boundary and otherwise continuously varying tangent. Note that the boundary need not be a Jordan curve. In particular, a domain with a piecewise smooth boundary is regulated.

3.2 Main results of Article [A]

The following integral estimate was proved in article [A]. The method of the proof was to divide the domain of the integration into parts and to apply Forelli-Rudin estimates. Similar results in n-dimensional case can be found for example in [37, Lemmas 3.4 and 3.5] and [38, Lemma 2.5].

**Lemma 3.1. [A, Lemma 2.2]** If $\alpha > a + \max(b, 1) - 2$, $a > \max(0, -b)$ and $\lambda \in [0, 2\pi]$, then there exists a constant $C > 0$ such that

$$\int_D \frac{(1 - |\zeta|)^{\alpha-a}}{|1 - e^{i\lambda}\zeta|^b|1 - z\zeta|^{2+\alpha}} dA(\zeta) \leq \frac{C}{(1 - |z|)^\alpha|1 - e^{-i\lambda}z|^b} \quad \text{for all } z \in \mathbb{D}.$$  

The weight in the next lemma corresponds to the case where $\Omega$ is a polygon (or homeomorphic to a polygon). See [A, Lemma 3.2] and the formula for $\psi'(z)$ in (2.14). The Bergman projection $P_\alpha$ is as defined in (2.7).

**Lemma 3.2. [A, Prop. 2.1, Cor. 2.4]** Let $n \in \mathbb{N}$ and let the real numbers $a$ and $b_j$, $j = 1, \ldots, n$, satisfy $a > \max_{j=1,\ldots,n} (0, -b_j)$. Let the $n$ different numbers $\theta_j \in [0, 2\pi]$ be given, and let $v$ be the weight

$$v(z) = (1 - |z|)^a \prod_{j=1}^n |1 - e^{-i\theta_j}z|^{b_j}, \quad z \in \mathbb{D}.$$  

The Bergman projection $P_\alpha : L^\infty_\varphi(\mathbb{D}) \to H^\varphi_v(\mathbb{D})$ is bounded if and only if $\alpha > a + \max_{j=1,\ldots,n} (1, b_j) - 2$.

The next theorem is a continuation of [50, Theorem 4.5]. Theorem 4.5 in [50] deals with the case $1 < p < \infty$ and the Bergman projection $P_{\varphi,\alpha,\eta}$, where $\eta = n - 1$ and $n \in \mathbb{Z}$.

**Theorem 3.3. [A, Thm. 4.1]** Let $\Omega \subset \mathbb{C}$ be a bounded regulated domain, $\omega_\varphi(z) := (\text{dist}(z, \partial\Omega))^\varphi$, $\sigma > 0$, $\eta \in \mathbb{R}$, $\alpha > -1$ and $P_{\varphi,\alpha,\eta}$ as defined in (2.9). Let $\delta_1$ and $\delta_2$ be as in (2.12) and (2.13).

(i) Assume that $1 + \eta - \sigma \geq 0$ and $\sigma(1 + \frac{\delta_1}{\pi}) > (1 + \eta)(\frac{\delta_1}{\pi})$. The Bergman projection $P_{\varphi,\alpha,\eta}$ is a bounded projection from $L^\infty_\sigma(\Omega) := L^\infty_{\omega_\alpha}(\Omega)$ onto $H^\infty_\sigma(\Omega) := H^\infty_{\omega_\alpha}(\Omega)$, if

$$\alpha > \sigma + \max \left\{ (1 + \eta - \sigma)\frac{\delta_1}{\pi}, 1 \right\} - 2. \quad (3.19)$$

Conversely, if

$$\alpha < \sigma + \max \left\{ (1 + \eta - \sigma)\frac{\delta_1}{\pi}, 1 \right\} - 2, \quad (3.20)$$

then $P_{\varphi,\alpha,\eta}$ is not bounded on $L^\infty_\varphi(\Omega)$.
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(ii) Assume that \( 1 + \eta - \sigma \leq 0 \) and \( \sigma(1 + \frac{\delta_1}{\pi}) > (1 + \eta)\frac{\delta_1}{\pi} \). Then the result of (i) holds with \( \delta_1 \geq 0 \) replaced by \( \delta_2 \leq 0 \).

Example 3.4. It is difficult to find any simple geometric characterization of the boundedness according to Theorem 3.3. However, we give a few concrete examples when Theorem 3.3 leads to a geometric condition for the boundary \( \partial \Omega \):

(a) If, in particular, \( \eta = 1 \), \( \sigma \geq 6 \) and \( \alpha = \sigma \), then it follows from Theorem 3.3 (ii) that \( P_{\varphi,\alpha,\eta} \) is bounded if \( |\delta_2| < \pi/2 \) (and unbounded if \( |\delta_2| > \pi/2 \)), i.e., if the maximum inner angle of \( \partial \Omega \) is less than \( 3\pi/2 \).

(b) Let \( \Omega \) be such that \( \delta_2 = 0 \), i.e. \( \Omega \) does not have any inward corners or cusps. Moreover, assume that \( \alpha = \sigma \) and \( \eta = \sigma + 2 \). Then we have a restriction for the outward angles: Theorem 3.3 (i) implies that \( P_{\varphi,\alpha,\eta} \) is bounded if \( \delta_1 < 2\pi/3 \), i.e., if the minimum inner angle of \( \partial \Omega \) is greater than \( \pi/3 \) (and if \( \delta_1 > 2\pi/3 \) then \( P_{\varphi,\alpha,\eta} \) is unbounded).

(c) Let us consider especially the (orthogonal) projection \( P_{\varphi,\alpha,\alpha/2} \). Theorem 3.3 implies that if \( \sigma > 1/3 \), then \( P_{\varphi,\alpha,\alpha/2} \) is bounded on \( L^\infty(\Omega) \) if \( \sigma - 1 < \alpha < 2\sigma(\min\{\frac{\pi}{\delta_1}, \frac{\pi}{|\delta_2|}\} + 1) - 2 \).

Remark 3.5. There are the following misprints in [A]. On the last line of (2.15) the sign \( \leq \) should be replaced by \( \geq \). On the line following (2.20) \( e^{i\theta_j} \) should be corrected to \( e^{-i\theta_j} \). On page 121, instead of \( \eta \geq 0 \) there should be \( \eta \in \mathbb{R} \). In the end of the page 124, the correct reference is (3.5) instead of (3.11). In the last paragraph of (4.33) on page 127 there should be \( -\frac{1}{1 + \eta^2} \) instead of \( -\frac{1}{\eta^2} \). The reference number (4.2) should be corrected to (4.31) on pages 127–128. Moreover, there is a condition \( 0 < \epsilon < \frac{1}{100}\min(1, \sigma) \) on page 121 above (4.5); this must be replaced by a stricter condition \( 0 < \epsilon < \frac{1}{1000}\min(1, \sigma, \frac{1}{\epsilon}) \), where the constant \( C > 0 \) is the constant appearing in the inequalities (4.19) and (4.31) in the exponents (the constant does not depend on \( \epsilon \)). This corrected condition is needed on pages 128–129, where we then have the assumptions (4.5), (4.6) and \( 0 < \epsilon < \frac{1}{1000}\min(1, \sigma, \frac{1}{\epsilon}) \) for \( \epsilon \). In addition, the word “polyhedron” should be replaced by the word “polygon” on pages 112–113. The above changes do not affect the calculations.

In the rest of the section we explain briefly the main ideas of the proof of Theorem 3.3. First of all, the consideration is transferred from the regulated domain to the unit disk via the Riemann map: The projection \( P_{\varphi,\alpha,\eta} \) is bounded on \( L^\infty(\Omega) \) if and only if the projection \( P_\alpha \) (see (2.7)) is bounded on \( L^\infty(\mathbb{D}) \), where \( w(z) = (1 - |z|)^\eta|\psi'(z)|^{\sigma-1,\eta}, \ z \in \mathbb{D} \) (see [A, Lemma 3.2]).

Let \( |K_\alpha(z, \zeta)| = (1 + \alpha)(1 - |\zeta|^2)^\alpha|1 - z\zeta|^{-2-\alpha}, \ z, \zeta \in \mathbb{D}, \ \alpha > -1 \) and \( C > 0 \). The proof of the part (i) of Theorem 3.3 is based on the fact: If the weight \( v : \mathbb{D} \to \mathbb{R}_+ \) satisfies the inequality

\[
\int_{\mathbb{D}} \frac{|K_\alpha(z, \zeta)|}{v(\zeta)} dA(\zeta) \leq \frac{C}{v(z)} \quad \text{for all} \quad z \in \mathbb{D},
\]  

(3.21)

then \( P_\alpha : L^\infty(\mathbb{D}) \to H^\infty(\mathbb{D}) \) is bounded. Indeed, let \( f \in L^\infty(\mathbb{D}) \) be such that \( \|f\|_{\infty,v} \leq 1 \). Then for all \( z \in \mathbb{D} \)

\[
|P_\alpha f(z)| \leq \int_{\mathbb{D}} |K_\alpha(z, \zeta)||f(\zeta)|dA(\zeta) \leq \int_{\mathbb{D}} \frac{|K_\alpha(z, \zeta)|}{v(\zeta)}dA(\zeta) \leq \frac{C}{v(z)}.
\]

The proof of (i) proceeds by the notation \( |\psi'|^{\sigma-1,\eta} = C\tilde{\nu}_1\tilde{\nu}_2 \), where the functions \( \tilde{\nu}_j : \mathbb{D} \to \mathbb{R}_+ \) have the formulas

\[
\tilde{\nu}_j(z) := \exp \left( -\frac{\sigma - 1 - \eta}{2\pi} \text{Im} \int_0^{2\pi} \frac{e^{it} + z}{e^{it} - z} \beta_j(t) dt \right),
\]

(3.22)
where $\beta_1 = \sum_{j=1}^n \gamma_j \chi_j$ and $\beta_2 = \beta - t - \beta_1$, see (2.16) and [A, p.122]. Thus, the weight $w(z) = (1 - |z|^2)^\sigma |v'(z)|^{\sigma - 1 - \eta}$ can be written as $w(z) = C(1 - |z|^2)^\sigma \tilde{\nu}_1(z) \tilde{\nu}_2(z)$. The factor $\tilde{\nu}_1$ has the expression $[A, pp.123–124]$

\[
\tilde{\nu}_1(z) = \prod_{j=0}^{n-1} (1 - z e^{-i\theta_j})^{-\frac{(\sigma - 1 - \eta)(\gamma_j + 1 - \eta_j)}{\sigma + 1 - \gamma_j}}, \tag{3.23}
\]

for the definition of the constants $\theta_j \in [0, 2\pi]$ and $\gamma_j$, $j = 0, \ldots, n$, see [A, p.122]. Thus $(1 - |z|^2)^\sigma \tilde{\nu}_1$ is of the same form as the weight in Lemma 3.2. Moreover, for the use of Hölder’s inequality in [A, p.123], the auxiliary functions $\nu_1$ and $\nu_2$ are defined, see (4.12) in [A]. Then, it is shown that the inequality (3.21) holds for $\nu_1$ (this follows from [A, Corollary 2.4, Remark 2.5]). In addition, it is proved that $\nu_2$ satisfies the estimates (4.19) and (4.31) in [A]. These estimates are used when showing that the conditions of [6, Lemma 1] hold for $\nu_2$ (the conditions are related to the specific partition of the unit disk, for details see [6, pp.78–80]). Therefore, also $\nu_2$ satisfies (3.21), see the proof of [6, Lemma 1]. Since both $\nu_1$ and $\nu_2$ satisfy (3.21), it follows from the Hölder’s inequality that the weight $w$ satisfies (3.21) as well (see (4.15) in [A]). Thus, the projection $P_a$ is bounded on $L^\infty_w(\mathbb{D})$.

The part (ii) in Theorem 3.3 is proved by defining suitable functions ($z \in \mathbb{D}$ fixed) $f_{z,M} \in L^\infty_w(\mathbb{D})$ such that $\|f_{z,M}\|_{\infty,w} \leq C$, where $C$ is independent of $z$ and $M$ and $M > 4$ is arbitrary (the idea of the definition of $f_{z,M}$ can be seen in the proof of [A, Proposition 2.1]). It is shown that $|P_a f_{z,M}(z)| \geq C^t M^t$, where $t > 0$ and the constant $C^t > 0$ does not depend on $M$. This proves the unboundedness of $P_a$ on $L^\infty_w(\mathbb{D})$.

4 Boundedness and compactness of Toeplitz operators

4.1 Background

Sufficient conditions for the boundedness and compactness of generalized Toeplitz operators on $A^p(\mathbb{D})$ ($1 < p < \infty$) with locally integrable symbols are given in [52]. The boundedness condition requires that certain averages of symbol $a$ over annular sectors (rectangles in polar coordinates) are bounded above, see Definition 2.2 and Theorem 2.3 in [52]. In [B] we consider generalized Toeplitz operators $T_{a,\Omega}$ with locally integrable symbols and extend the result of [52]. More specifically, we deal with bounded simply connected domains $\Omega \subset \mathbb{C}$ with smooth enough boundary. Our approach in [B] is partly similar to that of [52, 53], but instead of annular sectors we use certain Cartesian squares in the condition for the symbol and in the partition of $\Omega$. The method of [52] depends essentially on the radial symmetry on $\mathbb{D}$ and the use of polar coordinates, whereas our approach applies to domains with quite arbitrary geometries. We give weak sufficient conditions for the boundedness [B, Theorem 1.5] and the compactness [B, Theorem 1.6] of $T_{a,\Omega}$ in terms of “averages” of symbol $a$ over Cartesian squares whose side lengths are comparable to the boundary distance. The main tools in the proofs are integration by parts and a Whitney decomposition of $\Omega$. The properties of the Whitney decomposition are essential in our study: we can form a partition of the domain $\Omega$ into countably many closed squares $S_n$ with mutually disjoint interiors so that the side length $\rho_n$ of each square is comparable to the boundary distance $\text{dist}(S_n, \partial \Omega)$, i.e. $\rho_n \sim \text{dist}(S_n, \partial \Omega)$ for all $n$. More precisely, Whitney squares have the following properties [47]:

(i) $\Omega = \bigcup_n S_n$,

(ii) $S_n$ are mutually disjoint (interiors are disjoint),

(iii) $\text{diam} S_n \leq \text{dist}(S_n, \partial \Omega) \leq 4 \text{diam} S_n$, 
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(iv) there are at most 144 squares \( S_k \) \( (k \neq n) \) that intersect with a square \( S_n \).

We define the generalized Toeplitz operator as follows.

**Definition 4.1.** [B, C] Let \( \{S_n\}_n \) be a Whitney decomposition of \( \Omega \) and let \( a \in L^1_{\text{loc}}(\Omega) \). Given \( f \in A^p(\Omega) \), we define a generalized Toeplitz operator

\[
(T_a, \Omega f)(z) := \sum_{n=1}^{\infty} \int_{S_n} K_{\Omega}(z, w) a(w) f(w) dA(w),
\]

(4.24)

if the sum converges for all \( z \in \Omega \).

The choice of the Whitney decomposition for our definition is "natural" in the sense that with it we get a partition of \( \Omega \) which has properties similar to the Bergman disk decompositions of the unit disk. Note also that the definition (4.24) coincides with the classical one (2.18) whenever the latter makes sense (see [C, Remark 1.3]): If \( f \in A^p(\Omega) \) is such that \( \varphi' a f \in L^1(\Omega) \), then

\[
T_a f = T_a, \Omega f,
\]

i.e. the usual (2.18) and the generalized (4.24) definitions of the Toeplitz operator coincide. In the case of the unit disk, the analogous definition presented in [53, Theorem 1.2] coincides with a radial limit of the classical Toeplitz operator.

### 4.2 Main results of Article [B]

Let \( \Omega \subset \mathbb{C} \) be a bounded simply connected domain. For \( u+iv \in \Omega \), we denote Cartesian squares by

\[
S := S(u+iv, \rho) := \{x+iy \in \Omega \mid u \leq x \leq u+\rho, v \leq y \leq v+\rho\},
\]

where \( \rho > 0 \) is the side length of \( S \). Here \( \rho \) is always so small that \( S(u+iv, \rho) \subset \Omega \). The area of \( S \) is denoted by \( |S| := \rho^2 \), and the distance of \( S \) to the boundary \( \partial \Omega \) is denoted by \( \text{dist}(S, \partial \Omega) := \inf_{w \in S, z \in \partial \Omega} |w-z| \). We have the following condition for the symbol \( a \in L^1_{\text{loc}}(\Omega) \) in [B] and [C]: There exists a constant \( C > 0 \) such that

\[
|\hat{a}_S(z')| = \frac{1}{|S|} \left| \int_{y'}^{y} \int_{u}^{x'} a(x+i-y)dxdy \right| \leq C
\]

(4.25)

for all \( z' = x'+iy' \in S := S(u+iv, \rho) \) and for all squares \( S \subset \Omega \) with \( \sqrt{2}\rho \leq \text{dist}(S, \partial \Omega) \leq 4\sqrt{2}\rho \).

It is crucial in the condition (4.25) that the modulus is outside the integral. This, together with the definition of the generalized Toeplitz operator, enables the cancellation phenomena impact on the boundedness. We also point out that the condition (4.25) is “weak” compared to the known sufficient condition for the boundedness in the case of the unit disk (see [58, Theorem 8], [36, Lemma 2.2, Lemma 2.3]): Let \( a \in L^1(\mathbb{D}) \), \( r > 0 \) (fixed) and assume that there is \( C > 0 \) such that

\[
\frac{1}{|B(z, r)|} \int_{B(z, r)} |a(w)| dA(w) \leq C
\]

for all Bergman (hyperbolic) disks \( B(z, r) \subset \mathbb{D} \).

Our main theorems in [B] read as follows:

**Theorem 4.2.** [B, Thm. 1.5] Let \( \Omega \subset \mathbb{C} \) be a bounded simply connected domain with \( C^4 \) smooth boundary. Assume that \( a \in L^1_{\text{loc}}(\Omega) \) and that the condition (4.25) holds. Then the sum in (4.24) converges absolutely for all \( z \in \Omega \) and the generalized Toeplitz operator \( T_{a, \Omega} \), defined by (4.24), is a bounded operator from \( A^p(\Omega) \) into \( A^p(\Omega) \) for all \( 1 < p < \infty \).

**Theorem 4.3.** [B, Thm. 1.6] Let \( \Omega \subset \mathbb{C} \) be a bounded simply connected domain with \( C^4 \) smooth boundary. Assume that \( a \in L^1_{\text{loc}}(\Omega) \) and that

\[
\lim_{\text{dist}(S, \partial \Omega) \to 0} \sup_{z \in S} |\hat{a}_S(z)| = 0,
\]

(4.26)
Theorem 5.1. Let $\Omega \subset \mathbb{C}$ be a polygon with the maximum inner angle $\alpha_m$. The Bergman projection $P_\Omega$ defines a bounded projection from $L^p(\Omega)$ onto $A^p(\Omega)$ if and only if

$$(2 - p)(\alpha_m - 1) < 2(p - 1) \quad \text{in the case } p \leq 2, \quad \text{or, } \quad (p - 2)(\alpha_m - 1) < 2 \quad \text{in the case } p \geq 2.$$
Theorem 5.2. [C, Thm. 1.5] Let $1 < p < \infty$. Let $\Omega \subset \mathbb{C}$ be a polygon with corners $\alpha_1 \pi, \ldots, \alpha_n \pi$ at vertices $w_1, \ldots, w_n \in \partial \Omega$ and $\alpha_m = \max_k (\alpha_k)$. Suppose that $\alpha_m < 1 + \frac{2}{p-2}$ if $p > 4$ and $\alpha_m < 1 + \frac{2(p-1)}{2-p}$ if $1 < p < 4/3$. Let $a \in L^1_{\text{loc}}(\Omega)$ and assume that symbol $a$ satisfies the condition \((4.25)\). Then the generalized Toeplitz operator $T_{a,\Omega}$, defined as

$$
(T_{a,\Omega} f)(z) = \lim_{m \to \infty} T_{a,\Omega}^{(m)} f(z) = \sum_{n=1}^{\infty} \int S_n K_\Omega(z,w) a(w) f(w) dA(w),
$$

is a bounded operator from $A^p(\Omega)$ into $A^p(\Omega)$ and the sum in \((5.28)\) converges pointwise, absolutely for all $z \in \Omega$. Moreover, $T_{a,\Omega}^{(m)} \to T_{a,\Omega}$ strongly, as $m \to \infty$.

The assumptions of Theorem 5.2 mean that if $p > 4$ or $1 < p < 4/3$, then the size of the maximum inward corner is restricted. There are no restrictions for $\Omega$ when $4/3 \leq p \leq 4$.

If $p > 4$ or $p < 4/3$ and polygon $\Omega$ has big enough inward corners $(1 < \alpha < 2)$, then the Bergman projection $P_\Omega$ is unbounded according to Theorem 5.1. We have considered these cases in [C, Propositions 4.1 and 4.2]. We prove a boundedness result in a weighted Bergman space $A^{p,\omega}(\Omega)$, $p > 4$, with the weight $\omega(w) = |1 - \varphi(\omega_m)| \varphi(w)^t$, where $\omega_m$ denotes the vertex of $\partial \Omega$ with the maximum angle $\alpha_m$ (Proposition 4.1). In the case $p < 4/3$, we show a sufficient condition for the boundedness of generalized Toeplitz operator: we strengthen the condition \((4.25)\) by requiring the “average” of the symbol, $|\hat{a}_S(z')|$, to converge to zero (at pace $|1 - \varphi(\omega_m)| \varphi(z')^t$) when approaching the vertex $\omega_m$ (Proposition 4.2). The formula $|1 - \varphi(\omega_m)| \varphi(z')^t$ corresponds to that factor of $\varphi'$ (see \((2.15)\)) which causes the unboundedness of the Bergman projection $P_\Omega$.

Proposition 5.3. [C, Prop. 4.1] Let $p > 4$ and let $\Omega \subset \mathbb{C}$ be a polygon with corners $\alpha_1 \pi, \ldots, \alpha_n \pi$ $(0 < \alpha_k < 2, \alpha_k \neq 1)$ at vertices $w_1, \ldots, w_n \in \partial \Omega$. Suppose that $\alpha_m > 1 + \frac{2}{p-2}$ and $\alpha_k < 1 + \frac{2}{p-2}$ for all $k \neq m$. Let $a \in L^1_{\text{loc}}(\Omega)$ and assume that the condition \((4.25)\) holds. Then the sum \((5.28)\) converges absolutely for all $z \in \Omega$ and the generalized Toeplitz operator $T_{a,\Omega}$ is a bounded operator from $A^{p,\omega}(\Omega)$ into $A^{p,\omega}(\Omega)$, where $\omega(w) = |1 - \varphi(\omega_m)| \varphi(w)^t$ and $t > (p-2)(\alpha_m - 1) - 2$.

Proposition 5.4. [C, Prop. 4.2] Let $1 < p < 4/3$ and let $\Omega \subset \mathbb{C}$ be a polygon with corners $\alpha_1 \pi, \ldots, \alpha_n \pi$ $(0 < \alpha_k < 2, \alpha_k \neq 1)$ at vertices $w_1, \ldots, w_n \in \partial \Omega$. Suppose that $\alpha_m > 1 + \frac{2(p-1)}{2-p}$ and $\alpha_k < 1 + \frac{2(p-1)}{2-p}$ for all $k \neq m$. Let $a \in L^1_{\text{loc}}(\Omega)$ and assume that $t > (2-p)(\alpha_m - 1) - 2(p-1)$ and

$$
|\hat{a}_S(z')| \leq C |1 - \varphi(\omega_m)| \varphi(z')^t
$$

for all $z' \in S$ and all squares $S \subset \Omega$ with $\sqrt{2}p \leq \text{dist}(S, \partial \Omega) \leq 4\sqrt{2}p$. Then the sum \((5.28)\) converges absolutely for all $z \in \Omega$ and the generalized Toeplitz operator $T_{a,\Omega}$ is a bounded operator from $A^p(\Omega)$ into $A^p(\Omega)$.

In the last section of article [C] we consider the classical Toeplitz operator $T_a$ on $A^p(\Omega)$ $(p > 4$ or $1 < p < 4/3$) in the case where the polygon $\Omega$ has such a big inward corner that the Bergman projection is unbounded. We give examples of some special symbols that guarantee the boundedness of the Toeplitz operator. For example, we show the following (see [C, Example 5.4]): Let $p > 4$ and let $\alpha_m = \max_k (\alpha_k) > 1 + \frac{2}{p-2}$. Moreover, assume that $0 < \alpha_k < 1$ for all $k \neq m$, i.e. except for the maximum angle the angles of the polygon are outward. If we define symbol $a : \Omega \to \mathbb{C}$ such that

$$
a(z) := (\varphi'(z))^{1-2/p}(1 - |\varphi(z)|^2) \left( \frac{\varphi(z)}{|\varphi(z)|} - |\varphi(z)| \right)^m, \quad z \in \Omega,
$$

where $m \in \{2, 3, \ldots\}$, then $T_a : A^p(\Omega) \to A^p(\Omega)$ is bounded.
6 Concluding remarks

Our study gives rise to the following problems and open questions:

(i) Article [A]: We could not handle the limiting case, i.e. the equation in Theorem 3.3. What happens in the limit of (3.19) and (3.20)? Moreover, is it possible to characterize the boundedness of the Bergman projection on $L^\infty_v$ in terms of the weight $v$, possibly with a Muckenhoupt type condition? This is a profound question and might be a challenging task to find out.

(ii) Article [B]: Is our definition of the generalized Toeplitz operator independent of the geometric form of the partition of $\Omega$? In other words, could we choose the disjoint sets arbitrarily, provided that the sets form a partition and the area of each set is comparable to the square of the boundary distance of the set? If the answer is affirmative to the previous question, are the weak sufficient conditions (4.25) and (4.26) also necessary?

(iii) Article [C]: Is it possible to use our method for more general bounded simply connected domains, for example, for domains with cusps or countable many corners at the boundary? Related to the last section of [C], the consideration in the case of the unbounded Bergman projection could be improved by finding a reasonably general, sufficient condition for the boundedness of Toeplitz operators.
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