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The Arctic is warming faster than any other region on Earth due to climate change. The characteristics of the air masses overlying the Arctic play a key role when assessing the magnitude and implications of global warming in the region, but comprehensive studies of Arctic air mass properties covering long time series of measurements are scarce. The aim of this study is to use such a data set to quantify the key characteristics of Arctic air masses prior to transport to the human-habited Eurasian continent, and the typical conditions leading to Arctic events in Värriö.

HYPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) model was employed to calculate backward atmospheric trajectories arriving at SMEAR I (Station for Measuring Ecosystem-Atmosphere Relations) in Värriö for every hour in 1998-2017. An air mass was classified as Arctic if the backward trajectory arriving at Värriö was located north of 78°N 72 hours before the arrival time. Data from SMEAR I, including meteorological variables and trace gas and aerosol concentrations, were then gathered in order to compare Arctic and non-Arctic air masses.

Of all the hours that were analysed, 15.0% were classified as associated with an Arctic air mass. The typically cyclonic curvature of the trajectories and the median duration of 10 hours per individual Arctic event were hypothesised to be due to Arctic air mass events being linked to passing low pressure systems. Arctic air masses were found to be colder and have lower moisture content in summer, when the difference at surface level was 5.6 °C and 1.7 g m⁻³ respectively, compared to non-Arctic air masses. In other seasons the differences were less pronounced, but average particle and trace gas concentrations were found to be notably lower for Arctic air masses than for non-Arctic air masses. An exception to this was ozone, which had 24.6% higher average concentration in Arctic air masses in months between November and February, compared to non-Arctic air masses. The annual median aerosol particle concentration in Arctic air masses was found to be 308 cm⁻³ and only 129 cm⁻³ between November and March, on average. During a median year, the value of condensation sink (CS) was on average 65% smaller in Arctic air masses than in the non-Arctic. The Kola Peninsula industry was observed to increase concentrations of SO₂ and aerosol particles, particularly Aitken mode (25-90 nm) particles, of affected air masses.

Overall, Arctic air masses were found to have several unique characteristics compared to other air masses arriving at SMEAR I, Värriö. As expected, Arctic air masses are colder and drier than non-Arctic air masses, but the difference is pronounced only in summer months. Other air mass characteristics, especially aerosol particle and trace gas concentration were generally found to be lower, unless the air mass was influenced by the industrial sites in the Kola Peninsula.
1. Introduction

The Arctic is extremely vulnerable to global warming and rapid changes have already been observed there (ACIA, 2004). One of the largest sources of uncertainty in climate change is the effect of aerosol particles on the radiative balance (Lohmann and Feichter, 2005). The aerosol loading by humans in the Arctic is low due to almost non-existent human settlements in the region, but sources of natural aerosols exist and they are a matter of uncertainty, too (Carslaw et al., 2013). In the warming Arctic climate, an increasing fraction of the sea will remain open, which would further enhance natural aerosol sources (Mauritsen et al., 2011). To fully assess the current and future state of the Arctic, meteorological observations alone are not enough, they need to be combined with observations of aerosols and trace gases.

Only few long-term measurement stations are located in the high latitudes to allow observations of Arctic air masses before they are notably modified by the mid-latitude biosphere and human activities. Station Nord in Greenland (81°36’N, 16°40’W), Zeppelin station in Svalbard (78°58’N, 11°53’E) and Alert station in Canada (82°27’N, 62°32’W) are examples of such stations. These Arctic stations are often used for measurement campaigns (e.g. King and Simpson, 2001), but the variety of long-term measurements remains narrow.

Over 20 years of measurements have been conducted at a measurement station, SMEAR I (67°46’N, 29°36’E), in Eastern Lapland (Hari et al., 1994). A comprehensive set of variables have been measured all-year round to understand relationships between the biosphere and the atmosphere. The station is located in the border region of maritime Arctic air masses and the human habited continent, which makes the measurements suitable for studying Arctic air masses.

Air mass classification is traditionally done using only temperature and humidity (Bergeron, 1930) and by that classification, Arctic air masses are classified as colder than other air masses. However, sometimes no separation is made between Arctic and continental polar air masses, as they can both be very cold in winter (Curry, 1983). The traditional classification method can be especially problematic in Finland, as both air masses are frequently observed and the open Arctic Ocean introduces fluxes of heat and moisture from the sea surface to arriving air masses, which makes the temperature-based distinction more difficult.
To avoid the use of temperature in the identification of Arctic air masses, a trajectory-based method was used. Tracking the path of an air particle backwards in time allows us to obtain an estimate of its region of origin. If the Arctic is defined to be located above a threshold latitude, identification can be done. The measurements at SMEAR I can then be used to study Arctic air mass characteristics at the gateway to the Eurasian continent, as it is possible to determine the exact times when conditions are associated with Arctic air masses.

The main aim of this thesis is to study what unique characteristics Arctic air masses have compared to non-Arctic air masses in a high-latitude boreal forest environment, based on observations at SMEAR I. In addition to temperature and humidity, which are traditionally used as the basis for air mass classification, other possible properties to use for Arctic air mass identification are assessed. Especially the concentrations of aerosol particles and trace gases are analysed and also the relevance of trajectory path regarding major anthropogenic pollution sources in the Kola Peninsula is examined. Another aim of the study is to find typical trajectory paths and conditions leading to Arctic air mass events, and how anthropogenic pollution sources in the Kola Peninsula can affect air mass properties along the trajectory.

In chapter 2 some essential background to air masses in general and the used methods are introduced. The station environment and measurements are described in detail in chapter 3. Following that, the data processing steps taken to separate Arctic air masses from other air masses are explained. In chapter 4, the results are shown starting from trajectory statistics and then moving on to the different characteristic meteorological and air composition related variables based on observations at SMEAR I. Anthropogenic influence and uncertainties related to the used method are assessed as well. Finally in chapter 5, a summary of the thesis and concluding remarks are presented.
2. Background

2.1 Air Mass Classification

An air mass is a large, synoptic-scale body of air that has composition and meteorological characteristics typical for the surface below. As air masses are transported hundreds and thousands of kilometres by the wind field, they begin to adapt to the conditions of the new region. This transformation process changes the properties of the air mass via energy, moisture and mass fluxes from the surface and the surrounding regions. The change from an air mass type to another is not sharp and often happens in a time scale of days.

2.1.1 Traditional Method

Traditionally air masses are divided according to the latitude of region of origin, for example Arctic, polar and tropical. Additionally, air masses are often classified to be either continental (dry) or maritime (moist). This type of classification is known as the Bergeron classification (Bergeron, 1930) and is commonly used. The method is relatively easy to use because only temperature and moisture observations are needed. Moreover, to understand the dynamics of the atmosphere, temperature and moisture patterns are the key characteristics to understand, which makes the classification sensible.

2.1.2 Other Air Mass Properties

For some purposes, for example air quality studies, other properties of an air mass than temperature and humidity can be even more important. Concentrations of certain chemical compounds and ultrafine aerosol particles can be key characteristics when assessing health effects of ambient air (e.g. Peters et al., 1997; Kampa and Castanas, 2008). Both gases and aerosol particles also play a role in cloud processes (Kulmala et al., 2004), making them also important characteristics to understanding atmospheric processes from micro- to mesoscale. The concentrations of gases and aerosol particles are governed by their sinks and sources. They have varying atmospheric lifetimes depending on a wide range of factors, such as volatility of the compound, particle size, surface type and weather conditions.
Aerosol particles

An aerosol is a suspension of liquid or solid particles in a carrier gas. The diameter of these particles varies from about a nanometre to over hundred micrometres and they exist everywhere in the troposphere. Aerosol particles are often quantified according to their number concentration, mass concentration, particle size distribution and chemical composition. Several processes alter these properties continuously in the atmosphere. The effect of these processes on the properties mentioned above will be discussed in this section, with the exception of the chemical composition of aerosol particles, which is not studied in this thesis.

The size of an individual aerosol particle can be quantified using several types of characteristic diameters. One of the most commonly used diameters is the electrical mobility equivalent diameter, due to measurement techniques based on electric fields (e.g. (Aalto et al., 2001)). It is also the diameter referred to in this study when discussing the measured diameter. Particles are often divided into four modes in growing diameter ranges: nucleation mode, Aitken mode, accumulation mode and coarse mode. There are no standard diameter ranges used for these modes. In this study, the diameter ranges used for nucleation, Aitken, accumulation and coarse modes are <25 nm, 25-90 nm, 90-1000 nm and >1000 nm, respectively.

The nucleation mode includes particles formed in the nucleation process of low-volatility vapours (Kulmala et al., 2001). These particles are referred to as secondary aerosol particles and the formation process of these particles is known as atmospheric new particle formation (NPF)(Kulmala et al., 2004; Kerminen et al., 2018). The first clusters are typically less than a nanometre in diameter, and given suitable conditions, nucleation mode particles can grow into Aitken mode particles. Particles can grow by coagulation (collisions of particles) or condensation and the growth of particles is quantified by growth rate (unit nm h\(^{-1}\)). If particles grow large enough, approximately 100 nm in diameter, particles can act as cloud condensation nuclei (CCN)(Kerminen et al., 2005). Particle size can also decrease by evaporation, if the concentration of condensing vapours is low.

The number concentration of aerosol particles is the number of particles of any size in a volume of air, typically in a cubic centimetre. The particle number concentration in a volume of air increases either by direct emission of particles (primary aerosol particles) or by NPF. Primary particle emissions can be natural (e.g. pollen, sea salt) or anthropogenic (e.g. soot from combustion processes). The number concentration of aerosol particles decreases by coagulation and by deposition, either wet or dry deposition. Dry deposition is a rapid process for coarse mode particles (tens of micrometres in diameter) due to gravity and impaction (Schutz, 1979), and for nucleation mode (diameter of nanometres) due to Brownian diffusion (Ounis et al., 1991). Thus, the largest and the smallest particles
are not very effective tracers of air masses, but particles of the size range in between (Aitken, accumulation mode) can remain airborne much longer. Wet deposition is the other deposition mechanism and it means removal of both gases and aerosols from air by hydrometeors. In this way CCN, ice nuclei, gas molecules and particles are partially scavenged from the air. The processes that govern aerosol number concentration and particle size are summarised in Table 2.1.

Table 2.1: Key processes that alter aerosol number concentration and size of individual aerosol particles. Vapour concentration refers to the concentration of the nucleating or condensing vapour.

<table>
<thead>
<tr>
<th>Process</th>
<th>Effect on particle number</th>
<th>Effect on particle size</th>
<th>Effectivity mainly depends on</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nucleation</td>
<td>increase</td>
<td>-</td>
<td>Vapour concentration</td>
</tr>
<tr>
<td>Condensation/evaporation</td>
<td>-</td>
<td>increase/decrease</td>
<td>Vapour concentration, particle size</td>
</tr>
<tr>
<td>Coagulation</td>
<td>decrease</td>
<td>increase</td>
<td>Particle concentration and size</td>
</tr>
<tr>
<td>Deposition</td>
<td>decrease</td>
<td>-</td>
<td>Particle size, surface properties</td>
</tr>
</tbody>
</table>

Quantifying aerosol properties can be done in many ways and each quantity has limitations. The problem in using the total number concentration as a characteristic value is that aerosol particles vary in diameter from less than a nanometre to tens of micrometres and particles at both ends of the scale have very different properties. Another way to measure aerosol amount is the mass of particulate matter (PM) below a certain diameter threshold. PM is a flawed measure as well due to ultrafine particles having very small contribution to the total mass, although they are of great importance for their negative health effects and role in microphysical processes.

The most insightful information to know would be the particle number size distribution which quantifies the relative importance of different size ranges contributing to the total concentration and mass. Particle size distribution is a two-dimensional (diameter and concentration) quantity, so it is sometimes not a convenient measure. Condensation sink (CS) is a simplified aerosol quantity describing the sink of vapours to the particle phase (unit s\(^{-1}\)). CS strongly depends on the size distribution of particles, as large particles are weighted more than smaller particles (Equation 2.1).
\[ CS = 2\pi D_v \int_0^\infty d_p \beta_M(d_p) dp \]
\[ = 2\pi D_v \sum_i \beta_M, d_{p,i} N_i \] (2.1)

where:

\( D_v \) = vapour diffusion coefficient
\( d_p \) = particle diameter
\( \beta_M \) = transitional correction factor for particle
\( N \) = number of particles

If CS is high, the population of particles is effective in consuming vapours by condensation. The inverse of CS describes the lifetime of a vapour molecule with the properties of sulphuric acid and zero saturation vapour pressure at the surface (irreversible condensation).

**Atmospheric trace gases**

The dispersion area extent and spatial concentration variability of a gas greatly depends on the atmospheric residence time of the gas. Atmospheric residence time is defined as the average time a molecule spends in the atmosphere before it is removed via deposition or chemical reaction. Inert gases such as argon (Ar) or nitrogen molecule (N\(_2\)) are long-lived and well mixed in the atmosphere and thus bad air mass tracers. However, many atmospheric gases have a residence time of hours, days or weeks, which means they are only transported some hundreds or thousands of kilometres before their removal from the atmosphere. These gases are called trace gases and they make up only a minor portion of the total mass of the atmosphere.

If a trace gas has a residence time of at least several days or weeks, it can have a relatively high background concentration, which means the concentration in absence of local sources. If the atmospheric residence time of a gas is short (hours or less), it is a good tracer of local sources. The most relevant trace gases to study, due to their negative health effects and important role in NPF events, are sulphur dioxide (SO\(_2\)), nitrogen oxides (NO\(_X\)), carbon monoxide (CO) and ozone (O\(_3\)). Here, the unit used to express the concentration of these gases is parts per billion (ppb).

The tropospheric residence time of SO\(_2\) is typically 1-2 days (Barrie and Hoff, 1984), so it can be transported up to thousands of kilometres from the emission source. It is emitted to the atmosphere mainly in combustion processes of fossil fuels and volcanic eruptions. In remote marine areas like the Arctic, phytoplankton has a relatively large contribution to SO\(_2\) and particles via dimethyl sulphide (DMS) production (Yang et al.,
2016; Park et al., 2017). This is a particularly important mechanism during the summer months because DMS is mainly oxidised to SO$_2$ by the hydroxyl radical, which is a daytime product (Keller, 1989). SO$_2$ is a precursor gas of sulphuric acid (H$_2$SO$_4$), which is the single most important compound contributing to early stages of NPF (e.g. Yao et al., 2018).

N$_2$ is the most abundant gas in the atmosphere and is stable due to its triple bond. At high temperatures the bond can break, which allows the nitrogen atom to be oxidised into NO$_X$. NO$_X$ consist of both nitrogen monoxide (NO) and nitrogen dioxide (NO$_2$) and they are the most reactive of the studied trace gases. Combustion processes are the most important source of NO$_X$, but natural sources also exist, from e.g. lightning strikes. Due to a rapid reversible reaction with ozone, the concentrations of NO and NO$_2$ fluctuate but their combined concentration is more stable, hence the concentration NO$_X$ is a commonly used air quality characteristic. Due to the complexity of NO$_X$ reactions, their lifetime varies roughly from 2 to 8 hours depending on the emission strength, wind conditions and background chemistry (Liu et al., 2016).

Ozone is produced in photolytic reactions from its precursor gases: methane, CO, volatile organic compounds (VOCs) and NO$_X$ (Monks et al., 2015). Most of it is in the stratosphere, where ultraviolet (UV) radiation is available for production. A fraction of UV radiation makes it to the troposphere, allowing small concentrations of tropospheric ozone to be formed. Ozone can also be transported from the stratosphere to the troposphere (Oltmans, 1981). The residence time of tropospheric ozone varies from weeks in rural environments and the free troposphere, to hours in urban, polluted environments where reactive compounds are available. Thus, tropospheric ozone is relatively well mixed in marine and polar environments, which are generally only moderately polluted.

CO has a tropospheric residence time of about a month - long enough for long distance transport but not long enough to be evenly mixed in the atmosphere (Weinstock, 1969). Wildfires and volcanoes are examples of natural sources of CO. Anthropogenic sources include motor vehicles, industrial activity and domestic heating.

The concentrations of all of the aforementioned trace gases are affected by incoming solar radiation. The most significant oxidant of SO$_2$, NO$_X$ and CO is the hydroxyl radical (·OH), which is photochemically formed (Arakaki and Faust, 1998). In winter months other processes, such as dry deposition, become relatively more important, but the sinks are not large enough to balance the sources. Thus, especially the seasonal variation in the concentrations of the longer-lived gases of CO and O$_3$ is characterised by a winter maximum and summer minimum (Vingarzan, 2004). The annual net flux to the atmosphere is nearly zero, although a weak increasing trend in the concentration of CO has been observed, which is likely of anthropogenic origin (Khalil and Rasmussen, 1990). A summary of the properties of the gases analysed in this study is shown in Table 2.2.
Table 2.2: Properties of the tropospheric trace gases examined in this study. The residence times and typical concentrations are only rough estimates and show large variation globally. The unit used for the concentration is parts per billion (ppb).

<table>
<thead>
<tr>
<th>Tropospheric trace gas</th>
<th>Tropospheric residence time</th>
<th>Main sources</th>
<th>Main sinks</th>
<th>Typical tropospheric conc. (ppb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sulphur dioxide, SO₂</td>
<td>1-2 days</td>
<td>Volcanic Eruptions, oxidation of DMS, fossil fuel burning</td>
<td>Oxidation to sulphate aerosol or H₂SO₄</td>
<td>0.01 - 10</td>
</tr>
<tr>
<td>Nitrogen oxides, NOₓ</td>
<td>2-8 hours</td>
<td>Lightning, combustion processes</td>
<td>Atmospheric oxidation</td>
<td>0.01 - 10</td>
</tr>
<tr>
<td>Carbon monoxide, CO</td>
<td>1-2 months</td>
<td>Wildfires, combustion processes</td>
<td>Atmospheric oxidation, soils</td>
<td>100 - 1000</td>
</tr>
<tr>
<td>Ozone, O₃</td>
<td>hours to weeks</td>
<td>Production by solar radiation, stratospheric transport</td>
<td>Photochemical destruction, dry deposition</td>
<td>10 - 100</td>
</tr>
</tbody>
</table>

An important group of gas compounds for the NPF processes is VOCs (Laaksonen et al., 2008). These vapours have a low volatility, so they have a higher probability to remain in a liquid phase after condensation. Thus, the lack of VOCs is often the barrier for NPF events. There are numerous organic gases that belong to VOCs and they are known to be emitted from both anthropogenic (e.g. combustion processes, Tissari et al., 2008) and biogenic (e.g. vegetation, Hakola et al., 2012) sources. Biogenic VOCs in the boreal environment are mostly emitted to the atmosphere in the presence of solar radiation. They are good tracers of air masses due to their multiplicity, but understanding the complexity of them is often limited and identifying them from an air sample requires sophisticated instrumentation. Hence VOCs are not analysed in this study.

2.1.3 Arctic Air Mass Characteristics

Arctic air masses are colder and typically have a lower moisture content than polar air masses, although the difference is less pronounced in winter (Curry, 1983). Arctic air masses develop in the high northern latitudes that are, to a large extent, covered by sea ice or the ice sheet of Greenland. This is why Arctic air masses are typically continental, although there is large seasonal variation in the sea ice extent, as shown in Figure 2.1. The region north of Scandinavia remains open from ice all year round, allowing large fluxes
of latent and sensible heat at the sea surface to modify the air mass properties. Hence, initially continental Arctic air masses spend tens of hours over open sea before they can reach the coast of Norway or Russia prior to arrival in Finland.

What makes the Arctic (and the Antarctic) region special is that it is practically uninhabited by humans. This means that there are no major, local sources of anthropogenic pollution. Because vegetation is very limited in the region, biogenic sources are weak as well, especially in winter. If an air mass develops over an open-sea surface, primary particles are emitted to the air in presence of wind-induced sea spray. Sea salt particles are large in diameter (typically > 1 µm) and thus have a short atmospheric residence time, which makes it unlikely they will be transported deep into continental areas before their removal from the air by dry deposition. The wet deposition mechanism is also enhanced in maritime Arctic environments (Mauritsen et al., 2011).

Low temperature and relative humidity and the absence of pre-existing particles (low CS) are favourable conditions for a NPF event (Nilsson et al., 2001), but Arctic air masses are also void of necessary gases that can initiate the nucleation process. This is
the reason why Arctic air masses are often a good base for NPF (Sogacheva et al., 2005), as soon as the air spends enough time overland for biogenic emissions of volatile organic compounds (VOC) to allow growth of ultrafine particles towards CCN size (Väänänen et al., 2013).

There is no commonly used source region for Arctic air masses in literature, and defining such boundaries would be difficult, as the Arctic front, which separates the air masses, keeps changing its shape. An estimate of its location based on the average location of the surface level -5 °C isotherm in summer and winter, as suggested by Li et al. (1993), is given in Figure 2.2a. Their definition is likely to include continental polar air masses to also be defined as Arctic air masses in winter. A more straightforward approach has been taken by the International Maritime Organization (IMO) in Figure 2.2b, who defined the boundary to be north of 60 °N with the exception of the ice-free region around Iceland and the coast of Norway (Jensen, 2007).

![Figure 2.2: Two different ways to estimate the Arctic region extent: a) from mean meteorological conditions and b) from sea ice extent (IMO). Figures are adapted from the original publications by AMAP (2015).](image)

Mixed layer height is also a variable to consider when analysing changes of Arctic air mass properties in time. The mixed layer is a type of planetary boundary layer; it is defined to be the layer in contact with the surface that is well mixed regarding energy (heat, momentum) and mass (particles, trace gases) in the vertical direction (Stull, 1988). The height of it varies from tens of metres in stable winter conditions to several kilometres.
on a sunny summer day. The mixing occurs primarily by thermal and mechanical turbulence, and the magnitude and relative importance of these two types of turbulence vary diurnally, seasonally and regionally. Thermal turbulence is generated by radiative heating at the surface, so it is weak at night and in winter due to minimal solar heating and in marine environments due to the high heat capacity of water compared to the continent. Mechanical turbulence is generated by wind shear, which is caused by surface roughness and the logarithmic vertical wind profile due to friction at the surface. Mechanical turbulence generation is usually weaker over a water surface due to low surface roughness, but on the other hand wind shear can be strong due to high wind speeds because friction is lower than over continents. As Arctic regions are cold and have usually a smooth surface, the mixed layer height is typically less than 250 metres (Nilsson, 1996).

2.2 Atmospheric Trajectories

An atmospheric trajectory is the path of an air parcel as it is advected by a wind field in time. A forward trajectory is the path forward in time, a backward trajectory in turn describes the movement of the air parcel before it arrives at the point of interest (e.g. a measurement station). Forward trajectories can be useful when assessing the impact of point-like emission sources. For example, spreading of volcanic ash or radioactive fallout can be estimated by using forward trajectories (Stunder et al., 2007; Lozano et al., 2011). Backward trajectories can be useful when trying to explain changing conditions in a certain place, a measurement station for example (Sogacheva et al., 2005). The latter approach has been taken in this thesis to examine the properties of arriving Arctic air masses.

It is obvious that calculating trajectories with an accuracy of metres for just several hours would require unrealistic computational resources, knowledge of the initial state and understanding of physical processes governing the transport. Yet, trajectories can be calculated to obtain an estimate of air particle transport in scales of kilometres. The uncertainty related to atmospheric trajectory calculations has been assessed by Stohl (1998). He estimated that the horizontal error is in the order of 20 % of the distance traveled. The accuracy of the trajectory output of a model depends on the model itself (e.g. how well are physical processes modeled) and the meteorological gridded dataset that is required as input.

It can be assumed that air masses transported from the high northern latitude region are Arctic in nature. Making this assumption allows the identification of Arctic air masses to be done from backward atmospheric trajectories by examining the source latitude a certain number of hours before arrival. This method may not be very accurate for identification of other (e.g. tropical) air masses, because there is more zonal variation
of air masses in the midlatitudes.

In this study, Arctic air masses are defined to be those originating from latitude 78° N or higher, 72 hours before arrival at a measurement station in Värriö. This criterion was defined after sensitivity testing using latitude limits from 70° N to 83° N. Overall, Arctic air mass observations of all months steadily declined from 38 % Arctic fraction to 7 % when the latitude criterion was increased, which corresponds to approximately 2.4 % decrease per degree of latitude.

The threshold of 78° N was chosen as it is a high enough latitude to make sure that the air is Arctic, but low enough to have sufficient data even in summer months, especially July, to make a meaningful interpretation of results. The goal was to capture cases where air masses are transported along a more or less direct route to Värriö. Using this threshold, the shortest distance to the station from what was defined as the Arctic, is almost 1100 kilometres. To be transported this distance in 72 hours, the minimum average wind speed required is 4 m s⁻¹. This means that it is likely that air masses that are classified as Arctic have only been minimally modified over land areas below the 70th parallel north.

Atmospheric trajectory data can also include information of the height of the mixed layer at each position, obtained from the gridded meteorological dataset. Whether the air parcel is in the mixed layer is valuable information because it determines how strongly surface phenomena, such as heat, moisture and mass fluxes are affecting the parcel. Hence, air parcels that are not in the mixed layer are expected to have lower aerosol particle and trace gas concentrations, if the emission sources are at the surface.
3. Data

3.1 Trajectory Data (HYSPLIT)

To calculate backward atmospheric trajectories, the Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT, Stein et al., 2015) model was employed, which is a widely used trajectory model for calculating forward or backward atmospheric trajectories. HYSPLIT has been developed for over 30 years and the version used here is version 4 (Draxler and Hess, 1997). Several optional features can be included in the model, such as pollution dispersion or vertical motion following isentropic or isobaric surfaces. For this study, a simple single-particle trajectory mode was chosen with the vertical velocity obtained from the vertical motion field of the meteorological gridded data. Horizontal transport is calculated from the horizontal wind field that advects the air parcel.

The meteorological gridded datasets used for this study are produced by the National Weather Service’s (NWS) National Centers for Environmental Prediction (NCEP). Two datasets were used in this study. From 1998 to 2006 the used product was Final Operational Analysis Data (FNL), which is the final product in operational use produced by NCEP. During the study period, the horizontal resolution of the NFL data was 191 km with 13 vertical levels and the temporal resolution was 6 hours. From 2007 to 2017, a higher resolution Global Data Assimilation System (GDAS) meteorological dataset was used at 1x1-degree (110x110 km) horizontal resolution with 23 vertical levels and at 3-hour temporal resolution. If HYSPLIT is run at a higher temporal resolution than the meteorological gridded dataset used as input, linear interpolation is used by the model.

Trajectories were calculated backwards for 72 hours with a 1-hour temporal resolution using 100 m arrival level above SMEAR I. The low arrival level was chosen to best represent conditions measured at the surface. The output trajectory files, along with the coordinates (latitude, longitude, altitude), also included potential temperature of the air parcel and mixed layer height at the current position at each time step.
3.2 SMEAR I

3.2.1 Station Description

Station for Measuring Ecosystem-Atmosphere Relations (SMEAR) is a station concept designed to measure a wide range of atmospheric and biospheric variables in the long term (Hari et al., 2016). There are four SMEAR stations in Finland, one in Estonia and one in China. SMEAR I in Värriö (67°46′N, 29°36′E, 390 m above sea level), in Finnish Lapland, was the first one to be built (Hari et al., 1994). The first long-term measurements of several atmospheric gases began in 1992, but a more comprehensive set of variables, including the particle size distribution, has been continuously measured since 1997.

SMEAR I is located in a very sparsely populated area in close proximity to the Värriö fjeild range, pine forest and swamps. The canopy height is less than 10 metres (mean height 6.7 m, Hari and Kulmala, 2005). The station is not located on flat land, therefore temperature inversions and local wind patterns, such as katabatic winds, might make local measurements of wind unrepresentative of the large-scale flow. Due to the northern location, incoming solar radiation is very weak from October through February. The polar night lasts for over two weeks, from December 13th to December 31st. The snow depth can exceed one metre during winter months.

Two major mining industry sites are located nearby, in the Kola Peninsula: Nikel (69°25′N, 30°15′E) to the north and Monchegorsk (67°55′N, 32°50′E) to the east of SMEAR I, which are 188 and 146 kilometres away, respectively (Figure 3.1). Highly polluted air is frequently transported to Värriö from these industrial sites (e.g. Vehkamäki et al., 2004; Kyrö et al., 2014). The distance to the Arctic Ocean is 230 km and to the Russian border 6 km.

3.2.2 Station Measurements

Instrumentation changes have taken place for many of the instruments over the years. A full list of instruments and times of installation is available online at SMEAR Wikispace (Aalto, 2017). Initially measurements were taken at several vertical levels for many variables. Most of the measurements are currently taken from a single level per measured variable: air temperature and pressure at 2 m, gases and humidity at 9 m, radiation at 16 m and particles near the surface, below the canopy height. Tree growth and gas exchange are measured directly from individual trees at the station site.

Meteorological observations that were used for this study include measurements of temperature, humidity (dew point temperature), atmospheric pressure, precipitation and
Figure 3.1: Map representation of topography and bathymetry in the region where SMEAR I is located. The two largest pollution sources, Nikel and Monchegorsk, are marked with red markers.

Irradiation. The temporal resolution of the measurements of meteorological variables has changed several times. It was 20 min for the measurements of temperature, pressure and humidity until April 2009, when it was increased to 1 min. Irradiation was initially measured at a 5-minute temporal resolution, which was increased to 1 min in May 2011. The measurements of liquid precipitation also had original temporal resolution of 5 minutes, which was increased to 1 min in 2011. Year-round precipitation has been measured since April 2008, and the temporal resolution used has been 1 min except for the time between April 2009 and January 2010, when it was 5 minutes.

Precipitation has been measured using two fundamentally different measurement instruments with different limitations. Liquid precipitation has been measured using a traditional tipping-bucket type rain gauge since the beginning of the study period, but its use is limited to the warm season only (roughly from May through October). The rain gauge can only measure each 0.2 mm of rainfall, thus it is possible that it is not able to record very light rain accurately (Habib et al., 2001). A laser disdrometer was installed in 2008 to allow precipitation observations in winter as well, and with overall lower detection limit (0.01 mm min\(^{-1}\)). Most, although not all, uncertainty related to
the optical disdrometers can be avoided by regular calibrations (Moraes Frasson et al., 2011). Tipping-bucket rain gauges tend to underestimate and optical disdrometers tend to overestimate rainfall accumulation at heavy rain rates (Tapiador et al., 2012), but heavy rainfall is not typical in the high-latitude climate of Värriö. In this study, the observations of the optical disdrometer have been used and the results of a comparison of the two instruments are presented in section 2.4.3, where precipitation results are discussed.

The particle number size distribution is measured at SMEAR I using a Differential Mobility Particle Sizer (DMPS). The DMPS system consists of a Differential Mobility Analyzer which separates a certain size range of particles from the input flow and a Condensation Particle Counter (CPC) which counts the particles directed to it by the DMA (Aalto et al., 2001). During the first six years (1997-2002) only one DMA with a classification limit of 10 nm was taking measurements. Another DMA/CPC pair was added in spring 2003, after which the installation setup has been able to detect particles down to 3 nm diameter. The temporal resolution of the DMPS measurements was 10 min for the whole study period.

The trace gases analysed in this study were SO$_2$, NO$_X$, CO (since 2010) and O$_3$. The temporal resolution of the trace gas measurements was 10 min in 1998-2009 and 1 min thereafter. In principle, to measure the concentration of NO$_X$, individual measurements of NO and NO$_2$ are needed. The concentration of NO$_2$ has not been directly measured before 2016, instead the concentrations of total reactive nitrogen NO$_Y$ and NO have been measured. NO$_Y$ consists of NO$_X$ and minor concentrations of other forms of oxidised nitrogen (e.g. nitric acid and peroxyacyl nitrates). In this study it is assumed that the concentration of other nitric compounds than NO$_X$ can be neglected and therefore NO$_Y$ is referred to as NO$_X$. The detection limits of the instruments used to measure concentrations of SO$_2$, NO, NO$_X$, O$_3$ and CO were 0.02 ppb, 0.1 ppb, 0.1 ppb, 1 ppb and 20 ppb, respectively.

The data coverage for the study period 1998-2017 was good for almost all of the variables included in the analysis (Figure 3.2). Precipitation has only been measured for the warm season until 2008. Apart from that, the data used in this study had temporal data coverage above 95% for meteorological variables and above 85% for gas and particle measurements since installation. Short breaks in the data are caused typically by changes in the instrumentation and maintenance breaks.

### 3.3 Data Processing Steps

Most of the SMEAR data were downloaded from the Smart-SMEAR AVAA portal (Junninen et al., 2009). Gas data from 1999 and 2001, inverted DMPS distribution files and
Figure 3.2: Temporal coverage of quality-checked measurements in 1998-2017 at SMEAR I. Only variables that have been relevant to this study have been included. Meteorological variables are shown in red, particle and gas related variables in blue and trajectory availability in green. Coverage percentage is calculated based on the first available data point for each variable. ‘Rainfall’ refers to liquid precipitation, and ‘Precipitation’ to liquid and solid precipitation.

Trajectory files were directly downloaded from a local server. All data were converted to the same time zone (UTC) and averaged to one-hour resolution. For most of the variables considered here, the averaging method used was the median and not the mean, to minimise the effect of individual outliers in the data. Rainfall was converted to hourly resolution using the sum of all data points in an hour to obtain the unit of rain rate in mm h\(^{-1}\).

A slightly different procedure was needed for the DMPS data. The number of channels in the DMPS instrumentation has changed several times over the years. Thus, the detection range (3-1000 nm) was divided into 50 size bins uniformly distributed on a logarithmic scale. After interpolation to these size bins, the median value in each size bin was taken separately for every hour of data to obtain a temporally averaged size distribution.

After averaging the trace gas data, the units were converted from µg m\(^{-3}\) to parts per billion (ppb). As the concentration of NO is so low compared to that of NO\(_2\), molar mass of NO\(_2\) was used in unit conversion of NO\(_X\). After hourly averaging, values that were below the corresponding detection limit for each gas were set to half of the detection limit in attempt to avoid underestimation of the concentrations. This frequently occurs with the measurements of SO\(_2\) and NO, because their background concentrations are typically very low in Värlö. 

The trajectory files were analysed to create a list of hours when the latitude criterion
was met (78° N, 72 hours before arrival at SMEAR I). This list was used to separate those lines of SMEAR data that were classified as associated with an Arctic air mass. As a result, two datasets were obtained: one with hourly data points that were classified as Arctic and the remaining data points which is referred to as the non-Arctic dataset. The trajectory data was also used to analyse typical paths of Arctic air parcels. For this purpose, Earth was divided into half-degree grid cells and the frequency each cell was visited at any hour by a trajectory was calculated. This was repeated for all Arctic air mass trajectories and the counts were converted into percentages. Data processing steps are illustrated in Figure 3.3.

Figure 3.3: Data processing steps. The data products that were available as starting point of this study are marked in green colour, and the steps necessary to provide those data in grey. The end products of this study are marked in yellow colour and the red objects mean data processing steps.
4. Results and Discussion

4.1 Trajectory Statistics

Overall, 15.0% of all hours in 1998-2017 were classified as Arctic based on the trajectory analysis using the threshold that requires a trajectory to be north of 78° N, 72 hours before arrival at SMEAR I. This corresponds to 55 days per year on average. The mean distribution of monthly Arctic air mass occurrences is shown in Figure 4.1. The average total duration of Arctic events per month was the highest in March (7.5 days) and the lowest in July (2.0 days). The fraction steadily increased in autumn, but decreased in January (4.6 days) and February (3.5 days). More than one third of the observed Arctic air mass conditions took place in spring months (March-April-May). The inter-annual variation in the total duration of Arctic air mass events in a month was large in all the seasons.

![Figure 4.1](image-url)

**Figure 4.1:** The mean total duration of Arctic air mass events per month. An air mass was defined Arctic if the 1-hour resolution backward trajectory placed it at latitude 78° N or higher 72 hours prior to arrival at SMEAR I. A cumulative sum of Arctic event duration was calculated for each month in 1998-2017 and then averaged to obtain an average monthly value. Duration is shown in days, even though individual events were typically shorter. The errorbars represent one standard deviation from the mean value and the percentages are the total duration divided by the number of days in each month.
Typical Arctic event duration was also studied (Figure 4.2). The longest period that was classified as Arctic occurred in December 2001 and lasted for 147 hours, and during the 1998-2017 period the mean duration was 18.5 hours and the median duration was 10.0 hours. A vast majority of the events lasted for less than two days and events longer than four days occurred on average less frequently than once a year.

![Figure 4.2: Histogram of the durations of individual Arctic air mass events at SMEAR I, Väriö, in 1998-2017 based on HYSPLIT analysis. Event duration was defined to be the sum of consecutive hours when the backward trajectories placed the air parcel 78° N or higher 72 hours prior to arrival at SMEAR I.](image)

The typical seasonal trajectory paths in Figure 4.3 show two main paths for arriving Arctic air masses: one west of Svalbard (pathway 1) and one east of it (2). Pathway 2 is further divided to two branches: northern (2a) and north-eastern (2b). It is likely that the trajectories of pathway 1 have to ascend several hundred metres to cross northern parts of the Scandinavian mountains. The eastern branch is more prone to the Kola Peninsula influence, especially in months between June and August, when pathway 2b becomes more frequent (Figure 4.3c).

Both of the main branches are cyclonically curved, which suggests that Arctic air mass transport to Väriö is typically associated with low pressure systems that reach the region north-east or east of Väriö. This hypothesis is also supported by the short duration of individual Arctic air mass events, as shown in Figure 4.2.

As both the air parcel height and the thickness of the mixed layer at each time step were available in the trajectory data, the number of hours that each air parcel spent in the mixed layer along the 72-hour trajectory was determined. This analysis was only done for the Arctic air masses. A histogram of the results is shown in Figure 4.4, separately for the warm (May through October) and the cold (November through April) seasons.
Figure 4.3: Percentage of arriving Arctic air masses that have passed each 0.5 x 0.5 degree grid cell as they arrive at SMEAR I in a) winter (DJF), b) spring (MAM), c) summer (JJA) and d) autumn (SON). Pathways 1, 2a and 2b represent the most frequent pathways of air parcels. The analysis is based on HYSPLIT backward trajectories in 1998-2017. The Arctic air mass classification method is explained in section 2.2.

In the warm season over half (51.3 %) of the trajectories spent all 72 hours in the mixed layer and only 12.0 % of the trajectories spent less than two thirds (48 hours) of the time in the mixed layer. The corresponding values were 23.3 % and 30.9 % in the cold season. The median altitude of the trajectories along the path was also calculated and, averaged 83 metres in the warm season and 82 metres in the cold season. Thus, it can be concluded that the higher mixed layer residence time in summer is connected to the seasonal variation in the height of the mixed layer, not to seasonal differences in the trajectory paths.
Figure 4.4: Histogram of the time individual 72-hour trajectories spend in the mixed layer for a) the warm season (MJJASO) and b) the cold season (NDJFMA). Analysis is based on HYSPLIT backward trajectories that were poleward of 78° N 72 hours before arrival at SMEAR I in 1998-2017. The arrival height of the trajectories was set to 100 m.

4.2 SMEAR I Observations

To analyse the seasonal or monthly variation of variables, figures of average conditions during a "median year" were constructed. This was done by dividing each year into 36 periods of approximately 10 days, and calculating a median value for those time periods (e.g. January 1st to January 10th) in 1998-2017 separately for the Arctic and non-Arctic datasets. The 25 and 75 % quartiles were also calculated to see the variability of the data, and in the rest of the chapter the shading in figures indicates the area between the quartiles. Quartiles were chosen instead of standard deviation because most of the variables examined in this thesis are not normally distributed and because the median, rather than the mean, is usually shown.

Statistical tests for the Arctic and non-Arctic datasets were not performed in this study for several reasons. Firstly, the seasons have drastic differences and hence testing a full year of data might not reveal statistically significant correlation, even if there is in fact a correlation within one season only. Secondly, the number of variables that were analysed...
was quite large. The aim of this study is to give an overview of how different variables vary in Arctic and non-Arctic air masses, and how they might vary seasonally. Further studies could narrow down the focus on certain variables and seasons for statistical testing, based on this study. Thirdly, statistical tests for a particle size distribution would be difficult to perform. A solution could be to study the different modes or CS separately, but that would require extensive work.

4.2.1 Meteorology

Temperature, air pressure and wind

The median year of temperature variation is shown in Figure 4.5a. The temperature of the Arctic air masses was lower than in the non-Arctic air masses during most of the year. The difference was particularly pronounced in summer (5.6 °C in June-August), but was less clear in winter (2.0 °C in December-February). The temperature variability was also smaller for the Arctic air masses than for the non-Arctic air masses, which suggests that Arctic air masses are a more homogeneous subset.

The differences in air pressure between the datasets were small, and especially the Arctic air pressure data were noisy (Figure 4.5b). The median Arctic air mass surface pressure was on average 2.3 hPa higher in the warm season (April-October) but 1.2 hPa lower in the cold season (November-March), compared to the non-Arctic air masses. In both datasets, the surface pressure was higher in summer than in winter. The pressure variability was also larger in winter in both datasets, which can be explained by higher cyclonic activity due to enhanced meridional temperature gradient between the mid-latitudes and the polar regions.

Without creating average surface pressure composites for Arctic and non-Arctic conditions, it is hard to speculate the reason behind the differences in the observed air pressure between the datasets. Very low average surface pressure cannot be expected in Arctic conditions, if Arctic air is typically channelled to Värriö in the situation when a low pressure system is located several hundred kilometres north or north-east of Värriö, and is likely in a mature stage by then. The situation for the non-Arctic air masses may be different, as cyclones can approach from the south when they are potentially deeper than the ones over the Arctic ocean north of Värriö. However, noise in the pressure data is large, so further speculation is not done in this study.

Wind speeds measured at SMEAR I in Arctic and non-Arctic conditions were also briefly analysed (not shown). Wind speeds in both datasets were greater in winter than in summer, which is probably due to enhanced cyclonic activity in the cold season. The annual median wind speeds associated with the Arctic and the non-Arctic air masses were on average 3.4 m s\(^{-1}\) and 3.5 m s\(^{-1}\), respectively.
Humidity and global radiation

Relative humidity (RH) was found to be high in winter months between November and March in both Arctic (average 88.1 %) and non-Arctic (90.8 %) air masses (Figure 4.6a), which is typical for a maritime climate. In the beginning of March the air got drier, although the variability also increased drastically. The Arctic air masses did not clearly stand out from the non-Arctic air masses regarding RH. A small difference between the datasets was observed in spring, when the Arctic air masses were on average a little bit drier than the non-Arctic air masses.

In addition to relative humidity that depends on the temperature of the air, absolute humidity was also examined. Absolute humidity is the measure of water vapour in a volume of air (unit g m\(^{-3}\)) and is shown in Figure 4.6b. In months between April and October, the Arctic air masses had 1.8 g m\(^{-3}\) (27.2 %) lower moisture content than the non-Arctic air masses on average. The difference in median absolute humidities peaked
in July (2.9 g m$^{-3}$, 28.3%). For those months, the 25% quartile absolute humidity curve of the non-Arctic air masses was at or above the 75% quartile of the Arctic air masses. This implies that absolute humidity is a good characteristic tracer of Arctic air masses in summer, but much less so in the cold season (November-March), when the difference between the Arctic and the non-Arctic air masses was only 0.6 g m$^{-3}$ on average. However, the absolute humidity values in winter months are much smaller overall. The similarities in the annual variation of temperature (Figure 4.5a) and absolute humidity are apparent.

Global radiation can be used as a proxy for cloudiness, as a lower fraction of radiation can reach the ground in cloudy conditions. Global radiation observed at SMEAR I did not show large differences between Arctic and non-Arctic conditions (Figure 4.6c), which indirectly suggests that cloudiness is not notably altered by the air mass. During the median year, radiation was very limited in winter time, but started to increase rapidly in March. The median global radiation even in midsummer remained low, however, less than 150 W/m$^2$ on average. The overall variability in both datasets was large, which is largely
due to the diurnal cycle of incoming solar radiation. The Arctic data shows slightly larger variability in March and April. In July, when the difference in absolute humidity between the datasets was the largest (Figure 4.6b), the 75% quartile was observed to be higher in the non-Arctic air masses.

Several effects could have caused the observed spring time dryness of the Arctic air masses relative to the non-Arctic air masses (Figures 4.6a, 4.6c). The non-Arctic air masses arriving from lower latitudes in April and May were likely affected by large surface moisture fluxes due to snowmelt. Additionally, as the meridional temperature gradient is still strong in spring months, the cold Arctic air masses are affected by large surface heat fluxes as they are transported to lower latitudes, which reduces relative humidity. Orographic processes may also play a role, especially if air parcels are transported via pathway 1 (Figure 4.3b).

In July, the higher relative humidity and lower global radiation in the Arctic air masses compared to the non-Arctic air masses could be due to the Arctic Ocean being at its warmest, which enhances the moisture flux to the atmosphere and makes the arriving Arctic air masses particularly maritime. The Arctic Ocean is, however, still colder than the surrounding regions, so that air mass might also get colder, which increases RH.

Overall, global radiation may not be a very representative variable to be used to analyse cloudiness. Incoming radiation also varies drastically seasonally and diurnally and for several months in winter it is very limited or non-existent.

Precipitation

The averaging method used for precipitation variables was the mean, and not the median, because the mean value is more representative of the total cumulative precipitation. The average year of precipitation intensity for precipitating hours is shown in Figure 4.7a and precipitation frequency in Figure 4.7b based on observations from the optical disdrometer. Precipitation frequency means the percentage of time precipitation occurs in an hour defined as Arctic or non-Arctic. The hours of no precipitation were excluded when the precipitation intensity was calculated. Noise in the data was quite large, probably due to limited data availability from the optical disdrometer (2008-2017, Figure 3.2).

Both in the Arctic and the non-Arctic air masses, precipitation intensity was the lowest in winter and the highest in summer, which is connected to the available moisture content (Figure 4.6b), as can be expected. In winter the Arctic air masses had similar precipitation intensity, but precipitated much less frequently than the non-Arctic air masses. In summer, Arctic air mass precipitation was lighter but the frequency of rain was higher than in the non-Arctic air masses. The high frequency of precipitation and therefore cloudy conditions related to the Arctic air masses might explain the observed lower
Figure 4.7: The mean a) precipitation intensity, b) precipitation frequency and c) the cumulative daily precipitation in 2008-2017 at SMEAR I, Värriö. Thick line represents the mean value (and not the median) and the shading indicates the area between the 25 and 75 % quartiles for the Arctic (blue) and the non-Arctic (red) air masses. Hours of no precipitation were excluded when precipitation intensity was calculated. Cumulative daily precipitation was calculated by multiplying the mean precipitation intensity with the precipitation frequency for each month and the number of hours in a day.

Global radiation in July (Figure 4.6c), compared to the non-Arctic air masses, which had higher moisture content but precipitated with a higher intensity. The annual mean precipitation intensity was 0.15 mm h\(^{-1}\) and 0.23 mm h\(^{-1}\), and the frequency of precipitation was 23.5 % and 31.7 % for the Arctic and the non-Arctic air masses, respectively.
Most precipitation from non-Arctic air masses is likely to be of frontal origin, which explains the lower precipitation frequency in summer than in winter, due to low cyclonic activity in the warm season. The precipitation frequency in the Arctic air masses was found to be the highest in summer, when the moisture content of the air is also notably higher (Figure 4.6b).

The daily cumulative precipitation (Figure 4.7c) describes the sum of precipitation during an average day of either Arctic or non-Arctic air mass. In all months the non-Arctic air masses precipitate more (mean annual precipitation 1.6 mm day\(^{-1}\)) than the Arctic air masses (0.9 mm day\(^{-1}\)). In winter months the difference is mostly explained by higher frequency of precipitation, whereas in summer the differences in precipitation intensity are more pronounced.

**Comparing precipitation instruments**

The optical precipitation instrument was chosen over the traditional tipping-bucket rain gauge because the use of the rain gauge is limited to liquid precipitation, even though longer timeseries would have been available for that instrument. Warm season (typically from May to October) cumulative rainfall data were compared between the two instruments (Figure 4.8a) for the Arctic and non-Arctic data combined. The comparison shows a close match between the instruments, although in 2011 the difference was more than 100 mm. A possible explanation for the larger difference in some of the years is the calibration needs of the optical instrument, as it is prone to bias if not operated properly (Morais Frasson et al., 2011).

The number of hours associated with precipitation was also compared between the rain gauge and the optical disdrometer (Figure 4.8b). The sensitivity of the disdrometer to detect precipitation is much higher than that of the rain gauge (detection limits of 0.01 mm min\(^{-1}\) and 0.2 mm min\(^{-1}\), respectively). This is why in Värrö the disdrometer records rainfall almost twice as often than the rain gauge in each of the years compared. These findings show that there is high probability of the rain gauge being unable to detect the lightest rainfall accurately. However, the cumulative rainfall measurements generally matched well, so this lightest rain that is not detected by the rain gauge probably does not contribute much to rainfall accumulation. The data from the optical disdrometer was used, because it can take observations of both liquid and solid precipitation, even though data for that instrument is available for 2008-2017 only.

**Meteorological indices**

Possible correlation between the Arctic air mass observation frequency and two meteorological indices, Northern Atlantic Oscillation (NAO) (Barnston and Livezey, 1987) and
Figure 4.8: Comparison of a) liquid rainfall accumulation and b) the sum of precipitating hours using a traditional rain gauge (blue) and an optical disdrometer (red) for summer seasons in 2008-2017 at SMEAR I in Värrö. Comparison was made only for hours when both instruments were operational in the warm season (typically between May and October). In calculation of the sum of precipitating hours, an hour with any precipitation was counted as precipitating. Both Arctic and non-Arctic data were combined for the comparison.

Arctic Oscillation (AO) (Thompson and Wallace, 1998), were tested. To test the correlation, daily index data were downloaded from National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center (http://www.cpc.ncep.noaa.gov/). These daily index values were then compared to the number of hours that were associated with an Arctic air mass per day. Only days when the index in question was >1.0 or <-1.0 were included in correlation tests to have comparable results with a study by Trigo et al. (2002) who used monthly NAO values from 1958-1997 in their analysis.

Sample sizes for testing the correlation with NAO and AO were n=474 and n=972, respectively. A statistically significant, weak negative correlation between the daily NAO index and the daily number of hours associated with an Arctic air mass was found (R=-0.18, p=0.0001). No statistically significant correlation was found with the AO index (R=-0.05, p=0.135).
The statistically significant weak negative correlation with the daily NAO index found is in line with the findings by Trigo et al. (2002), who analysed 10 m wind anomalies associated with high (>1.0) and low (<-1.0) NAO index (Figures 3 and 4 in Trigo et al., 2002). A moderate northerly wind anomaly was found in the region from where the Arctic air masses arrive in Värriö (Figure 4.3) when NAO index was negative. The northerly flow anomaly did not appear to be clearly linked to either cyclonic or anticyclonic anomalies. The correlation found in this study is weak however, hence the NAO index remains a poor proxy to use for identification of Arctic conditions in Värriö and the AO index cannot be used as a proxy at all.

4.2.2 Aerosol Particles

Both the Arctic and the non-Arctic air masses arriving at SMEAR I had similar seasonal variation in the median particle size distribution (Figures 4.9a and 4.9c). In both cases there were clearly two modes, the Aitken and the accumulation mode. There was a notable difference in the number concentrations between the datasets; the mean total concentration during a median year was 308 cm\(^{-3}\) and 646 cm\(^{-3}\) in the Arctic and the non-Arctic air masses, respectively. Between November and March the average particle concentration was only 129 cm\(^{-3}\) in the Arctic air masses. The corresponding value for the non-Arctic air masses was 334 cm\(^{-3}\). However, these are both very low values, as the particle concentration in urban air is typically thousands or tens of thousands per cm\(^3\) (Bismarck-Osten et al., 2013).

The median value of CS had large seasonal variability in both of the datasets (Figures 4.9b and 4.9d). It ranged from 0.2 x 10\(^{-3}\) s\(^{-1}\) to 0.8 x 10\(^{-3}\) s\(^{-1}\) in the Arctic air masses and from 0.5 x 10\(^{-3}\) to 2.7 x 10\(^{-3}\) s\(^{-1}\) in the non-Arctic air masses. The value of CS in the non-Arctic air masses was on average 190 % larger than that of the Arctic air masses during the median year. This is caused by both lower number of total particles and modes being in smaller size ranges. The typically low value of CS in Arctic air masses means that the conditions are ideal for NPF, given that there are sources of nucleating and condensing vapours (Sogacheva et al., 2005).

Monthly median size distributions and the 25 % and 75 % quartiles are presented in Figure 4.10. The Aitken mode peak was in smaller sizes in the Arctic air masses, at the diameter range of approximately 25-40 nm depending on the season, whereas in the non-Arctic air masses the range was between 30 and 90 nm. The accumulation mode peak was at similar particle sizes in both datasets, at approximately 150-200 nm. The nucleation mode and the lower end of the Aitken mode were more pronounced in the Arctic air masses compared to the non-Arctic air masses in months between April and October. In particular, the 75 % quartile shows some signs of nucleation as elevated
concentrations in spring and summer months. In other months the nucleation mode was practically non-existent in both datasets.

In the size distributions of both datasets, there was a clear concentration minimum between diameters 80 nm and 100 nm, approximately. The double-peaked size distribution of particles can be attributed to cloud processes and is a typical feature in maritime environments (Hoppel et al., 1986). When aerosol particles reach the critical diameter to activate as CCN, they grow further in size due to in-cloud scavenging processes and aqueous phase oxidation of trace gases, namely SO$_2$. The subsequent evaporation of cloud
Figure 4.10: The median particle number size distribution for each month separately. Red represents the non-Arctic air masses, blue represents the air masses classified as Arctic. The thick line is the median value and shading marks the boundaries between the 25 % and 75 % quartiles. The horizontal axis is logarithmic.

Droplets leaves behind notably larger particles than the critical size for activation. The modification of size distribution by non-precipitating clouds is an important process to take into account, as globally only one tenth of clouds reach precipitating stage (Pruppacher and Klett, 2012). The critical diameter for particles to activate as CCN in the region was found to be 70-80 nm for the Arctic air masses and 80-90 nm for the non-Arctic air masses, depending slightly on the season. This finding is in line with observations by Lihavainen et al. (2003) at the Pallas station, 225 km to the west of SMEAR I. They
found that nearly all particles that were larger than 80 nm in diameter were incorporated in cloud processes.

The size of the smallest particles observed in the median size distribution varied seasonally in both datasets as shown in Figures 4.9a and 4.9c. The size of the smallest particles was larger in winter and summer, and smaller in spring and autumn. The winter maximum might be explained by the extremely low nucleation rates due to the low concentration of biogenic VOCs (Hakola et al., 2012). The summer maximum is likely due to higher temperatures than in spring and autumn and therefore enhanced biogenic VOC emissions (Kourtchev et al., 2016), which leads to higher growth rates of ultrafine particles towards Aitken mode particles. The timing of this maximum in late July coincides well with the timing of maximum temperature observed (Figure 4.5a).

Comparison of observed aerosol size distributions with earlier studies

Asmi et al. (2011) analysed particle size distribution data from 24 field stations in Europe. The data were collected during a two-year period in 2008-2009. One of the stations, the Zeppelin Station (Ström et al., 2003), is located in Svalbard (78°58’N, 11°53’E), exactly in the region where most of the Arctic air masses that were studied here originated from. The seasonal variation in the particle size distribution at the station is shown in Figure 4.11.

There are similarities in the particle size distributions measured at SMEAR I and at the Zeppelin Station. Both stations observe the same modes in the same diameter ranges. In Värriö, the Aitken mode is dominant over the accumulation mode in spring, summer and autumn, while in winter both modes are weak. In Svalbard, the Aitken mode is dominant only in summer, when the resemblance in the size distributions of the two locations is particularly strong.

The most notable difference in the distributions can be seen in spring. At the Zeppelin Station the accumulation mode is clearly pronounced, which is not the case at SMEAR I. This might be due to primary aerosol particle emissions in spring, as sea ice retreats but the synoptic scale weather is still characterised by low pressure systems and high wind speeds. The particles of that mode are not observed in Värriö, so they are likely removed from the air by dry and wet deposition prior to arrival at SMEAR I.

4.2.3 Atmospheric Trace Gases

Sulphur dioxide (SO$_2$)

During the median year, SO$_2$ had a median concentration of 0.10 ppb in the non-Arctic dataset and 0.04 ppb in the Arctic dataset (Figure 4.12a). In the Arctic dataset the data
was noisy especially for summer (from May to September) and winter (December and January). In the non-Arctic data there was no peaks in summer, but the winter peak was pronounced.

An important reason behind the winter peak is the seasonal cycle of the mixed layer height. In high-latitude winter, due to strong inversions, mixing is typically limited to a shallow layer, so the pollutants are diluted in a smaller layer. This phenomenon has a drastic effect on aerosol and trace gas concentrations especially in urban areas (Janhäll et al., 2006), but is likely experienced in Värriö as well. The relative importance of this effect is most notable for short-lived trace gases due to their usually low background concentration.

The winter peaks in the concentrations of SO$_2$ were not pronounced in the Arctic data set, probably because the Arctic air masses are much less affected by local and regional minor sources of pollution.

The high variability of summertime SO$_2$ concentration in the Arctic air masses could be due to an enhanced influence of the Kola Peninsula industry (Figure 4.3c) and, especially during the phytoplankton bloom season, due to the production of dimethyl sulphide (Park et al., 2017). The Kola Peninsula influence is further discussed in section 4.3.
Nitrogen oxides (NO\textsubscript{X})

The observed seasonal variation in the concentration of NO\textsubscript{X} was similar to that of SO\textsubscript{2}. The concentration was very low in Arctic air masses throughout the year (Figure 4.12b). In the non-Arctic air masses, the median concentration during the year peaked in February (0.61 ppb) and was only just above the detection limit of 0.1 ppb from May through September. In the Arctic dataset the annual cycle was similar but the median concentration was lower. The average concentration of NO\textsubscript{X} during the median year was 0.10 ppb for the Arctic and 0.29 ppb for the non-Arctic air masses. As much as 46.4 % of the time the concentration of NO\textsubscript{X} in Arctic air masses was below the detection limit of the instrument. The corresponding number for non-Arctic air masses was much lower, albeit still large (24.7 %).

In addition to the seasonal variation in the thickness of the mixed layer, the winter peak in the concentration of NO\textsubscript{X} likely has a contribution of anthropogenic origin, too. Domestic heating related to the cold season likely causes notable emissions of both trace gases and aerosol particles (Tissari et al., 2008). The winter tourism season in Lapland is also at its peak from December to March (Vuoristo, 2002), which likely has an effect on local chemical composition via emissions from traffic and enhanced domestic heating.

Carbon monoxide (CO)

The seasonal variation in the median concentration of CO in both datasets resembles a sinusoidal shape (Figure 4.12c). In both datasets, the lowest annual median concentration was reached in July (85.8 and 99.6 ppb for the Arctic and the non-Arctic air masses, respectively), after which the concentration started to build up during autumn and winter. The highest concentration in the non-Arctic air masses was reached in February (177 ppb) and in March in the Arctic air masses (159 ppb). The concentration of CO decreased rapidly in spring. The annual median concentration of CO was 127.3 ppb for the Arctic and 135.9 ppb for the non-Arctic air masses. In general, the annual cycle of the CO concentration was very similar in both datasets, which suggests that CO is well mixed in the region and the effect of local sources of CO is weak.

Due to the long tropospheric residence time of CO, the regional background concentration dominates, which explains the similar concentrations in both datasets. The only clear sign of local anthropogenic sources in the concentration of CO was observed in non-Arctic air masses in January and February, when those air masses had on average 17.1 ppb higher concentration of CO than the Arctic air masses. This winter peak is likely due to enhanced local-scale emissions sources, as was discussed regarding NO\textsubscript{X}. The Arctic air masses are much less affected by these sources.
Figure 4.12: Median annual concentration variation of a) sulphur dioxide (SO$_2$), b) nitrogen oxides (NO$_X$), c) carbon monoxide (CO) and d) ozone (O$_3$) at SMEAR I in Värriö in 1998-2017 (for CO 2008-2017), for Arctic and non-Arctic air masses. The thick line is the median value and the shading indicates the area between the 25 and 75 % quartiles. An average over 10 days is applied to the data. The y-axis is logarithmic in subfigure a.

In spring, the oxidation of CO (and the production of ozone) begins, reducing the concentration of CO in both Arctic and non-Arctic air masses. The spring time maximum and late summer minimum are typical features of concentrations of both CO and ozone in mid- and high-latitude locations in the northern hemisphere (Parrish et al., 1998).
Ozone ($O_3$)

Similar to the concentration of CO, the seasonal variation of the median concentration of ozone is approximately sinusoidal. Owing to the relatively long tropospheric residence time, the background concentration of ozone in Väriö is important, albeit the variation between the datasets is larger than it was for CO, which implies that ozone is not as well mixed throughout the hemisphere.

The concentration of ozone also peaked in late winter or early spring in both the Arctic and non-Arctic datasets (peak median values of 41.8 ppb and 43.1 ppb, respectively), as shown in Figure 4.12d. The minimum median monthly concentration in the Arctic dataset was 21.8 ppb and 24.1 ppb for the non-Arctic air masses. The Arctic air mass median concentration of ozone in winter (October-February) was on average 4.6 ppb higher compared to the non-Arctic air masses. Unlike $SO_2$, $NO_X$ and CO, the average annual concentration of $O_3$ was higher in the Arctic air masses (33.7 ppb) than in the non-Arctic air masses (31.0 ppb). The difference was particularly clear in months between November and February, when the concentration of $O_3$ was on average 24.6 % higher in Arctic air masses (35.9 ppb) compared to the non-Arctic air masses (28.8 ppb). The observed annual range of variation in the median concentration of ozone is in line with Vingarzan (2004), who found that the annual variation in the northern hemisphere is within 20 ppb and 45 ppb, depending on the location.

It has been proposed already several decades ago, that the winter peak of ozone is due to enhanced stratospheric transport of ozone to the mixed layer in that season (Oltmans, 1981). However, Dibb et al. (2003) showed that it only accounts for about 85 % of the background concentration of ozone, but not the peak itself. Vingarzan (2004) concluded that the peak is the result of increase in solar radiation acting upon the pool of $NO_X$ that has accumulated during the dark season. As CO is also a precursor of ozone, the concentration of CO begins to decrease as soon as more radiation becomes available. These processes explain why the peak of ozone is some weeks later than its precursors.

The higher average concentration of ozone in the Arctic air masses compared to the non-Arctic air masses in winter is likely linked to suppressed sinks in the Arctic. In cold environments, dry deposition on ice and sea surfaces is weak and wet deposition on the other hand is weak because of the extremely low moisture content, which increases the tropospheric residence time of ozone (AMAP, 2015). However, in summer the concentration of ozone was observed to be higher in the non-Arctic air masses. This finding may be related to increased concentration of biogenic VOCs from the continent to the non-Arctic air masses, as they act as a precursor of ozone.


4.3 The Kola Peninsula Influence

The Kola Peninsula industrial sites, namely Nikel and Monchegorsk (Figure 3.1), are not only the largest atmospheric SO\textsubscript{2} source in the Scandinavian region, but some of the most emitting point sources globally (Benkovitz et al., 1996). Even though socio-economic regulation in Russia has successfully decreased the emissions from the non-ferrous metal smelters of the Kola Peninsula, the region remains the largest pollution source affecting observed air quality at SMEAR I (Kyrö et al., 2014). It is hence justified to study the impact of the Kola Peninsula industry on atmospheric composition of Arctic air masses.

The number of hours an air mass spent within 50 km of the Kola Peninsula industrial sites while in the mixed layer was calculated for each trajectory. Of all the trajectories that originated from the Arctic, 80.3 % were not transported through these industrial sites (Figure 4.13). The trajectories that were, spent on average 3.8 hours in the vicinity of either of the sites. Less than one percent of the trajectories associated with an Arctic air mass spent more than 6 hours near the industrial sites, which greatly increases the risk of noisy data. Thus, those cases were excluded from the analysis of the effect of Kola Peninsula influence on aerosol particle and trace gas concentrations.

![Figure 4.13](image)

**Figure 4.13:** The number of hours an air parcel spent within 50 km of either Nikel or Monchegorsk industrial sites while in the mixed layer was counted for trajectories associated with an Arctic air mass that arrived at SMEAR I in 1998-2017. The number of trajectories in each class and the corresponding percentage of the total number of trajectories, is shown. The analysis is based on HYSPLIT model backward trajectories.

The concentrations of nucleation, Aitken and accumulation mode particles steadily increased with increased Kola Peninsula influence (Figure 4.14). The median concentration of the Aitken mode particles increased most notably, from 46 cm\textsuperscript{-3} in unaffected Arctic air masses to 131 cm\textsuperscript{-3} when the air mass spent 6 hours in the vicinity of the
The corresponding increase in the concentration of nucleation and accumulation modes were from 35 cm$^{-3}$ to 71 cm$^{-3}$ (103 % increase) and 50 cm$^{-3}$ to 105 cm$^{-3}$ (110 % increase), respectively. The increase in both nucleation and accumulation mode particles implies that both primary NPF enhancement and primary aerosol emissions had a contribution to the total particle concentration increase. The median total particle concentration increased from 170 cm$^{-3}$ to 388 cm$^{-3}$ (128 % increase), but the percentage increase in CS was even greater, from $0.34 \times 10^{-3}$ s$^{-1}$ to $1.04 \times 10^{-3}$ s$^{-1}$ (206 %), when the Kola Peninsula influence increased to 6 hours compared to unaffected air masses. Large increase in CS is likely to hinder NPF, as large values of CS decrease the lifetime of potentially nucleating vapours.

**Figure 4.14:** The effect of the Kola Peninsula industrial sites on a) total aerosol particle concentration, b) condensation sink (CS), c) nucleation (3-25 nm), d) Aitken (25-90 nm) and e) accumulation (90-1000 nm) mode particles. The red lines indicate median values and the 25 and 75 % quartiles are marked with the blue boxes. The data is from SMEAR I in Väriö from 1998-2017 and the analysis is based on HYSPLIT backward trajectories.
The changes in the concentrations of SO$_2$, NO$_X$, CO and O$_3$ as a function of the Kola Peninsula influence are shown in Figure 4.15. The concentration of SO$_2$ steadily increased from 0.03 ppb median value at 0 hours of influence to 0.58 ppb at 6 hours, which corresponds to a 18-fold increase. There was no notable change in the concentration of NO$_X$. When NO$_X$ were analysed separately for NO and NO$_2$ (by extracting concentration of NO from that of NO$_X$), there was no observed variation in the concentration of NO above the detection limit. The measured concentrations of NO$_X$ are so close to the detection limit (0.1 ppb), that analysing patterns from the data might not be a feasible thing to do.

**Figure 4.15:** The effect of the Kola Peninsula industrial sites on trace gas concentrations of an air parcel for a) SO$_2$ and NO$_X$, and b) CO and O$_3$. The thick line represents the median concentration and the shading indicates the area between the 25 % and 75 % quartiles. The data are from SMEAR I in Värriö from 1998-2017 (2010-2017 for CO).

The variations in the concentrations of CO and O$_3$ caused by the influence of the Kola Peninsula industry were also analysed (Figure 4.15b). A steady decrease in the concentration of both gases was observed as the Kola Peninsula influence duration increased. This is a somewhat surprising finding, as it would be expected that at least the concentration of CO would increase due to anthropogenic emissions. One possible explanation is that in summer months (JJA) pathway 2b is overrepresented compared to other seasons (Figure 4.3c). Because the non-affected air masses are mostly from other than summer months (Figure 4.1), the observed decreasing trend might be connected to the seasonal cycle of these gases instead of the Kola Peninsula influence. Thus, this analysis would be best done separately for different seasons.
4.4 Sources of Uncertainty

Used method

Some sources of uncertainty are associated with the method used. Arctic air masses were defined as those that have been poleward of 78° N or higher 72 hours before arrival. Using a constant latitude as a threshold is completely arbitrary and might not be an accurate description of reality. The boundary between Arctic and polar air masses is constantly changing in shape and varies meridionally as seasons change (Figure 2.2a). Not all Arctic air mass occurrences are captured by this method and on the other hand, some non-Arctic cases might be included.

The low frequency of Arctic air mass occurrences in summer months, especially in July, increases the uncertainty of the results for this season. Interpretation of results needs to be done with care for months with less data. In plots with 10-day averaging periods, each period in July consists of only about 320 data points in the Arctic dataset. However, with the use of median as the averaging method, individual data points with large deviation are smoothed out.

Trajectories (HYSPLIT)

Another clear source of uncertainty is the spatial and temporal resolutions of the gridded meteorological datasets used as input to run the trajectory model. Especially the FNL dataset that was used had a particularly coarse resolution (191 km, 6 hours). However, resolution is not the only thing that should be considered. For example, in the 0.5 degree dataset of GDAS, vertical motion component is not included and has to be explicitly calculated from horizontal divergence. This leads to errors larger than the benefits of the improved spatial resolution (Su et al., 2015). Linear temporal interpolation for time steps that fall between two output files of the meteorological dataset is likely to cause some uncertainty, especially as the region is characterised by a frequent occurrence of low pressure systems that have relatively short lifetimes.

The trajectory analysis shows that most air particles spent most of their time in the mixed layer prior to their arrival at SMEAR I. The boundary layer is not a simple part of the troposphere to model due to its turbulent nature. Surface roughness is an important factor in mechanical turbulence generation, especially at higher latitudes and in maritime environments where thermal turbulence generation is weak. Trajectory models do attempt to parametrise boundary layer dynamics, but some degree of uncertainty is likely caused by this. Attribution of observed elevated gas and particle concentrations to point like sources such as the Kola Peninsula industrial sites, however, needs to be considered with uncertainty when using a trajectory model. This is why a 50-kilometre
radius was considered with these point like sources, albeit some trajectories that are
unaffected will be included in the analysis of affected air masses.

Initially a small error in a trajectory calculation grows rapidly as the length of the
trajectory is increased. Decreasing the model run length to, for example, 48 hours with a
lower latitude threshold would decrease the spatial error in determining the source region
of the air parcel. However, at the same time the possibility of false air mass identification
is increased, because the latitude threshold would need to be lower.

**SMEAR I observations**

Local emission sources could systematically bias the observations, if present. The location
of the station has been intentionally chosen to represent pristine boreal forest conditions
to avoid this problem. The station is near the Russian border and no roads or significant
settlements exist in that part of Finnish Lapland. The population density remains very
low towards the Arctic Ocean, which makes it unlikely that significant anthropogenic
air mass modification takes place with the exception of the discussed Kola Peninsula
industrial sites.

The concentrations of SO\(_2\) and NO\(_X\) are frequently near or below the detection limit
of the instruments measuring them. This may limit quantitative analyses of these gases,
but differences between the two datasets are clear nonetheless. Background concentrations
of the gases are naturally very low, but the seasonal variation of the median value or the
75 % quartile can be analysed from the data.

Time series of monthly averages for all variables analysed are presented in Appendix
A to illustrate the inter-annual variability, which was observed to be large. This means
that it is not possible to set any threshold values of meteorological variables or aerosol
particle and trace gas concentrations to identify Arctic air mass events. On the other
hand the measurement techniques have likely improved in 20 years, which means that
the first years of measurements of SO\(_2\) and NO\(_X\) should be used with care, as some signs
of measurement bias were observed (Appendix A). The variety of measured variables
at SMEAR I has also improved since 1998. For example, in late 2017 a Particle Size
Magnifier (PSM, Vanhanen et al., 2011) was installed at SMEAR I to allow analysis of
particles down to 1.5 nm in diameter.

### 4.5 Future Work

The used method of air mass identification is assumed to be valid for the purpose of
this study due to long time series of observations available. For a case study, a more
sophisticated trajectory model and higher resolution meteorological input data should be
used. For case studies, ensemble trajectory modelling can be helpful in assessment of errors in individual cases.

Further separation of the Arctic air mass dataset to the three observed main pathways for arriving air masses (pathways 1, 2a and 2b) could provide information on the influence of local sources along the pathway or if topography plays a role in changing the air mass properties. Open data available from the Zeppelin Station could be used to determine how air masses change in 72 hours as they are transported from Svalbard to Värriö, by comparing the same air masses. A similar study was done by Väänänen et al., 2013, who investigated the effect of time spent over the boreal forest on the NPF event probability. For this type of study, it would be ideal to use HYSPLIT with a higher temporal and spatial resolution gridded meteorological data set or perhaps a more sophisticated trajectory model. The influence of the Kola Peninsula could also be excluded to analyse only Arctic air masses that are least influenced by human activities.

One way to expand our understanding of the synoptic scale weather conditions associated with Arctic air mass occurrences would be to create composite surface pressure charts of average conditions at the time of arrival and, for example 24, 48 and 72 hours prior to the arrival, at SMEAR I. This could be done separately for pathways 1, 2a and 2b to examine if the northerly flow observed is connected to cyclonic activity.

Attention has recently been paid to anthropogenic particle and trace gas emissions due to air quality issues. It would hence be intriguing to study long-term annual trends of air mass properties of both Arctic and non-Arctic air masses. In non-Arctic air masses, particle and trace gas concentrations (especially SO$_2$) from anthropogenic sources have likely decreased due to emission regulations. On the other hand, the sea ice extent of the Arctic Ocean has steadily decreased in the recent decades, which exposes the overlying air masses to emissions of primary particles and secondary particle precursors. The reduction in sea ice extent would likely also increase the moisture and heat fluxes from the ocean surface to the atmosphere. Moreover, as climate change is estimated to have a pronounced warming effect on the Arctic region, temperature trends of Arctic air masses could be studied using the method that was employed here.

More in-depth statistical analysis could be performed to determine if Arctic and non-Arctic air masses differ in a statistically significant way. This should probably be done separately for winter and summer season at least, as the conditions seem to be quite different in many ways, the biggest difference between the seasons being the dramatic change in the incoming solar radiation. The average air temperature is above zero approximately from mid-April to mid-October (Figure 4.5a), which could be used as the study period for the summer season. Statistical significance could also be tested for different years separately for at least ozone to determine if it can reliably be used as a proxy for Arctic air masses in the winter season or not.
5. Summary and Conclusions

Long-term measurements at SMEAR I and a trajectory model were used to characterise Arctic air masses arriving in Värriö in 1998-2017. The main aim of this thesis was to examine what unique meteorological and atmospheric composition related properties Arctic air masses have as they arrive at the Eurasian continent. In particular, aerosol particle and trace gas concentrations of Arctic and non-Arctic air masses were compared. An additional aim was to study the conditions leading to Arctic events in Värriö and the relevance of trajectory path to the air mass properties.

In this study, an air mass was defined to be Arctic, if the latitude of an air parcel was poleward of 78° N 72 hours before arrival at SMEAR I based on the HYSPLIT model. Using this method, 15.0% of all air masses were classified as Arctic. The seasonal variation was large; on average, Arctic air mass occurrences in March totalled 7.5 days, while the corresponding number for July was only 2.0 days.

The typical trajectory paths were found to be cyclonically curved, originating both from the east and west of Svalbard, which suggests that Arctic air mass events are connected to passing low pressure systems north-east and east of Värriö. This finding is supported by the short duration of individual events, as the median duration was 10 hours. Trajectory data also revealed that air parcels arriving at SMEAR I spend majority of the time in the mixed layer during the 72 hours prior to arrival in Värriö. In the warm season (May through October), 88.0% of the trajectories spent at least 48 hours out of 72 hours in the mixed layer, whereas in the cold season (November through April) the corresponding fraction was 69.1%. This difference was found to be due to the seasonal variation in the height of the mixed layer, as the average altitude of the air parcel along the path only had minor seasonal changes.

In the traditional air mass classification scheme (Bergeron, 1930), Arctic air masses are classified as colder and typically drier than other air masses. Based on observations in Värriö, Arctic air masses stand out as colder and have lower absolute humidity than non-Arctic air masses in most months, especially from June through August (5.6 °C average temperature difference). The temperature and moisture content differences between the datasets were much less pronounced in the cold season. The differences in the relative humidity between the datasets were minor. These findings suggest that the traditional air mass classification based on temperature and humidity can be useful in summer, but
is poor in winter due to the open Arctic Ocean and the related moisture and heat fluxes to Arctic air masses.

Precipitation frequency of the Arctic air masses was slightly higher than that of the non-Arctic air masses in summer, but in winter the opposite was observed. Rain rate was lower in the Arctic dataset compared to the non-Arctic dataset in all seasons. Air pressure associated with an Arctic air mass event was on average 2.3 hPa higher in months between April and October compared to non-Arctic air masses. A slight opposite anomaly was observed from April to October, when Arctic air masses had on average 1.2 hPa lower air pressure, although the noise in the pressure data was large. A weak correlation between daily NAO index (when the index was >1.0 or <-1.0) and the daily number of hours associated with an Arctic air mass was found to be statistically significant (R=-0.18, p=0.0001). The correlation with daily AO index was not statistically significant.

The median particle number size distributions observed in the Arctic and the non-Arctic air masses had similar features. The Aitken and accumulation modes were present in all the seasons, although their concentrations had a strong seasonal variation. The two modes were at slightly smaller diameter ranges in the Arctic air masses. The nucleation mode concentration was observed to be higher in the Arctic air masses in spring and summer months than in the non-Arctic air masses. In winter months, the nucleation mode was not present in either of the datasets. In both Arctic and non-Arctic air masses, a concentration minimum between the Aitken and Accumulation modes was observed due to cloud processing (Hoppel et al., 1986). The lower size limit of this minimum marks the critical diameter, when particles activate as CCN, and it was found to be approximately 80 nm in both datasets, depending slightly on the season.

The average total aerosol particle concentration of an Arctic air mass was 308 cm$^{-3}$ during a median year and 129 cm$^{-3}$ for months between November and March. The corresponding values for the non-Arctic air masses were 646 cm$^{-3}$ and 334 cm$^{-3}$, respectively. Similarly the value of CS in Arctic air masses varied from 0.2 x 10$^{-3}$ s$^{-1}$ to 0.8 x 10$^{-3}$ s$^{-1}$, and was on average 65 % smaller than in the non-Arctic air masses. The low value of CS makes Arctic air masses good bases for NPF events (Sogacheva et al., 2005).

The obtained monthly median particle size distributions measured at SMEAR I were compared with a similar study conducted in Svalbard, at the Zeppelin Station (Asmi et al., 2011). At both locations the size ranges of the peaks were similar, although there were more accumulation mode particles measured at the Zeppelin station, likely due to removal from air by deposition before arrival at SMEAR I.

Concentrations of SO$_2$ and NO$_X$ were, on average, very low in Värriö, which is typical for a remote location. A similar seasonal variation pattern was observed in both datasets, albeit Arctic air masses had even lower average concentrations of those trace gases. The lowest concentrations were observed in summer and the highest in January
and February for both gases and both datasets. The likely explanation for the winter peak is the combined effect of lower mixed layer depth due to surface inversion and enhanced local sources due to domestic heating and the active tourist season in Lapland. In nearly half (46.4 %) of the hours associated with an Arctic air mass, the concentration of NO\(_X\) was below the detection limit.

The observed winter peaks in the concentrations of CO and O\(_3\) during the median year were slightly later, in March and April, respectively. When solar radiation becomes available again in spring, O\(_3\) production from its precursors begins, effectively reducing the concentration of especially CO. The minimum concentrations of both gases in both datasets were observed in July during the median year. The Arctic air masses were found to have on average 24.6 % higher concentration of O\(_3\) in months between November and February compared to the non-Arctic air masses, making ozone a prominent tracer of Arctic air masses in the winter season. The variability in the concentration of CO was similar in the Arctic and the non-Arctic datasets, ranging from 85.8 ppb to 159 ppb and from 99.6 ppb to 177 ppb, respectively. The annual median concentration of CO was 127.3 ppb for the Arctic and 135.9 ppb for the non-Arctic air masses.

The two major industrial sites in the Kola Peninsula, located within 200 km from Värriö, were found to notably modify air masses arriving at SMEAR I. The concentrations of especially SO\(_2\) and aerosol particles are affected if an air mass crosses an area of heavy industry. Both primary particle and secondary particle precursor emissions are the likely cause for the increased particle concentration in air masses affected by the Kola Peninsula industry. 19.7 % of the Arctic air masses were transported along a route that passes within 50 km of the two major Kola Peninsula industrial sites.

Several sources of uncertainty were discussed. Most notable sources of uncertainty derive from the used trajectory model and the coarse resolution gridded meteorological input data used to run it. Additionally, the used method to identify Arctic air masses based on constant latitude threshold is arbitrary and a seasonally varying threshold might be a better option. Some uncertainty also originates from the measurements, especially regarding the very low concentration trace gases of SO\(_2\) and NO\(_X\), which are frequently measured to be below the detection limit of the instruments.

To conclude, trajectory-based methods can be useful in identifying air masses. Individual Arctic air mass events in Värriö were found to be likely linked to low pressure systems in the Arctic Ocean. The traditional air mass classification based on temperature and humidity to identify Arctic air masses was found to be viable in summer, but not in other seasons. In winter, aerosol particle and trace gas (namely ozone) concentrations were found to be better alternative variables to be used to characterise Arctic air masses. However, transport over human-habited continent can have a major effect on the aerosol and trace gas properties of the air mass, even if the air mass originates from the Arctic.


A. Timeseries of SMEAR I Observations

Figure A.1: Monthly median values of a) temperature, b) air pressure (reduced to sea level) and c) absolute humidity in 1998-2017 for Arctic (blue) and non-Arctic (red) air masses. The data are from SMEAR I, Värrö.
Figure A.2: Monthly sum of precipitation using two instruments: a) tipping-bucket type rain gauge and b) laser disdrometer in 1998-2017 for Arctic (blue) and non-Arctic (red) air masses. The data are from SMEAR I, Värriö. The laser disdrometer was installed in 2008.

Figure A.3: Monthly median values of a) total particle concentration and b) condensation sink (CS) in 1998-2017 for Arctic (blue) and non-Arctic (red) air masses. The data are from SMEAR I, Värriö.
Figure A.4: Monthly median values of a) sulphur dioxide (SO$_2$) and b) nitrogen oxides (NO$_x$) in 1998-2017 for Arctic (blue) and non-Arctic (red) air masses. The data are from SMEAR I, Värriö.

Figure A.5: Monthly median values of a) carbon monoxide (CO) and b) ozone (O$_3$) in 1998-2017 for Arctic (blue) and non-Arctic (red) air masses. The data are from SMEAR I, Värriö. The measurements of CO began in 2010.