Angular and velocity distributions of tungsten sputtered by low energy argon ions
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Abstract
Sputtering by ions with low near-threshold energies is investigated. Experiments and simulations are conducted for tungsten sputtering by low-energy, 85 – 200 eV Ar atoms. The angular distributions of sputtered particles are measured. A new method for molecular dynamics simulation of sputtering taking into account random crystallographic surface orientation is developed, and applied for the case under consideration. The simulations approximate experimental results well. At low energies the distributions acquire “butterfly-like” shape with lower sputtering yields for close to normal angles comparing to the cosine distribution. The energy distributions of sputtered particles were simulated. The Thompson distribution remains valid down to near-threshold 85 eV case.

Highlights
Angular and energy distributions of sputtered particles are considered for low-energy sputtering. A new algorithm for molecular dynamics simulations of polycrystalline target is proposed. Results of the simulations agree with experimental findings both obtained by us and found in literature.

Introduction
Interaction of plasma with the first wall and divertor materials has been recognized as one of the major problems for using tokamaks as future fusion power plants. Steady-state erosion of the plasma-contacting materials and even larger damage caused by non-steady state events such as disruptions, giant ELM (edge localized mode) bursts, MARFE (multifaceted asymmetric radiation from the edge), and others, can lead to severe consequences, ranging from discharge...
termination to heavy wall damage [1]. These issues can jeopardize successful implementation of a tokamak type reactor for long-term operation and energy production.

The main mechanism of the tungsten first wall steady-state erosion is physical sputtering by plasma ions having low energy < 100 eV, but very high fluxes, of the order of $10^{20}$ cm$^{-2}$s$^{-1}$. During many years of physical sputtering research, a good overall understanding of the process has been achieved. Depending on the projectile energy, three regimes can be distinguished. At moderate energies, typically 1 – 10 keV, the projectile can transfer enough energy to a target atom which have enough momentum to displace another target atom, forming a linear cascade of collisions. At higher energies, the density of displaced atoms is so high that many-body collisions between them cannot be neglected, leading to a region of a dense very hot liquid-like zone, known as the thermal spike [2, 3]. And finally, at the very low energies well below 1 keV, sputtering occurs in the “single knock-off” regime, when a cascade cannot appear and a surface atom is kicked off from its position either directly by the projectile itself, or after several collisions taking place in the topmost surface layers.

The linear cascade regime is described by kinetic equations giving the distribution function of the target atom displacements [4]. In general, this approximation gives excellent agreement with experimental results both for sputtering yield values, as well as for the angular and energy distributions of sputtered particles. The differential sputtering yield ($Y$) for sputtered atoms with energy $E$ flying within solid angle $d\Omega = 2\pi \sin \theta d\theta$ around the surface normal is expressed as [5]

$$\frac{\partial^2 Y}{\partial E \partial \Omega} = C_m \frac{E}{(E + U)^{3-2m}} \cos \theta$$

(1.1)

where $C_m$ is the normalization constant, $U$ is the surface binding energy, and $m$ is the fitting parameter. This relation, however, holds only for a certain energy range depending on target material and projectile.

At lower energies, this “kinetic” approach does not work. The sputtering occurs in the few-collisions regime. As a result angular distribution of sputtered atoms is not cosine, but has a “butterfly-like” shape [6]. The energy distribution [7] does not change very significantly, but the maximum position depends on energy of projectiles and therefore is not defined just by the surface binding energy $U$.

It seems that the only way to obtain analytical results in this case is to carefully consider all possible collision sequences occurring in the first surface layers and leading to sputtering. This was done in [8, 6]. However, no analytical expressions were obtained for energy or angular distributions of sputtered particles. Instead the authors focused on derivation of the threshold
energies for sputtering in different cases. We also notice that there are several assumptions involved in the consideration: atoms are supposed to move only in one plane, although sputtering is essentially a 3D proves; only binary collisions were taken into account, which is not the case for low energy sputtering. Therefore it looks like the more reliable way for sputtering research at these energies is computer simulation.

SRIM-like codes based on binary-collision approximation (BCA) are very often used for simulation of sputtering [9]. However, the approach has principal drawbacks for low energies. First, at low energies many-body collisions start to play a significant role. Therefore, it is impossible to account for some experimentally observed phenomena, for example sputtering of clusters [10]. Second, the SRIM Monte Carlo algorithm for the selection of the next colliding ion works as if the target has an amorphous structure. This is a good approximation for high energy sputtering, when long collision cascades are developed. In the few collisions regime, the collision sequence strongly depends on individual atom positions, implying that the full crystal structure has to be modeled. One of experimental evidences for the role of crystal structure is an anisotropic peak shape of angular distributions of sputtered atoms often referenced to as “Wehner-spots” [10].

Much better results can be obtained using molecular dynamics (MD) simulation technique [11]. Many-body potentials are routinely employed for the calculations, and these also include the attractive interaction between atoms, thus inherently giving a description of the surface binding energy of atoms which is a free parameter in binary-collisions codes. The crystal lattice structure is also accounted for by default.

The few-collisions regime is important for steady-state erosion of first-wall materials in tokamaks as it provides a constant, source of plasma impurities. Experiments performed at linear-plasma devices [12] have shown the importance of angular and energy distributions of sputtered particles for understanding its transport in the fusion plasma. At the same time, there is very few data available in literature for the distributions at low energies.

Although sputtering by hydrogen isotopes is the most interesting for fusion research many experimental works are done with heavier ions, e.g. argon (Ar) or neon [12]. This is because sputtering yields for deuterium sputtering are very low which causes additional experimental difficulties. On the other hand physical sputtering mechanisms do not depend on the projectile type. Numerical simulations using MD provide a necessary link for extrapolating the results to ions of interest.

In this work, we present experimental results on tungsten (W) sputtering by argon (Ar) for low energies 85 – 200 eV. The angular distributions of sputtered particles are measured by deposition on witness plates. Experimental results are compared with simulations by TRIM-like
code SRIM and the molecular dynamics code PARCAS. Molecular dynamic simulations are done using a new technique accounting for contribution of different random crystal faces, allowing for a better imitation of polycrystalline sample structure.

**Experimental results**

Experiments on tungsten sputtering by argon ions were done at PR-2 facility [13]. PR-2 is a magnetic mirror linear plasma trap using the beam-plasma discharge. A polycrystalline tungsten sample was situated on the watercooled electrical feedthrough in the face of the plasma column, fig. 1. The usual diameter of the plasma column (about 3-6 cm) was limited by a diaphragm at the magnetic mirror. The area of the plasma spot at the centre of the sample was 0.75 cm². The energy of the sputtering ions was controlled by applying biasing voltage to the sample. The energy spread is defined mainly by the plasma potential (~20 V). Parameters of the plasma were fixed for all the experiments: the pressure - 0.1 Pa, power of the electron gun - 220 W (1.3 kV×170 mA), ion flux to the W sample - 5×10¹⁶ cm⁻² s⁻¹. The plasma parameters were monitored by a single Langmuir probe and by magnetic mass-spectrometer measurement of the mass-spectrum of the ion flux [14]. The collecting system consisting of four Cu ribbons bent with 7.6 cm radius segments was mounted around the sample, see fig. 1. The experiments were carried out for low energy of sputtering ions 100, 150 and 200 eV with fixed exposure time ~2-3 hours. The exposure time has been chosen so that there is enough W deposited on all the collectors.

To determine the angular distributions, we analyzed the thickness of the tungsten layers deposited on the copper ribbons. The thickness of the deposited W film has been determined by energy-dispersive X-ray spectroscopy (EDS) [15, 16]. The ratio of intensity of the characteristic X-ray emission lines of the film (W) and substrate material (Cu) was obtained. The ratio depends on the film thickness. Monte-Carlo simulations of X-ray emission were then conducted using CASINO code [17]. The calculations were carried out with fixed incident electron energy 5 keV, corresponding to SEM setup of the electron injector during the analysis, and number of the electrons to simulate 10⁴. The statistical accuracy of the MC simulation was about 1 %. Comparing the results of simulations to the measured X-ray intensities it is possible to obtain the film thickness.

Measurements of the W thickness have been taken in 18 points along the each Cu plate corresponding to angle ranges of 15 – 90°. The angle range was limited by the plasma column diameter at small angles and the W sample fixture at large angles. The film thickness for the each sputtering angle was calculated as average value over 4 Cu ribbons. The accuracy of the
method is limited by the inhomogeneity of the W film within the EDS spot and accuracy of Monte-Carlo simulations of X-ray measurements, and is estimated to be about 1 nm. Since EDS collects the signal from the same area for all the samples, the W film thickness is proportional to differential sputtering yield \( dY / d\Omega \). However, in the figures below we plot 
\[
dY / d\theta = 2\pi \sin \theta dY / d\Omega
\]
distributions because they are naturally obtained in our calculations. Experimental angular distributions normalized by the maximum film thickness are shown in fig. 2. The error bars are plotted as normalized experimental error (1 nm) by maximum value of the W thickness.

We see that for all three energies, the angular distributions are well approximated by the cosine distribution at large angles. At small angles the deviation from the cosine law is notable. All the experimental data shows lower sputtering for \( \theta < 45^\circ \) than is expected. The maximum position according to the results of SRIM simulations (ver: SRIM-2008.04., [18]) is shifted towards the lower angles confirming invalidity of binary-collisions approximation for low energies. MD simulations by PARCAS code also plotted in fig. 2 are discussed below.

The total sputtering yield also can be estimated from EDS thickness measurements. The total number of sputtered atoms is defined by the film thickness. This value has to be extrapolated on the hemisphere because the collector ribbons cover only small part of the sphere, and also because sputtered particles flying too close to the PR-2 axis remain unregistered. This is done assuming uniform distribution of sputtered particles around the axis and cosine law at small angles. The extrapolation and the film thickness measurements are the main sources of the errors of the method. The obtained sputtering yields are plotted in fig. 3 together with data from [5]. There is a fairly good agreement between both results. Simulations performed with a SRIM code give the same dependence of the sputtering yield on the energy, although the magnitude is systematically larger than the experimental data.

**Molecular dynamics simulations**

As it was noted in Introduction binary collision codes cannot be trusted for low energy sputtering simulations, as the approximation of binary collisions is violated. Molecular dynamics presents a more reliable tool for modeling in this energy range. The typical procedure used in MD simulation includes preparation of the “sample” and bombardment itself [19]. The principle drawback of the MD simulations is that usually only one or several crystal planes are considered. One notices, however, that the experimental samples are polycrystalline as well as the first wall materials. Lattice planes with arbitrary Miller indexes may be present at the surface, depending on materials manufacturing and sample preparation procedure. Molecular dynamic simulations have to be done for all the plane orientations to account for this effect. The average then should
be taken to obtain the realistic angular and energy distributions. Results of such calculations are different from TRIM-like simulation of amorphous targets. Even though many planes with different orientations are mixed together, development of a few-collisions cascade within one plane orientation differs from collision pattern in fully amorphous target [20].

We implement an algorithm to simulate random surface orientation in MD in the following way. We first created a cube with side length $r_t + 10$ Å, and rotated this randomly with 3 randomly selected Euler angles $\alpha$, $\beta$, $\gamma$, out of which the $\beta$ angle was selected weighted by $\cos^{-1}(2u)$ to weight solid angles correctly in 3D ($u$ is a random number between 0 and 1). The cube was created out of W in the body-centered cubic structure, with a lattice constant corresponding to 300 K in the interatomic potential chosen. From the rotated cube, a hemisphere of atoms of radius $r_s$ was cut out. The sphere center coincides with the cube center. The hemisphere was simulated using 3 radial layers: (A), (B) and (C), fig. 4. The innermost region (A) up to $r_s - 10$ Å was simulated in the NVE ensemble, conserving number of particles, volume and energy, to handle the many-body collisions created by the incoming ion correctly. In the region (B) $[r_t - 10, r_s - 3]$ Å the temperature of the atoms was scaled with Berendsen method [21] to absorb the extra heat introduced to the system by the kinetic energy of the incoming projectile. Finally, atoms in the region (C) $[r_s - 3, r_s]$ Å were held fixed to prevent cell motion. After creation of the randomly rotated cell, it was first simulated once at 300 K for 10 ps without any ion bombardment to relax the surface.

After this, Ar bombardment was conducted on the relaxed plane surface in region (A). An Ar ion is initially positioned 5 Å above the hemisphere plane surface in a random place selected over a size of 4x4 lattice constants, and directed perpendicularly towards the surface with the desired energy. For each randomly generated surface, 5000 incoming ions were simulated, and for each energy, this procedure was repeated over at least 19 different randomly oriented surfaces.

The results of calculations for 100, 150 and 200 eV are shown in fig. 2. One sees that our method of simulations gives good agreement between MD and experimental findings. Even the depletion of the low-angular part of the distribution is reproduced well.

The sputtering yields were also defined from the simulations and are plotted in fig. 3. The MD values are systematically larger than experimental results, but have the similar slope.

Next we simulate 85 eV Ar sputtering. The corresponding angular distribution can be found in [22] where it was measured using a quadruple mass spectrometer. Results of the simulations are shown in Fig. 5 along with experimental data, SRIM results and cosine
distribution. As no absolute sputtering yield value was determined in [22], the presented curve is normalized to fit our simulations by magnitude. To not overload the picture, only distribution averaged over different surface orientations is shown. Notice that SRIM simulations give totally different distribution, which has a more pronounced maximum shifted towards smaller angles. A feature of the experimental distribution is a maximum at approximately 80°. The MD calculations do not reproduce the maximum perfectly, but demonstrate the similar trend. The obtained distribution has fewer atoms sputtered in small angles comparing to the cosine distribution and has additional atoms within larger angles. This last feature resembles the experimental maximum. Thus one can say that at smaller projectile energies the number of particles sputtered close to the surface normal is reduced comparing to the cosine distribution. Eventually the distribution becomes “butterfly-like” [6]. However, this shape establishes well only at very low energies close to the sputtering threshold.

The distributions obtained from different random surface orientations are shown in Fig.6(a, b) for 200 eV and for 85 eV. At larger energy collisions go deeper into the surface reducing the difference between distributions from various plain orientations.

To understand the sputtering physics for 85 eV case in more details we have analyzed the trajectories of the sputtered W atoms as well as those in the cell region within 1 nm of the Ar impact point, in cases where sputtering did occur. Visual analysis of more than 10 individual cases showed that indeed at this low energy, sputtering of W occurs almost only when an Ar atom hits a W atom in the top layer from the side. Two examples are shown in fig. 7 for the <001> plane and 85 eV sputtering. First of all, the sputtering processes are localized within the several topmost layers, implying the strong influence of surface condition on the experimental results. Surface contamination with oxides or any other impurities as well as defects in the surface structure can influence the collision sequence significantly. Secondly, one can see that all the surrounding atoms move, showing that the sputtering in this case indeed cannot be described accurately in binary collisions approximation.

In principle, two mechanisms are possible in few-collision sputtering. The first one is for an Ar atom to hit W atom, which is then scattered by one of the surrounding atoms and flies away. For larger energies this process initiates a collision cascade. The second one is that Ar atom is scattered by one of the W atoms and then kicks out a W atom from the topmost layer. It is possible to estimate threshold energies for sputtering in both cases from binary collisions kinematics. The corresponding calculations were done in [8]. Using eq. (14) from that paper we find that the threshold energy for sputtering by the first mechanism is $16U/\gamma \approx 220 \text{ eV}$, where $\gamma = 4M_1M_2/(M_1 + M_2)^2$ is the energy transmission factor, $M_{1,2}$ are masses of the target and
projectile atoms. It means that long collision cascades cannot develop for lower energies, thus giving the lower estimate for application of classical linear cascade theory. The sputtering threshold for the second mechanism is given by eq. (47)-(48) from the same work [8]. The energy in our case is about 20 eV. This energy is only slightly larger than estimate for the lowest possible threshold \( E_{th} = U_s / \gamma \approx 14 \) eV. This is not surprising however since the mass ratio of Ar/W is about 0.2, meaning that an Ar atom can be scattered almost without losing the energy from heavier target atoms and finally sputter W. The \(<001>\) surface therefore gives a good opportunity for such sputtering, as there are W atoms in the second layer which can be hit directly by Ar passing through the first layer without collision (see fig. 7). This process is impossible for other crystal orientations, e.g. 011, where the first layer is closely packed and the second layer is not directly seen by Ar. However, more closed-packed planes are also easier to sputter at larger energies due to increased probability for projectile to hit a target atom.

From fig. 7 we see that the second mechanism is indeed important in our case. Notice also that the short collision sequence suggests existence of a well defined most probable angle of sputtered atom emission. That is the reason for the maximum at 80° appearing at both experimental and simulated distributions.

Another valuable question for understanding of plasma impurity transport is the energy distribution of sputtered particles. The distributions obtained by MD “averaged planes” method are shown in Fig. 8 for different projectile energies. The dashed curves are the best fits by Thompson distribution \( (1.1) \). 200 eV case is well described by classical cascade theory \( m = 0; U = 8 \) eV [23]. Maximum is located at \( E_0 = U / 2(1 - m) \). The 150 eV distribution is fitted with the same parameters. However, 85 eV case cannot be well approximated by Thompson function even if one varies \( m \) independently. The tail of the simulated distribution decreases more rapidly than Thompson distribution suggests.

The difference is expected since the linear cascade theory is not applicable for such low energies. Some authors report that there is a slight shift in maximum position for few-collision case towards smaller energies [7]. Our simulations do not reproduce this effect.

Conclusions

The angular and energy distributions of sputtered particles for low energy sputtering were investigated using W sputtering by Ar at 85 – 200 eV range as an example. The experiments were conducted at PR-2 facility using witness plates for measurements of angular distributions. The experimental results show that the cosine distribution describes generally well the angular distribution shape down to low energies, > 100 eV, at least for not too small angles.
This may seem surprising, as cosine distributions are typically associated with linear cascade sputtering which is applicable for higher energies, > 1 keV.

A new methodology for molecular dynamics simulations was applied to simulate the corresponding processes. The method allows considering surface planes with different random orientations, therefore imitating polycrystalline structure of real materials. The simulations reproduce well experimental results, namely smaller sputtering close to the surface normal than given by the cosine distribution.

The sputtering of lower energies occurring in few-collisions approximations was also simulated for 85 eV Ar projectiles. Results of the simulations have the same trend as experimental findings in [22]. The role of crystal geometrical structure is important for few-collision sputtering. It leads to pronounced difference in angular distributions of atoms sputtered from different planes. The real distribution averaged from different planes orientations differs from the cosine. The reason for the difference is preferential sputtering directions becoming important in few-collision mechanism.

Regarding the energy distributions we found that they can be well described by Thompson formula when the angular distribution is approximately cosine. At very low energies, 85 eV for Ar – W sputtering, the Thompson distribution does not fit the results of the simulations, although we do not notice any sufficient shift of the distribution maximum reported in other works [7].
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Figure captions

Fig. 1. A sketch of the assembly designed for measurements of the angular distributions.

Fig. 2. Angular distributions measured at PR-2 (line with circles) plotted together with cosine distribution (dashed line) and SRIM calculations (line with squares). The PARCAS simulation results are marked by open triangles.

Fig. 3. The sputtering yields versus the projectile energy. SRIM and PARCAS results are compared with experimental data from Behrisch [5] and our results (the line with triangles).

Fig. 4. The molecular dynamic simulations setup. The innermost (A) and outermost (C) regions are shown in blue, the intermediate region (B) is shown in red.

Fig. 5. Angular distribution for 85 eV bombardment. Experimental results from Nishijima [22] paper are better approximated by PARCAS simulations averaged over 20 random surface planes orientations then by cosine distribution (dashed curve) or by the SRIM code.

Fig. 6. Angular distribution for 200 eV (a) and 85 eV (b) bombardment calculated with the PARCAS code. The dashed line is cosine distribution and the broken lines are distribution from surface planes with random orientations.

Fig. 7. Typical sputtering events for low energy sputtering, 85 eV. Surface orientation is <100>.

Fig. 8. The energy distributions of sputtered particles for different projectile energies simulated with PARCAS.
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