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SUMMARY

Technological advances especially in the last two decades have made it feasible to study virus structures to atomic or near-atomic resolution by a combination of cryogenic electron microscopy (cryo-EM) and image reconstruction or by X-ray crystallography. Drawing from these data, intertwined concepts of “viral self” and structure-based viral lineages been put forward and refined during the last decade.

In order to address these theories, I used cryo-EM, 3D image reconstruction, homology modelling and de novo atomic modelling of proteins to study five viruses with icosahedrally symmetric protein capsids. The capsid structures of bacteriophage Bam35, two African horse sickness virus serotypes (AHSV-4 and AHSV-7 tVP2), archaeal head-tailed virus HSTV-1, and Nora virus (NORAV) that infects Drosophila melanogaster were solved to subnanometer resolution.

I examine the methodological advances in the field of cryoEM and image processing that have occurred over the time span of the original articles included in the thesis, giving an empirical perspective on the important changes required to reach atomic resolution in virus structural determination. These included improved imaging, data recording, automation, and software developments. Notably, grid preparation is the area where the next strides need to be made to improve reproducibility and throughput.

The results contribute to the general field of structural virology as well as shedding light into more specific areas, such as biological membrane modulation, archaeal viruses and vaccine development. Moreover, the hosts of the viruses studied span all three domains of life (bacteria, archaea and eukaryotes). This unusually wide sampling of the viral universe, or virosphere, creates an excellent basis for testing the utilisation of capsid structure in structure-based virus classification as well as verification of structure-based viral lineages. The results allowed unambiguous structure-based classification of the five studied viruses into the four previously postulated virus lineages; the picornavirus-like lineage, the HK97-like tailed-phage lineage, the PRD1/adenovirus lineage and the icosahedral dsRNA virus lineage. Furthermore, the NORAV reconstruction at 2.7 Å resolution provided structural evidence suggesting that NORAV is a representative of a new virus family within the order Picornavirales; a result not achievable by genetic evidence alone and a benchmark example of structure-based virus classification.
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1. INTRODUCTION

The biosphere of our home, the blue planet, is in fact a sea of viruses with 1 milliliter of natural water containing typically one to ten million (Bergh et al. 1989) virus particles. These protein encoding obligatory intracellular parasites infect all cellular organisms and their estimated planetary number, $4.8 \times 10^{31}$, exceeds that of cellular life by at least one order of magnitude (Guemes et al. 2016). While the ubiquitous viruses are nanoscale in dimensions, their impact is genuinely macroscopic ranging from affecting biogeochemical cycles (Chow and Suttle 2015, Danovaro et al. 2016) to comprising a significant factor in the evolution of all cellular organisms (Koonin and Dolja 2013; Koonin and Dolja 2014; Krupovic et al. 2019).

As we sample the vast virosphere and the pool of characterised viruses grows, we need ways to contextualise what we detect. Along these lines, in a recent comment in the journal Nature, (Kuhn et al. 2019) make a strong case for investing effort on virus classification. Criteria for the classification are varied; we can use for example the host organism, the type of viral nucleic acid, symmetry of the virus capsid, virus genome architecture and virus genomic sequence (Baltimore 1971; Lefkowitz et al. 2018). While these are all valid criteria, the rapid development of structural biology methodology has opened completely new avenues for structural virology. For example, combining cryogenic electron microscopy (cryo-EM, section 1.1.) with single particle averaging (section 1.3.) allows us to look at the structure of the virus particle, or virion, at a near-atomic resolution. This facilitates structure-based virus classification and provides novel tools for studying deep evolutionary lineages within the virosphere.

I personally advocate the view, or philosophical stance, that increasing the knowledge of our universe is a valuable goal in itself and nothing less than an important contributor to the meaning of human existence. Looking at more direct, practical uses of structural virology we see that it supplies us with the much-needed tools for the constant battle with pathogenic viruses. The structure of a pathogenic virus, among other things, reveals targets for drug and vaccine design (Jiang and Tang 2017; Abdelnabi et al. 2019; Domanska et al. 2019). Furthermore, viruses are essentially efficient replicating nanomachines perfected by the evolution. Learning the principles on which they are built provides tools for emerging technologies where viruses are engineered for specific applications, such as targeting cancer cells or killing pathogenic bacteria.
1.1. Transmission electron microscopy at cryogenic temperatures

The first transmission electron microscope (TEM), or übermikroskop (Borries and Ruska 1939, Ruska 1939), was constructed in 1931 by electrical engineers Ernst Ruska and Max Knoll (Harris 2015). Already the early users attempted to image structural details of biological samples such as viruses (Ruska 1939). Modern TEMs have great resolving power that surpasses that of light microscopes by several orders of magnitude; however, electron microscopy (EM) has some inherent features that limit the selection of samples it can be used on:

(1) The electron microscope column is in a vacuum, limiting high resolution transmission EM to imaging non-volatile samples. If water-containing biological sample is to be imaged with traditional transmission EM, the sample has to be dehydrated. Dehydration, regardless of the sample preparation scheme used, has a tendency to alter biological samples which are typically highly hydrated, and thus may collapse (Cheng et al. 2006).

(2) In transmission EM a high-energy electron beam is used to image the sample. However, as the high-energy electrons interact with the sample they break atomic bonds within the sample molecules and create free radicals that cause secondary alterations. These beam damage effects cumulate rapidly and destroy detailed structural features. (Baker et al. 1999; Chen et al. 2008; Glaeser 2016)

(3) In transmission EM, as the name implies, the sample has to be thin enough for the electron beam to pass through.

The issues above were significantly addressed in the early 1980s upon the introduction of transmission EM of samples fixed by cryofixation and imaged at cryogenic temperature; cryo-EM (Adrian et al. 1984; Dubochet et al. 1988; Orlova and Saibil 2011). The significance of this breakthrough was underlined in 2017 when the Nobel Prize in Chemistry was awarded to Jacques Dubochet, Joachim Frank and Richard Henderson “for developing cryo-electron microscopy for the high-resolution structure determination of biomolecules in solution”. (Cheng et al. 2017)

1.1.1. Sample preparation for Cryo-EM

Preparation of water-embedded sample for cryo-EM relies on controlled vitrification of water. When water is cooled below 0°C, the water molecules in the liquid phase start to transform into solid phase, arranging into ice crystals. The key invention by the pioneers of cryo-EM was to facilitate special, extremely rapid cooling conditions under which the crystal-forming step is bypassed and an amorphous, solid state of water (known also as the vitreous state) is formed. This vitreous state of
water is metastable, and in consequence the temperature of the vitrified specimen has to be kept below -150°C. Warming the metastable, amorphous water causes irreversible rearrangement of the water molecules into crystalline form (ice). Ice crystal formation increases the background noise in the images and potentially damages the hydrated sample.

Figure 1. Preparation of vitrified sample for Cryo-EM by plunge freezing technique. Figure adapted from (Murata and Wolf 2018).

The general workflow of sample vitrification by plunge freezing (Figure 1) consists of three main steps:

- The sample is applied onto a holey carbon grid held in tweezers
- Most of the sample liquid is wicked away by blotting with filter paper
- The holey carbon grid carrying the sample in ultrathin water layer is plunged rapidly into a bath of liquid coolant kept below -170°C by a liquid nitrogen bath

These three steps form the generalised backbone of the technique. However, over the last three decades variations in the details have emerged. Starting from the left panel in (Figure 1), various grid pre-treatment protocols have been developed to manipulate the behaviour of buffer and/or sample molecules when they come into contact with the grid. This includes manipulating hydrophilicity and charge of the film as well as more refined treatments such as sample-specific molecular affinity strategies (Kelly et al. 2010; Yu et al. 2016). The cryo-EM grids themselves come in many types. Metals used in the supporting grid include (but are not limited to) copper, gold and molybdenum (Booy and Pawley 1993). The actual thin film that interacts with the sample can be holey, lacey or continuous. The most common thin film material is holey amorphous carbon, however, holey gold film combined with gold support grid has been shown to provide increased sample stability under the electron beam (Russo and Passmore 2014 and 2016). The holes in the film can be random or made to exact specifications with nanofabrication methods (Quispe et al.
available by commercial manufacturers such as Quantifoil Micro Tools or Protochips Inc. This is done because the regular size and lattice of the holes is beneficial for automating the data acquisition. Examples of recent cryo-EM grid inventions can be found in (Pantelic et al. 2010), Palovcak et al. 2018) and (Naydenova et al. 2019), where a holey support film is in turn covered with ultrathin graphene oxide film. (Orlova and Saibil 2011; Murata and Wolf 2018)

The mechanical parameters of the grid blotting event (Figure 1) are varied: side of blotting, one- or two-sided blotting, blotting paper type, blotting time and blotting force can all be optimised for a particular application. Looking at the actual vitrification event, liquid ethane is the most common vitrification coolant but also ethane/propane mixture is used. The benefit of the mixture is a lowered freezing point, which some users prefer in situations where temperature control is not available for the coolant vessel. All of the variations above can be achieved with a simple, manual vitrification device closely reminiscent of the original design in 1980s (Adrian et al. 1984; Dubochet et al. 1988). Today, we also have access to commercially manufactured automated vitrification devices such as Thermo-Fischer Vitrobot, Leica EMGP and Gatan Cryoplunge 3. The benefit of using automated devices is not only better reproducibility of the blotting and plunging parameters, but they also have incorporated environmental chambers that allow control over the temperature of the sample and atmospheric humidity prior and during blotting. (Murata and Wolf 2018)
1.1.2. Operating principle, main components and recent technological breakthroughs of TEM

In TEM imaging we use a coherent beam of high energy electrons to obtain a magnified two-dimensional (2D) projection image of a thin, electron transparent specimen. The operating principle of TEM relies on deflecting the electron paths by the use of controllable magnetic fields created by powerful magnet coils positioned around the central axis of the microscope column. An electron microscopist uses these magnetic lenses for manipulating the electron beam, achieving the desired imaging conditions in terms of magnification, focus and beam intensity. Furthermore, arrays of smaller magnet coils are used to fine-tune the shape of individual magnetic lenses as well as to tilt and shift the electron beam.

Looking at the overall construction, the primary TEM system can be divided into six main components (Figure 2):

**Electron source**, also known as the *emitter* or *electron gun* comes in several designs; the most common for modern, high performance TEM is a field emission gun (FEG) that became commonly available in the late 1990s and was used in all original

Figure 2. *(Left)* FEI Talos Arctica, a modern 200 kilovolt (kV) cryo-TEM instrument shown here with the protective covers removed. *(Right)* Schematic representation of the main components of a TEM.
publications (I, II, III, IV) (Figure 3) of this thesis. The core component of a FEG is a heated, monocrystalline tungsten tip coated with zirconium oxide to lower the work function of the electrons. The electrons are extracted from this tip by an electric potential gradient at the emitter surface and then accelerated via high voltage, most typically 200 kV or 300 kV. The key benefit of a FEG is the capability of producing a very bright, stable and coherent electron beam with a narrow energy distribution; these electron beam characteristics are a prerequisite for a high resolution imaging. (Orlova and Saibil 2011)

**Condenser lens system** comprises several magnetic lenses, condenser apertures and a selection of fine-tuning coils. Condenser lens system makes the raw, diverging electron beam parallel. An advanced three lens condenser system that makes it easier to achieve parallel illumination at variable imaging conditions was used in manuscript IV.

**Sample holder** is docked into the sample stage. For high resolution TEM, the mechanical requirements of the sample holder and sample stage are very high: they have to be exceedingly stable when the image is recorded but on the other hand they have to allow consistent and reproducible movement of the sample in X, Y and Z coordinates as well as allowing tilting of the sample. Working with cryo-EM samples adds an important additional requirement: the sample holder has to keep the sample grid stable at near liquid nitrogen temperature, typically at about -180°C, in order to prevent devitrification of the sample. A side-entry type cryo-holder was used in I, II and III, while a cartridge type cryo-holder, loaded in a so called autoloader, was used in manuscript IV. A cartridge type sample holder refers to a design where the sample grid is physically detached from ambient conditions during imaging allowing better isolation. This is beneficial since any disturbances (e.g. thermal, mechanical, acoustic, electric or magnetic) cause loss of resolution in the image.

**Objective lens system** creates on its back focal plane the primary magnified image of the sample. Because of this pivotal role, any aberrations, limitations or inconsistencies in the objective lens system have great effect on the imaging performance of the whole microscope.

**Projector lens system** continues from the back focal plane providing further magnification.

**Detector system** includes the equipment that are used to image and/or record the final, magnified TEM projection image. Electrons are invisible to the human eye, and for live imaging several technical solutions have been developed. The simplest approach is to use a phosphorescent screen to convert the electrons to photons (visible light). This photon image can then be observed directly by eye through X-ray-shielded protective glass or indirectly via a light sensitive camera. For recording the
highest quality data, electron sensitive film was the method of choice up to about 2010, after which we have had an increasing number of options.

Electrons can also be converted to photons by a transparent scintillator that is optically coupled to a recording charge-coupled device (CCD) array operating with the same technical principle as CCD chips of the light sensitive digital cameras. The important contribution of these CCD detectors was the immediate visual feedback on the sample and the shift to a fully digitised, on-line microscopy workflow that enabled automation. However, the single most important breakthrough in the detector technology was the introduction of superior next generation detectors called direct electron detectors (DED) (also known as direct detection devices (DDD) (Orlova and Saibil 2011; Bammes et al. 2012)), that circumvent the photon conversion step altogether by a design that allows direct detection of electrons. The latest commercially available versions of DED are DE-20 and DE-64 (Direct Electron), Falcon 3 (formerly FEI, now Thermo Fischer Scientific) and K3 (Gatan Inc.). DED can also be coupled to an energy filter, a device that is used in cryo-EM to improve image contrast by filtering out inelastically scattered electrons prior to image recording (Yonekura, Braunfeld et al. 2006, Elmlund, Le et al. 2017). The combination has been commercialised by Gatan Inc. in the GIF Quantum K2 and BioQuantum K3 detectors.

Integrated and auxiliary computers provide system control, user interface and downstream data management for a fully digitised microscopy workflow that enables automation for recording cryo-EM datasets that are typically one to two orders of magnitude larger than the manually collected datasets. The cumulative consequence of the two technological breakthroughs; DED and automated imaging pathway have contributed to the “resolution revolution” (Kuhlbrandt 2014) in
the three-dimensionally (3D) reconstructed cryo-EM data. For 3D-reconstruction see section 1.3., for “resolution revolution” see section 1.4.

In order to facilitate a functioning TEM system the primary components listed above have to be supported by an array of secondary, supporting equipment. A multistage vacuum pumping system provides the necessary high-quality vacuum, pneumatics system drives the mechanical valves and lead shielding protects the users and the environment from the high-energy X-rays generated in the microscope column. Importantly, constantly running cooling water circuit is required for keeping the lens magnets, detectors and heat-generating pumps at a stable temperature.

1.1.3. Beam damage and low dose technique

High energy electrons are a form of ionising radiation. In order to image the cryo-EM sample with TEM we transmit high energy electron beam through the vitrified sample. An important prerequisite for image formation, interaction of the electrons with the sample, generates a problem: the events between the high energy electrons and the sample molecules cause breakage of molecular bonds and formation of free radicals. This leads to a cascade of chemical reactions causing further entropy in the vicinity of the original event. The resulting detrimental changes in the sample structure are called beam damage (Figure 4). (Baker et al. 1999; Chen et al. 2008; Glaeser 2016)

![Figure 4. Beam damage; structural details of the biological material are gradually lost as the radiation dose increases. In the case of these simian virus 40 (SV 40) virions, the coat capsomers are clearly visible in the left panel, but when the electron dose reaches 40 e/Å², the capsid structure is lost. Adapted from (Baker, Olson et al. 1999) with permission from American Society for Microbiology.](image)

In order to control the electron dose, we have to implement special cryo-EM data collection schemes known as the low dose technique. The details of low dose implementations vary, but the principle is always the same: the system uses different imaging modes for different microscopical tasks. Low-magnification (low electron dose) mode is used to search for areas of interest and perform other auxiliary tasks. Focusing, which requires high electron dose, is performed in the vicinity of the region of interest (ROI) but taking care that the electron beam does not irradiate the ROI. Finally, the acquisition mode is used to record the actual image. The goal of the low dose data
collection scheme is to keep the ROI intact so that close to 100% of the electrons hitting the ROI are used for recording the actual acquisition image. The data acquisition mode is set to record the image with an optimal electron dose.

What then is an optimal electron dose in cryo-EM? Here, we have to settle for a compromise: if the electron dose is increased, the signal to noise ratio (SNR) of the image improves but sample structure is progressively subjected to increasing levels of beam damage. On the other hand, if electron dose is reduced, the effect of beam damage is mitigated but SNR of the images goes down, reducing the quality of the images. The final compromise is dependent on sample buffer conditions, electron wavelength, type of electron detector, and target resolution of the experiment. One fixed value for this compromise, 15 $e^{-}/\text{Å}^2$, can be found from (Chen et al. 2008) where a standard biological sample, vitrified tobacco mosaic virus particles, were imaged at 200kV and subsequently reconstructed. Importantly, the use of DEDs with their rapid readout brings a change: each acquisition can be split into several fractions. This fractionation of data allows the use of high dose (better SNR) during the acquisition, and then post-acquisition selection or weighting of the individual fractions to optimise the dose for each image processing task. For the final reconstruction, the analyst can manage the beam damage computationally by selective downweighting or omission of the beam damaged fractions (Li et al. 2013; Cheng 2015).
1.2. Introduction to image formation and image processing concepts

Data from any imaging system is convoluted by the point spread function (PSF) of the imaging system, furthermore, a noise component is added. Image processing (arrows in Figure 5) is the mathematical toolbox that allows us to back-calculate and statistically interpolate the structure of the real object from the raw data images.

In order to solve the high-resolution details (to see what the excited engineer has in his book in Figure 5) we need to \textit{denoise} and \textit{deconvolute} the raw data.

**Denoising:**

Image processing methods that improve the SNR of the sample’s features of interest. These include filtering methods as well as statistical approaches that rely on averaging of the raw data. When averaging, the raw data images of multiple identical sample objects are first aligned. The signal for the object features is additive but the random component (noise) is not. As a result, the SNR of the data improves.

**Deconvolution:**

Image processing that mathematically corrects for the quantitatively known aberrations of the imaging system (e.g. lens aberrations) and imaging conditions (e.g. defocus). In other words, deconvolution is reverse calculation of the PSF.
The contrast in a projection image can be divided into amplitude contrast and phase contrast components. For samples where the features of interest strongly absorb the illuminating beam, we have a high amplitude contrast. However, in cryo-EM we are typically imaging light element molecules embedded in water and thus the amplitude contrast component is very small, and the phase contrast is the main contributor to the final image contrast. In cryo-EM the relationship between the real structure and the recorded image is described by the contrast transfer function (CTF): (Baker et al. 1999, Orlova and Saibil 2011)

\[
CTF(v) = -(1 - F_{amp}^2)^{1/2} \times \sin(X(v)) + F_{amp} \times \cos(X(v))) \times e^{-\Delta f^2}
\]

\[
X(v) = \pi \times \lambda \times v^2 (\Delta f - 0.5 \times C_s \times \lambda^2 \times v^2)
\]

- \(\lambda\): electron wavelength Å
- \(v\): spatial frequency /Å
- \(\Delta f\): underfocus μm
- \(C_s\): spherical aberration of objective lens mm

**Figure 6.** Contrast transfer function (CTF) broken down to components (Baker, Olson et al. 1999).

CTF (Figure 6) includes both amplitude contrast and phase contrast components. The phase contrast component \((1 - F_{amp}^2)^{1/2} \times \sin(X(v))\) is a sine function and importantly, while electron wavelength and spherical aberration are fixed system parameters, the phase contrast can be modulated by varying the defocus. What follows is that in cryo-EM we intentionally collect underfocused data that then has a boosted phase contrast component. This imaging strategy is necessary to yield contrast but it comes with a price: the signal for sample features is modulated by the CTF’s sinusoid phase contrast component leading to frequency-related signal inversion and variation in signal strength. The resulting artefacts have to be corrected (deconvoluted) during image processing. (Baker et al. 1999)
CTF (Figure 6), is an equivalent of the PSF in frequency- or Fourier space. Many image processing approaches make use of Fourier space and rely on an algorithm called Fast Fourier Transform (FFT). FFT reversibly transforms the real-space image into Fourier space (also known as reciprocal space), where the spatial information of the real space image is rearranged into frequency components allowing deconvolution by multiplication with the CTF. Looking from the perspective of the Fourier space, the effect of multiplying by an accurately determined CTF is to: (1) invert image phases which are of the wrong sign due to the microscope transfer function, (2) enhance frequencies near CTF maxima, and (3) attenuate frequencies near zeroes of the CTF. Alternatively, if we look from the real space perspective, the effect is to convolute image densities with the Fourier transform of the CTF, which moves signals displaced by microscope PSF back to their true location in the specimen projection. (Rosenthal and Henderson 2003)

In addition to deconvolution by CTF multiplication, Fourier space is utilised for other useful image processing operations such as band-pass filtering of the data. Here, because frequency components are separated by FFT, we can mask away the signal from unwanted resolution range and then reverse transform the manipulated (band-pass filtered) image into real space. For details of CTF and FFT applications to cryo-EM data processing, see section 1.3.1.
1.3. 3D reconstruction from cryo-EM data by single particle averaging

Regardless of the specific algorithms and software used, the single particle averaging (SPA) process follows the workflow depicted in Figure 7. During the last two decades the SPA field has matured and the processing software, such as IMAGIC (van Heel et al. 1996), EMAN (Ludtke et al. 1999), SPIDER (Rath et al. 2003), EMAN2 (Tang et al. 2007), BSOFT (Heymann and Belnap 2007), AUTO3DEM (Yan et al. 2007) (used in II and III), SPARX (Hohn et al. 2007), XMIPP (Sorzano et al. 2004; Scheres et al. 2008) and RELION (Scheres 2012) (used in IV) have manifested increasing ease of operation; command-based user interfaces have been replaced by graphical user interfaces.
Instead of resorting to building ad hoc processing pipelines from various independent programs as was done in (I), we now have an option of choosing from a few unified processing packages (e.g. SCIPION (de la Rosa-Trevin et al. 2016), SPHIRE (Moriya et al. 2017), cisTEM (Grant et al. 2018), and cryoSPARC (Punjani et al. 2017)) that enable the complete process flow to be conducted and documented under the umbrella of a single user interface. Furthermore, these established reconstruction packages are actively developed (e.g. (Sorzano et al. 2018)) and supported by the user community.

1.3.1. Preprocessing

The generalised preprocessing workflow consists of the following steps:

**Motion correction.** When working with multiframe DED data the whole process begins with initial frame alignment where the individual frames are aligned to compensate for any image movement that has happened during the acquisition. This process is typically called motion correction. (Li et al. 2013; Cheng 2015)

![Figure 8](image)

*Figure 8. Left panel: FFT calculated from uncorrected DED frame stack with drift, showing weak Thon rings that indicate loss of information. Right panel: FFT calculated from motion corrected frames showing Thon rings that indicate preservation of information up to 3 Å. Adapted from (Cheng 2015) with permission from Elsevier.*

**FFT.** Once we have a single micrograph (either as direct input or aligned, summed multiframe data from the motion correction -step), we perform FFT and analyse the Fourier transformed image as a quality control step (Figure 8, Figure 9). Micrographs with poor Thon rings, e.g. uncorrected drift (Figure 8, left panel) lacking high resolution signal or showing excessive astigmatism (Figure 9, right panel), are discarded.

**Defocus measurement.** The defocus of each micrograph is measured by fitting simulated CTF to FFT (Fig 9) with dedicated software, such as CTFFIND3 (Mindell and Grigorieff 2003), CTFFIND4 (Rohou and Grigorieff 2015) or GCTF (Zhang 2016). The exact defocus has to be estimated for deconvolution (CTF correction) of the data.
Particle picking. The simplest approach is manual picking where we browse the micrographs and manually select the particles of interest (e.g. virions). Automated particle picking software can be used to search for regular shapes such as spheres of a given size. This sphere recognition method is used in ETHAN (Kivioja et al. 2000). ETHAN works well with isometric virions and it was used in all four original publications I, II, III, IV of this thesis. Many automated particle picking algorithms not covered here utilise template matching approaches but when working with typically noisy cryo-EM data, we have to be careful to avoid the pitfall of model bias or colloquially “Einstein from noise” (Henderson 2013).

Normalisation. The particle images are extracted and normalised. This includes detecting and correcting outlier pixels (pixels with statistically abnormally high or low values), normalisation of possible background gradient(s) and normalisation of overall density distribution.

CTF correction. The normalised particle images are deconvoluted to correct for CTF artefacts. The simplest approach is just a phase correction of the CTF oscillation, but for typical high resolution project we also correct for amplitude decay that occurs at higher spatial frequencies. Furthermore, it is important to take into account that the
SNR drops near the crossovers of the sinusoid CTF. These points in the function have to be Wiener filtered to avoid amplification of noise and compensated by combining micrographs taken at different defocii. (Baker et al. 1999; Orlova and Saibil 2011)

1.3.2. Dataset classification

Classification can be done manually, relying on the subjective selection by the analyst. An easy situation would be where the dataset is of moderate size and we would go through the dataset in order to delete false positives; for example random contamination that has been erroneously selected as sample particles by an automated particle picking algorithm. However, in many cases manual approach has serious caveats: when looking at inherently noisy raw data and attempting to cluster a heterogenous pool of particles into several groups, manual classification is labour intensive and leads almost certainly to biased results (Scheres 2012). Well conducted automated classification schemes not only have the power to generate objective results, but due to the logarithmic increase in the dataset sizes, are becoming de facto the only option.

Details of the classification schemes vary depending on application, for example widely used reconstruction programs XMIPP (Scheres, Nunez-Ramirez et al. 2008) and RELION (Scheres 2012) perform maximum likelihood -based 2D and 3D classification steps. In the case of working with a homogenous dataset, e.g. well-purified preparation of icosahedrally symmetric virions, we can consider 2D classification simply as a tool to clean up the dataset of erroneously picked or poorly aligning particles. Essentially, we look at the averages of the classes and discard the poorly averaging classes from further processing steps (Figure 10). On the other hand, in the case of heterogenous sample in multiple oligomeric and/or conformational states, performing statistically robust classification is a critical prerequisite for SPA and 3D reconstruction (Scheres 2012 and 2016).

Figure 10. 2D classification as a tool to clean up the dataset of erroneously picked or poorly averaging particles. Shown here are 2D class averages from a picornavirus dataset. Particles forming classes marked with “X” would be typically discarded from further processing steps. Class average images courtesy of Benita Löflund.
1.3.3. The iterative 3D reconstruction process and icosahedral symmetry of virions

The whole SPA process relies on the principle that the 2D projection images are distinct views of structurally identical 3D objects that we then mathematically treat as views of the same object. We are averaging the data, so if previously conducted classification produced several classes we have to perform the following steps separately for each structurally unique class. (Baker et al. 1999; Orlova and Saibil 2011)

First the centres of each particle image are refined. Then, in Fourier space, the relative orientation of each 2D projection is found by correlation with the initial 3D model. This initial model can be obtained with various means, a common approach used in (I) is to use a low-pass filtered structure of a known, structurally similar virus. In this case heavy filtering of the initial map, e.g. to 6 nm resolution, is paramount so that any possibility of model bias can be avoided. An alternative unbiased option is to manually pick a small subset of particle images, typically 100 to 200, and use these to calculate a low resolution \textit{ab initio} starting model (Yan et al. 2007). This random model (RM) method is implemented in AUTO3DEM (Yan et al. 2007), and used for generating starting models in (II, III, IV).

Once we have the initial orientations of 2D projections in the same coordinate register, we combine the 2D data and perform a reverse Fourier transform to calculate the first 3D reconstruction. This new map is then used as a new model in a new round of orientation search. The iterative cycle of orientation search and density map calculation (Figure 7) is repeated until there is no further improvement in the resolution of the 3D reconstruction. The reconstruction quality is typically assessed with algorithms that are based on Fourier shell correlation (FSC) (Harauz and van Heel 1986); for use of FSC in data validation see section 1.3.4. (Baker et al. 1999; Orlova and Saibil 2011)

The generalised process described above is descriptive of any SPA reconstruction project. In the special case of reconstructing icosahedrally (Figure 11) organised structures, such as capsids of icosahedrally symmetric virions, we gain significant boost in SNR and computing efficiency by utilising the inherent symmetry of the sample particle. An icosahedron is built from 60 identical asymmetric units (Figure 11A), what follows is that when we perform icosahedrally averaged reconstruction we only need to perform orientation search and density reconstruction within one asymmetric unit instead of the complete orientation space. Furthermore, we gain 60-fold boost in the SNR of the parts of the structure that follow icosahedral symmetry. (Baker et al. 1999; Orlova and Saibil 2011)
Viruses as replicating entities are evolutionally pushed for optimising the efficiency of the virion construction. Viruses with protein capsid face a special optimisation problem of having to build a protein capsid that is large enough to accommodate the genome that carries the code for not only the structural proteins of the capsid, but also all other proteins needed in the full virus lifecycle. Thus, the ratio of cost (genomic information coding for the capsid) vs. capacity (the capsid size) needs to be minimised, and utilising icosahedral symmetry provides a scalable solution. In essence, an icosahedrally-symmetric capsid of any size can be constructed from an increasing number of repeating, quasi-equivalent subunits (Figure 11B). (Caspar and Klug 1962; Baker et al. 1999)

The concept of triangulation number ($T$-number, $T = h^2 + hk + k^2$) (Caspar and Klug 1962) is useful for describing the icosahedral lattice. Parameters $h$ and $k$ are deduced from the lattice by following the path of hexagons from one vertex pentagon to an adjacent one. In Figure 11B, arrows show three steps ($h = 3$) followed by two steps ($k = 2$) to reach the adjacent vertex. What follows is that $T = 3^2 + 3 \times 2 + 2^2 = 19$. Thus, the theoretical capsid lattice in Figure 11B can be constructed from $19 \times 60 = 1140$ copies of single subunits forming the hexamers and pentamers that populate the icosahedral lattice. In their theory of quasi-equivalence, Caspar and Klug (1962) proposed that the individual subunits can be identical at the amino acid sequence, but conformational differences would allow for minor local variation to incorporate the subunits into the icosahedral lattice. Notably, this concept was conceived prior to the determination of any viral capsid structures at atomic resolution, from interpretation of the capsomers seen in electron-micrographs of negatively-stained virus preparations. (Baker et al. 1999)

While $T$-number and quasi-equivalence are very useful concepts it should be noted that they are most suitable for describing the geometry of the virion, whereas the biological reality has shown many deviations from the simplest biological interpretation of protein homopentamers and homohexamers forming the entire capsid. These deviations include, but are not limited to, three distinct proteins with similar fold building the pseudo $T = 3$ seen in the picornaviruses (Seitsonen et
al. 2010; Seitsonen et al. 2012; Shakeel et al. 2013); hexavalent positions occupied by two-domain trimers in the *pseudo* $T = 25$ lattice seen in PRD1 (Abrescia et al. 2004); hexavalent positions occupied by pentamers in SV40 (Baker et al. 1989); vertices formed by different proteins altogether as seen in PRD1 (Abrescia et al. 2004), SH1 (Jäälinoja et al. 2008), P23-77 (Jaatinen et al. 2008); bluetongue virus (BTV) core following $T = 1$ of dimers, or “$T = 2$”, lattice (Grimes et al. 1998); and additional minor structural proteins as seen e.g. in the capsids of HVTV-1 and HSTV-2 (Pietilä et al. 2013). As the pool of solved icosahedral lattices has grown, the data have been analysed to build on the original (Caspar and Klug 1962) theory. The results include more generalised tiling approaches (Twarock 2004) and distinct lattice classes based on hexamer complexity (Mannige and Brooks 2010).

1.3.4. Data validation

How to ensure that the reconstructed density does not include artefacts produced by the reconstruction process? The motivation for data validation is elegantly addressed in (Henderson et al. 2012), where the authors state:

“Every 3DEM map and model has some uncertainty. Therefore, an assessment of map and model errors is essential, especially when a wide range of techniques are used by a variety of practitioners. In addition, as with all rapidly developing fields, in our enthusiasm to go further and faster, there is a risk that avoidable mistakes, both large and small, may be made in the production or interpretation of maps. Such mistakes may have the adverse effect of undermining the credibility of 3DEM methods in general. It is therefore important to develop methods for checking our conclusions and validating maps and models, with the goal of establishing a set of best practices for the field.”

The recommendations in (Henderson et al. 2012) for validating single-particle cryo-EM reconstructions emphasize that each published reconstruction should be accompanied by key supporting data; it has to be possible to compare map projections with raw data and (if available) class averages of the raw data. Importantly, also coordinate metadata (the calculated orientations) of the particles included in the reconstruction should be provided so that it is possible to verify unbiased sampling of the complete orientation space. Finally, a statistically robust measurement of the map resolution, typically FSC-based, should be provided and this number should be verified by a direct observation of distinguishable features (e.g. α-helices or amino acid side chains) within the map. (Henderson et al. 2012)

A single-number resolution value for the reconstructed density map can be estimated with various means, but by far the most prevalent is the FSC (Harauz and van Heel 1986). In the FSC, the dataset is split into two, and two reconstructions are independently calculated. The 3D Fourier transforms of the two density maps are correlated with each other, and the resulting FSC curve is used for
reading a resolution value corresponding to a chosen correlation cutoff. Over the years several
cutoff values have been proposed, most common ones being a conservative 0.5 used in (I, II, III) and
0.143 (Rosenthal and Henderson 2003) used in (IV) and now widely accepted. The theoretical
behaviour of FSC and caveats of assessing FSC cutoff value have been addressed in great detail (van
Heel and Schatz 2005).

1.4. Analysing cryo-EM reconstructions at different resolution ranges

Figure 12. Resolution range reachable by cryo-EM of biological samples. The names of the resolution ranges are arbitrary
and chosen for the purposes of this thesis.

The final resolution reached by the reconstruction process dictates the available analysis
methods. While resolution values form a continuum, the feasibility of analysis methods have distinct
threshold values; based on these I have divided the continuum into separate resolution ranges.

1.4.1. Low-mid resolution: rough morphology

For the purposes of this thesis, I consider a resolution range of 20 Å to 9 Å “low-mid”. In
this range, rough morphological comparison with known virus structures becomes an option and
is usually a natural point to start the analysis. Towards the higher end of the range, the data
analyst can detect protein boundaries with increasing reliability.
1.4.2. High-mid resolution: segmentation allows structure fitting

For the purposes of this thesis, I consider a resolution range of 9 Å to 3.5 Å “high-mid”. The transition point from the low-mid range comes about at the point where the two main types of protein secondary structural, α-helices and β-sheets, can be reliably distinguished from each other. Reconstruction reaching high-mid resolution allows the analyst to segment out subvolumes corresponding to individual protein subunits. Commonly available and easy-to-use rigid body fitting tools such as “fit in map” in UCSF CHIMERA (Pettersen et al. 2004; Goddard et al. 2007) can be used for detailed comparisons with atomic models of known protein structures obtained from open databases such as Protein Data Bank (PDB) (Berman et al. 2000, Berman et al. 2003) and density maps from Electron Microscopy Data Bank (EMDB) (Lawson et al. 2011).

At high-mid resolution the analyst gains access to powerful hybrid approaches. Here, reconstruction serves as a macroscale scaffold into which atomic structures solved by other techniques can be docked, as was done in (I, II, III). In a classic example an atomic resolution structure of the main coat protein of a virus is solved by X-ray crystallography and combined with a cryo-EM reconstruction of the complete virus capsid (Martin et al. 2001, San Martin 2015). The result, more than a mere sum of the two, can be described as a quasi-atomic model of the virion; for detailed example of this method see (Martin et al. 2001). In an analogous approach, if amino acid sequence of the structural protein is known, the protein structure can be predicted via homology modelling and then utilised in this hybrid approach. Homology modelling with I-Tasser server (Zhang 2008; Roy et al. 2010; Yang et al. 2015) followed by docking into cryo-EM structure is exemplified in (II, III).

1.4.3. Atomic resolution: segmentation and atomic modelling of the amino acid chain

Modelling of amino acid chain becomes possible at about 3.5 Å and at higher resolutions the generated atomic coordinates become more accurate and reliable. Entering this resolution range shifts the entire paradigm of EM-structure analysis as it opens the massive analysis and verification toolbox developed over decades of protein structure science based on X-ray diffraction data collected on synchrotrons.

Densities corresponding to single amino acid chains are segmented out and coordinates of the amino acid backbone and side chains are fitted and refined with well-established and constantly developing software tools such as REFMAC (Murshudov et al. 1997) or COOT (Emsley and Cowtan 2004, Emsley et al. 2010) and PHENIX (Adams et al. 2010), which were used in (IV). The process produces relative atomic coordinates of the amino acid chain that describes the structure of the protein in question. These models follow standardized schema and are amenable to quantitative quality control by verification algorithms (Lawson et al. 2016). While the reconstructed density maps can be deposited into EMDB (Lawson et al. 2011), the models derived from the maps are deposited into PDB (Berman et al. 2000; Berman et al. 2003). EMDB file formats, documentation, user interface
and search tools are modelled to provide maximal synergy with the protein models in PDB. The fact that the structural models follow unified standards brings significant benefits as the analyst now has a possibility to compare the structure to other known structures in a quantitative setting.

Analysis tools for atomic resolution maps are becoming increasingly relevant as the latest generation cryo-EM TEMs with DEDs and an automated imaging pathway have facilitated the rapid growth in the number and quality of cryo-EM structures (Figure 13), shifting the field from qualitative towards quantitative science (Kuhlbrandt 2014; Kuhlbrandt 2014; Cheng 2015; Henderson 2015).

**Figure 13.** Logarithmic growth in the number and “resolution revolution” (Kuhlbrandt 2014) of the released cryo-EM maps. (A) Cumulative total number of released EM maps. (B) Resolution trends of the released EM maps, contribution of recent years’ “resolution revolution” is marked with circle. Figure based on statistics available at EMDB (Lawson et al. 2011), website accessed on Jan 7th, 2020.
1.5. Concise introduction of the studied viruses

**Bam35** virus is a member of the *Tectiviridae* infecting *Bacillus thuringiensis*, a Gram-positive bacterial host. Bam35 has an isometric protein capsid enclosing a lipid bilayer and a linear double-stranded DNA genome (Ackermann, Roy et al. 1978, Ravantti, Gaidelyte et al. 2003). The overall dimensions of Bam35 capsid and enclosed membrane, as well as genome size show clear similarity with those of PRD1, the type member of the *Tectiviridae* that infects Gram-negative bacterial host (Ravantti et al. 2003; Laurinavicius et al. 2004). The PRD1 and Bam35 genome sequences have no significant similarity limiting the possibilities of utilising genomic approaches for virus comparison (Ravantti et al. 2003). Cryo-EM image reconstruction and X-ray crystallography have been used to solve the PRD1 capsid structure (Abrescia et al. 2004, Cockburn et al. 2004), but the lack of structural information on Bam35 has prevented detailed comparison between these two tectivirus structures. An open question here is whether or not there is conservation of the protein folds between the Gram-positive and the Gram-negative viruses.

**African horsesickness virus (AHSV)** causes African horsesickness (AHS), a devastating arthropod-borne disease of equids with a mortality rate of up to 95% in fully susceptible horses and donkeys (Mellor and Hamblin 2004; Carpenter et al. 2017). AHSV has a complex, triple-layered, icosahedrally symmetric protein capsid enclosing a segmented, linear, double-stranded RNA genome (Roy et al. 1994). AHSV is classified into the genus *Orbivirus* within the family *Reoviridae* (Roy et al. 1994; Stuart et al. 1998; Mertens et al. 2004). The prototype species of *Orbivirus* is BTV, another important animal pathogen infecting sheep, cattle and goats (Mertens et al. 2004; Zientara and Sanchez-Vizcaino 2013). The triple-layered BTV capsid is comprised of viral protein (VP)3 inner layer, VP7 middle layer (Grimes et al. 1997; Grimes et al. 1998); and outer layer comprised of VP2 and VP5 (Hewat et al. 1992; Mertens et al. 2004). (Basak et al. 1996) solved the structure of the top domain (124 amino acids out of 349) of AHSV VP7 revealing the similarity to the structure of BTV VP7. VP7s of the two viruses are trimeric, and the top domains have similar jelly-roll folds. The top domains of the VP7s can be superimposed with an 1.2 Å rms deviation between all equivalent C\(\alpha\) atoms (Basak et al. 1996). Furthermore, (Stuart et al. 1998) anticipated that the similarity between AHSV and BTV would also extend to other parts of the virion.

AHSV, like BTV, is transmitted via the *Culicoides* biting midge vectors when infected *Culicoides* feed on a susceptible host (Venter et al. 2000). The European northward
spread of several *Culicoides* species from the Mediterranean area has been linked to the ongoing climate change (Purse et al. 2005). This has significant repercussions in animal health since the spread of BTV in Europe (Thiry et al. 2006; Meiswinkel et al. 2007) suggests an increasing risk of future AHS outbreaks and motivates AHS vaccine development. The efforts for novel vaccines focus on the AHSV outer shell protein VP2, a serotype determinant that can induce a protective immune response (Burrag et al. 1993; Martinez-Torrecuadrada and Casal 1995; Scanlen et al. 2002; Castillo-Olivares et al. 2011). Hence the mapping of mutations to the as yet unknown VP2 structure may help in developing better candidate vaccines.

*Haloarcula sinaiiensis* tailed virus 1 (HSTV-1) infects *H. sinaiiensis*, an extremely halophilic archaeon. Negative-stain electron microscopy of HSTV-1 has revealed an isometric protein capsid with an attached tail structure. Based on the morphology of the virion, HSTV-1 is classified as a podovirus. (Atanasova et al. 2012)

Podoviruses from bacteria typically have a major capsid protein with the Hong Kong 97 (HK97) -fold, first described in HK97, forming both the pentamers and hexamers of the icosahedrally organised virion head (Wikoff et al. 2000; Helgstrand et al. 2003). The open question here is whether or not that fold also occurs in archaeal podoviruses, despite the large amino acid sequence diversion.

*Nora virus* (NORAV) is a picorna-like virus infecting several species of *Drosophila*. It has an isometric protein capsid enclosing a linear single-stranded RNA genome. The exact taxonomic classification of NORAV within the order *Picornavirales* is unclear. Furthermore, the protein composition and organisation of the capsid is unknown, as is the explanation to how NORAV capsid accommodates the almost 12 kb RNA genome, one of the largest *Picornavirales* genomes known. (Habayeb et al. 2006; Habayeb et al. 2009)
2. AIMS OF THE STUDY

The main objective of the study: to analyze the feasibility of utilising virus capsid structures in high-order virus classification. I used cryogenic electron microscopy (cryo-EM) combined with icosahedrally averaged single-particle reconstruction as the main structure determination method. The studied viruses infect hosts from all three domains of life (Figure 14, Table 1).

Figure 14. The hosts of the studied viruses span all three domains of life.

The specific aims were:

- To study the structure of bacteriophage Bam35 and compare it with the structure of bacteriophage PRD1, a type member of the *Tectiviridae* (article I).

- To study the capsid structures of virions from two serotypes of AHSV with special emphasis on the viral coat protein VP2 in order to augment vaccine development (article II).

- To study the capsid structure of archaeal head-tailed virus HSTV-1 in order to see whether or not the so-called canonical coat protein fold of bacterial head-tailed virus HK97 can be detected in an archaeal virus (article III).

- To solve the capsid structure of NORAV to atomic resolution and to utilize this structure for performing structure-based classification of NORAV (article IV).
3. MATERIALS AND METHODS

- Viruses studied in this dissertation are listed in Table 1.
- Cryo-EM equipment used in this dissertation are listed in Table 2.
- Experimental methods used by P. Laurinmäki in this dissertation are listed in Table 3.

The materials and methods are described in detail in the original articles and the respective references. The articles are reprinted in the end of this dissertation.

Table 1. Viruses included in the study.

<table>
<thead>
<tr>
<th>Article</th>
<th>Virus</th>
<th>Virus host</th>
<th>Virus host type</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Bam35</td>
<td><em>Bacillus thuringiensis</em></td>
<td>Bacteria (Gram positive)</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-4</td>
<td><em>Equidae</em></td>
<td>Eukaryote (mammal)</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2</td>
<td><em>Equidae</em></td>
<td>Eukaryote (mammal)</td>
</tr>
<tr>
<td>III</td>
<td>HSTV-1</td>
<td><em>Haloarcula sinaiiensis</em></td>
<td>Archaea</td>
</tr>
<tr>
<td>IV</td>
<td>NORAV</td>
<td><em>Drosophila sp.</em></td>
<td>Eukaryote (insect)</td>
</tr>
</tbody>
</table>

Table 2. Summary of cryo-EM equipment used in the study.

<table>
<thead>
<tr>
<th>Article</th>
<th>Virus</th>
<th>Microscope type</th>
<th>Voltage</th>
<th>Detector type</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Bam35</td>
<td>FEI Tecnai F20</td>
<td>200 kV</td>
<td>Film</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-4</td>
<td>FEI Tecnai F20</td>
<td>200 kV</td>
<td>Film</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2</td>
<td>FEI Tecnai F20</td>
<td>200 kV</td>
<td>Film, CCD (Gatan US4000)</td>
</tr>
<tr>
<td>III</td>
<td>HSTV-1</td>
<td>FEI Tecnai F20</td>
<td>200 kV</td>
<td>Film, CCD (Gatan US4000)</td>
</tr>
<tr>
<td>IV</td>
<td>NORAV</td>
<td>FEI Titan Krios</td>
<td>300 kV</td>
<td>DED (Gatan GIF Quantum K2)</td>
</tr>
</tbody>
</table>
Table 3. Summary of methods used by P. Laurinmäki in the study.

<table>
<thead>
<tr>
<th>Method</th>
<th>Article</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virus purification by ultracentrifugation</td>
<td>I</td>
</tr>
<tr>
<td>Vitrification of virus samples</td>
<td>I, II, III, IV</td>
</tr>
<tr>
<td>Alignment of TEM for high resolution cryo-EM work</td>
<td>I, II, III</td>
</tr>
<tr>
<td>Low electron dose cryo-EM, recording high-resolution datasets</td>
<td>I, II, III</td>
</tr>
<tr>
<td>Preprocessing of cryo-EM data</td>
<td>I, IV</td>
</tr>
<tr>
<td>CTF determination and quality assessment</td>
<td>I, IV</td>
</tr>
<tr>
<td>Iterative single particle reconstruction and optimization thereof</td>
<td>I, IV</td>
</tr>
<tr>
<td>Fitting atomic model into EM density map</td>
<td>II, III, IV</td>
</tr>
<tr>
<td>Segmenting EM Density map</td>
<td>III, IV</td>
</tr>
<tr>
<td>Homology modelling</td>
<td>III</td>
</tr>
<tr>
<td>Subvolume averaging</td>
<td>III</td>
</tr>
<tr>
<td><em>De novo</em> modelling of amino acid chain</td>
<td>IV</td>
</tr>
<tr>
<td>Data visualisation</td>
<td>I, II, III, IV</td>
</tr>
</tbody>
</table>
4. RESULTS AND DISCUSSION

The results of this thesis illustrate directly several of the key advances in cryo-EM imaging and image reconstruction that have been achieved in the past 15 years, summarized in Table 4 by considering the “resolution” of the final reconstructions included in articles I-IV. The resolution increased from 18 Å (I) to 2.7 Å (IV), so from the low end to the atomic level described in Figure 12. In terms of biological information, five different virus structures were described which contribute significantly to our understanding of virus capsid protein evolution, and to the development of new vaccine candidates (Sections 4.1-4.5).

Table 4. Summary of cryo-EM data and achieved resolutions of the reconstructions.

<table>
<thead>
<tr>
<th>Article</th>
<th>Virus</th>
<th>Detector</th>
<th>Micrograph no.</th>
<th>Particle no.</th>
<th>Sampling rate (Å / pixel)</th>
<th>Resolution (Å) of reconstruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Bam35</td>
<td>Film</td>
<td>69</td>
<td>4474</td>
<td>1.4</td>
<td>7.3</td>
</tr>
<tr>
<td>I</td>
<td>Bam35e</td>
<td>Film</td>
<td>32</td>
<td>379</td>
<td>1.4</td>
<td>18.0</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-4</td>
<td>Film</td>
<td>307</td>
<td>1633</td>
<td>2.8¹</td>
<td>14.4</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2</td>
<td>Film</td>
<td>507</td>
<td>2798</td>
<td>2.8¹</td>
<td>11.4</td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2e</td>
<td>CCD</td>
<td>70</td>
<td>361</td>
<td>1.8</td>
<td>15.8</td>
</tr>
<tr>
<td>III</td>
<td>HSTV-1</td>
<td>Film</td>
<td>164</td>
<td>7115</td>
<td>1.13</td>
<td>8.9</td>
</tr>
<tr>
<td>IV</td>
<td>NORAV</td>
<td>DED</td>
<td>3531*</td>
<td>16131*</td>
<td>1.06</td>
<td>2.7²</td>
</tr>
</tbody>
</table>

* Empty particle reconstruction. In these cases the raw data contained virus particles that were devoid of the genome density inside. Such projection images were picked, classified and reconstructed as a separate dataset.
* Total micrograph number before selection.
¹ Sampled at 1.4 Å / pixel, but only 2 x 2 binned data was processed
² Calculated with 0.143 FSC cutoff, if not labelled 0.5 FSC cutoff was used

In the summary of the cryo-EM datasets (Table 2, Table 4, Figure 15), it is not just the significant improvement in the resolution that stands out, but also the changes in data collection strategy that enabled a much larger data set to be collected, of higher quality, that could then be effectively classified to select only the most congruent data at high resolution using different software (Table 4, grey emphasis). Hence, this study exhibits both the enablers and the outcome of the cryo-EM “resolution revolution” (Figure 13) with the most significant enablers described in more detail below.
The micrograph number (Table 4) describes the workload of acquiring datasets, whereas the particle number (Table 4, Figure 15) describes the actual yield of the data collection. Acquiring a single micrograph with a low dose technique (Section 1.1.3.) requires several actions: the system has to select ROI, center on the ROI, perform focus and acquire the micrograph. The micrographs then needed to be developed and scanned if recorded on film. In the case of (I, II, III), these steps were performed manually by the microscopist, sample optimization and data collection spread over several years. In the case of (IV) the latest generation microscope and DED facilitated not only better data quality, but also automated data acquisition that enabled much better data yield per hour of microscopist. The data in (IV) were collected over an intense period of three days, but the access to the instrument took over 6 months. The achievement of the 2.7 Å atomic resolution was only possible because the majority of the raw data had a significant signal beyond 4 Å resolution, visible in the analysis of the Thon rings from the FFTs of the micrographs, after frame alignment. In the case of data collected on CCD on the F20 (II), the data rarely extended to beyond 14 Å resolution, and on film the best dataset (I) was selected from micrographs that showed data to 5 Å resolution, but with many micrographs discarded due to this selection criterion. This reflects the sensitivity of the F20 side-entry holder to drift which when recorded on film cannot be corrected, and thus was a significant factor in discarding many micrographs. The DED data in (IV) were corrected for drift by frame alignment (Figure 8), and the sample grid was completely isolated from the ambient conditions, reducing environmental instability. The FEI Krios microscope used in (IV) also has improved electron optics compared to the FEI F20 used in (I, II, III), contributing to a more accurate alignment and a better beam coherence (Figure 8, Figure 9).

The sampling rate directly affects the achievable resolution, with a theoretical limit of double the sampling rate (DeRosier and Moore 1970, Bammes, Rochat et al. 2012). The film data were scanned at the highest resolution of the scanner, at 7 μm, resulting in a digitised area of...
approximately 14000 x 10000 pixels. Hence, even the largest viruses were present in several copies per micrograph at 1.4 Å/pixel sampling rate. The recording arrays of CCD (4096 x 4096 pixels) and DED (3838 x 3710 pixels) equipment used in this thesis were significantly smaller, so in the case of large virions, a compromise would have to be made in the magnification (and thus sampling rate) to ensure that the micrographs produce an adequate yield of whole particles for processing. However, since NORAV had the smallest capsid of the studied viruses, we could still use the highest sampling rate (Table 4), enabling the highest theoretical resolution.

The results show a clear correlation between the dataset size and the achieved final resolution (Figure 15). This is expected as the average signal is increased with the increased number of particles. It is not a linear increase probably reflecting that the resolution criteria differed between the different datasets, as well as the reconstruction methods. The main criterion affecting the film data was the extent of the signal in the micrograph FFTs as stated above (I, II, III). For creating the initial icosahedrally-symmetric reconstruction, article (I) relied on model-based creation of the initial model (Baker and Cheng 1996), whereas the other three articles (II, III, IV) relied on the newer, robust, \textit{ab initio} method (Yan et al. 2007) implemented in AUTO3DEM (Yan et al. 2007). For the DED dataset there were sufficient images to classify and use maximum likelihood algorithms implemented in RELION (Scheres 2012) to sort out some of the heterogeneity in the dataset, which significantly improved the reconstruction from about 5 Å onwards. Since the processing of our data in (IV), the processing methods applicable to DED data have been developed further in terms of e.g. motion correction and dose weighting (Zivanov, Nakane et al. 2019).

Closer analysis raises the question of the final resolution of HSTV-1 (III) which seems to be somewhat poorer than expected. One possible explanation lies in biology; the haloarchaeal host of HSTV-1 grows in high salt conditions (9% salt water containing 1.2 M NaCl and a large number of other monovalent and divalent cations, prepared from stock solution described in (Holmes and Dyall-Smith 1990)); and HSTV-1 infectivity requires high salt conditions whereas cryo-EM imaging requires low salt concentration for good contrast and SNR. To address this issue, in (III) it was verified that the overall morphology and infectivity were retained after HSTV-1 was subjected to low salt conditions (20 mM Tris-HCl buffer) and was thus imaged in this buffer. However, it seems feasible that such a radical reduction of the buffer ion concentration could still cause some protein capsid destabilisation, as in (Ruokolainen et al. 2019), or conformational flexibility that would then lead to the loss of high resolution information in the averaged data, although not affecting the virus titre significantly. In addition, the extent of the signal in the micrograph FFTs was not as high as in (I) so a less stringent micrograph selection criteria was used. Looking at the reason for this apparent lack of highest resolution signal, the instability of the side-entry holder, suboptimal alignment, thicker than normal vitrified layer due to the presence of tails in the preparation or some unknown factor(s) affecting the microscope performance cannot be excluded. Nevertheless, the 8.9 Å resolution that was reached was adequate for reaching the high-mid range (Figure 12, Figure 15) and met the biological aims of the study (Section 4.3.).
The four reconstructions that were calculated from datasets smaller than 4000 particles (Table 4, Figure 15) are likely to report an overly conservative resolution value and in reality provide useful information beyond the reported value. This originates from the FSC–based resolution determination method (Harauz and van Heel 1986); the dataset is split in two and two reconstructions are calculated. In the case of small datasets the full dataset has significantly better SNR than the halved datasets used for the resolution determination. The effect of reduced SNR on the FSC result is exacerbated when using the conservative 0.5 FSC cutoff (Table 4) as was done in (I, II, III). There is no simple answer to the correct FSC cut-off value that would fit every situation (van Heel and Schatz 2005). However, reproducing the full FSC curve in the publications, or on deposition to the database as is now currently the practice, allows the reader to better judge the reproducibility of the data. Validation tools that take into account the variability of resolution within the reconstruction, e.g. ResMap (Kucukelbir et al. 2014) (used in (IV)) and MonoRes (Vilas et al. 2018) are increasingly used. In addition, tools that use alternative validation criteria, e.g. EMRinger (Barad et al. 2015), that is based on fitting of the atomic models to the EM density provide a more detailed indication of the accuracy of the atomic model, in addition to the accuracy of the density map. Community efforts, e.g. EM validation challenges (Heymann et al. 2018; Kryshtafovych et al. 2018; Terwilliger et al. 2018), to identify the best validation methods are ongoing and reconstruction validation statistics are now available in the EMDB and PDB for deposited data, e.g. NORAV (IV), which is gradually helping to standardise the field.

The five virus capsid reconstructions that provided subnanometer information enabling assignment of the capsid architecture and analysis of structural details are summarized in Figure 16. The deposition codes of all seven reconstructions are given in Table 5.

**Table 5. Accession numbers of open source density maps, atomic models and data.**

<table>
<thead>
<tr>
<th>Article</th>
<th>Virus</th>
<th>EMDB</th>
<th>PDB</th>
<th>EMPIAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Bam35</td>
<td>EMD-1123</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Bam35e</td>
<td>EMD-1124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>AHSV-4</td>
<td>EMD-2076</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2</td>
<td>EMD-5412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>AHSV-7 tVP2e</td>
<td>EMD-2075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>HSTV-1</td>
<td>EMD-2279</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>NORAV</td>
<td>EMD-3528</td>
<td>5mm2</td>
<td>10088</td>
</tr>
</tbody>
</table>

* e Empty particle reconstruction. In these cases the raw data contained virus particles that were devoid of the genome density inside. Such projection images were picked, classified and reconstructed as a separate dataset.
Figure 16. Capsid structures of the viruses studied in this thesis. Columns from left to right: (1) Roman numerals refer to the Table 1 in Materials and Methods; the original articles where each structure was published. (2) Name of the virus. (3) Central section through the reconstructed density map. AHSV-7 tVP2 shows the virion devoid of genome, the other central sections are from full virion reconstructions. (4) Surface view of the reconstructed density map. (5) Schematic representation of the capsid lattice architecture and T-number of the capsid lattice. Scalebar 20 nm.
4.1. Structure of Bam35 capsid reveals remarkable similarity in coat protein folds of Bam35 and PRD1

![Comparison of the Bam35 major coat protein (MCP) with the atomic model of PRD1 MCP P3 (Abrescia et al. 2004) shows remarkable similarity. The reconstructed Bam35 MCP structure is shown as transparent gray and the PRD1 MCP structure is shown as a ribbon with α-helices coloured in cyan and β-strands coloured in blue. The loops not present in Bam35, and thus projecting out from the MCP density, are in red. The two types of β-barrels are labelled, large (V1) and small (V2). Naming of α-helices according to (Benson et al. 1999). Adapted with permission from (1).](image)

In this study, Cryo-EM followed by SPA reconstruction solved the capsid structure of bacteriophage Bam35. Earlier negative stain electron micrographs of Bam35 (Ackermann et al. 1978) had indicated a low-level morphological similarity with bacteriophage PRD1, the type member of the Tectiviridae. The 7.3 Å resolution of Bam35 cryo-EM reconstruction proved that this was a valid hypothesis, by revealing the capsid’s secondary structure and enabling a detailed comparison of structures of Bam35 MCP and PRD1 MCP, P3 (Abrescia et al. 2004). The main result of this comparison is the remarkable similarity of the overall capsid lattice architecture and the MCP fold (Figure 17).

The high similarity between the MCP folds is significant since Bam35 infects Gram-positive hosts whereas PRD1 infects Gram-negative hosts. Both bacteriophages are obligate parasites of their host bacteria, so the common ancestor of these viruses is likely to reside in very distant history. In line with the long evolutionary distance, similarity in the genomic sequence between the two viruses is low; when both local and global alignments were used, the overall nucleotide identity across the entire genome of Bam35 and PRD1 was 42%, with further analysis showing that the
regions of identity were very patchy (Ravantti et al. 2003). Taken together, the genetic and structural
comparisons between Bam35 and PRD1 build a strong case for the MCP fold being conserved
between the two viruses, as a result of a divergent rather than convergent evolution.

The similarity between the MCPs of Bam35 and PRD1 is striking (Figure 17). Furthermore,
PRD1 minor structural proteins, penton protein P31 and tape measure protein P30, have structural
counterparts in Bam35 (I). These similarities in the icosahedrally organised capsid lattice are
contradicted by the dissimilarity in the membrane-associated proteins, membrane organisation and
the receptor binding proteins, all of which clearly differ between Bam35 and PRD1 (I). Adaptation
to very different hosts (Gram positive vs. Gram negative bacteria) is the most likely explanation for
these observed differences and supports the view of the highly conserved MCP fold as the “true
self” of the virus. In agreement with later studies (Abrescia et al. 2012), MCP structural analysis is
thus a promising tool for detecting distant evolutionary connections within the virosphere.

In terms of future prospects, while the achieved 7.3 Å resolution was a very good result at the
time of the study, it would be very interesting to analyse the structural details of Bam35 at the
atomic resolution reachable with the present-day cryo-EM technology. A good example of the state-
of-the-art can be found in the recent 2.3 Å cryo-EM structure of a close relative of PRD1,
bacteriophage PR772 (Reddy et al. 2019). Significantly, in that study, local reconstruction of the
vertices without the icosahedral symmetry indicated that the pentamer base is a mixed pentamer
of two copies of P31, and three copies of P5, with P2 attached to the pentamer base, thus resolving
a long-standing structural question (Abrescia et al. 2004; Merckel et al. 2005; Huiskonen et al. 2007)
in the field. This is an excellent example illustrating the advantage of SPA over crystallography for
virus capsids where one set of data can now be analysed in several different ways, revealing the
position and organisation of minor components, and nucleic acid that deviate from icosahedral
symmetry (Dai and Zhou 2018; De Colibus et al. 2019; Ilca et al. 2019; Liu et al. 2019). In X-ray
crystallography, the crystal packing for capsids does not necessarily orient all of these minor
components identically, and thus when the structure is solved using icosahedral symmetry, the
components are averaged out, just as with the data in articles (I, II, III, IV).
4.2. Structures of AHSV-4 and AHSV-7 tVP2 solve the triple-layered AHSV capsid architecture

(A) Inner layer; VP3 dimers organised on a T=1 lattice

(B) Middle layer; VP7 trimers organized on a T=13 laevo lattice

(C) Outer layer; VP5 trimers organized on a T=13 laevo lattice decorated by VP2 trimers

Figure 18. Structure of AHSV reveals organisation of all three protein layers. (A) Homology model of the VP3 shell, zoom-in shows fitting of homology model with the cryo-EM density. (B) Homology model of the VP7 shell, zoom-in shows fitting of homology model with the cryo-EM density. (C) Surface layer of AHSV structure showing VP5 trimers in blue and VP2 trimers in red. Zoom-in shows comparison between full-size VP2 of AHSV4 next to the truncated VP2 of the AHSV7. Adapted from (II) with permission from American Society for Microbiology.
In this study, Cryo-EM followed by SPA reconstruction, volume segmenting and homology modelling solved for the first time the organisation of the complete AHSV virion to the conservatively estimated resolutions of 14.4 Å (AHSV-4) and 11.4 Å (AHSV-7 tVP2). The complex, triple-layered AHSV capsid (Figure 18) is composed of four major structural proteins; VP3 dimers form the inner layer, VP7 trimers form the middle layer and VP5 and VP2 trimers form the outer layer. The capsid structure has a close similarity to that of BTV, an important animal pathogen and a type member of a postulated BTV-like structural lineage (Abrescia et al. 2012). Based on the achieved resolution and description of the resolution ranges (Figure 12, Figure 15) it would seem that it in the case of AHSV reconstructions, segmenting of volumes corresponding to individual proteins is not possible. However, the closely similar BTV structure provided critical a priori information that facilitated reliable segmenting of the AHSV protein volumes.

The outermost structural protein of BTV and AHSV, VP2 (Figure 18 C), is believed to mediate the initial cell attachment during the infection cycle and is a pathogenicity determinant. Importantly, AHSV-7 tVP2 has a truncated VP2 and outgrows AHSV-4 in cell culture. Comparison of VP2 structures from AHSV-7 tVP2, AHSV-4 and BTV allowed mapping of two domains in AHSV4 VP2 and one domain in BTV VP2 that are important in mediating the initial cell attachment during infection and are thus promising targets for further studies leading towards vaccine development (Aksular et al. 2018).

In conclusion, while the aims of the present study were met, it would be very interesting to utilise the latest generation cryo-EM technology to solve the AHSV virion structure to an atomic resolution. The ability to analyse the structural proteins at amino acid level would reveal not only the complex network of interactions within the triple-layered capsid, but would also allow a direct study of individual mutations in the structure of the pathogenically important VP2. Along these lines, a recent atomic resolution cryo-EM structure of the BTV RNA-dependent RNA polymerase in the context of the virion illustrates the present state-of-the art of Orbivirus cryo-EM (He et al. 2019).
4.3. Structure of HSTV-1 capsid reveals HK97-type capsid protein fold

Figure 19. MCP of HSTV1 has a canonical coat protein fold of the bacterial virus Hong Kong 97 (HK97). (Left) view from capsid interior; (Right) view from capsid exterior. (Top) gray transparent: cryo-EM density of HSTV-1 capsid asymmetric unit, red ribbon: atomic model of HK97 asymmetric unit (Helgstrand et al. 2003). (Middle) gray transparent: averaged density of the six subunits making up the hexamer, red ribbon: HK97 chain E atomic model (Helgstrand et al. 2003), blue ribbon: HSTV-1 capsid protein homology model. (Bottom) red surface: capsid hexamer built from six copies of the averaged subunit. Green surface: the pentameric subunit that differs in conformation from the hexameric units and thus was not included in the averaging. Adapted with permission from (III).
In this study, Cryo-EM followed by SPA reconstruction and homology modelling produced the capsid structure of HSTV-1 at 8.9 Å resolution, solving for the first time the MCP fold of an archaeal head-tailed virus. First inspection of the reconstructed capsid density revealed a capsid lattice and MCP topology closely reminiscent of the bacterial virus HK97. It was possible to directly fit the atomic model of the HK97 capsid asymmetric unit (Helgstrand et al. 2003) into the corresponding reconstructed density of HSTV-1 (Figure 19, top). The densities corresponding to the six MCP monomers within a capsid hexamer were then computationally extracted and averaged together. This improved the definition of the MCP fold allowing us to verify the independently generated homology model of MCP (Figure 19, middle).

It has been proposed (Abrescia et al. 2012) that when looking at the MCP fold, the vast multitude of viruses can be reduced to a handful of MCP fold classes, one of them exemplified by the MCP fold of the tailed bacteriophage HK97 and including human herpesvirus (Baker et al. 2005). While genomic analysis of archaeal virus HSTV-1 showed some similarity with HK97 (III), the analysis of the MCP structure (Figure 19) revealed undisputable homology between the MCP folds of these evolutionary distant viruses, expanding the postulated HK97-like virus lineage (Abrescia et al. 2012) to all three domains of life. The experimental verification provided by the cryo-EM structure was pivotal as the sequence similarity alone was too low for reliable confirmation of the fold of HSTV-1 MCP. This result is in line with similar conclusions from study (I) but connects viruses over an even longer evolutionary distance providing structural background for e.g. theories about origin of viruses (Krupovic et al. 2019).
4.4. Structure of Nora virus capsid suggests a new virus family within the order *Picornavirales*

In this study, Cryo-EM followed by SPA reconstruction produced the capsid structure of NORAV at a 2.7 Å resolution (Figure 20), allowing *de novo* atomic modelling of the MCPs (Figure 21). We were able to model residues 1-249 (out of 264) for VP4A, 2-242 (out of 251) for VP4B and 1-364 (out of 416) for VP4C. Analysis of the capsid structure revealed a *pseudo* T=3 capsid organisation, a hallmark of the *Picornavirales* order. In terms of the virus structural lineage–hypothesis, the characteristic wedge-shaped β-jelly roll core domain of the MCPs (Figure 21) identifies NORAV as a member of the postulated picornavirus-like virus lineage (Abrescia et al. 2012).
In more detailed analysis, several notable features emerge (Figure 21). Firstly, C-terminal domains of VP4B and VP4C form prominent, mainly α-helical protrusions around the five-fold vertices of the NORAV capsid. Secondly, NORAV lacks the capsid – stabilising annulus formed by VP3 in dicistrovirus, picornavirus and iflaviruses capsids. Thirdly, NORAV VP4A N-termini form a crossover across the two-fold symmetry axis while the symmetry-related VP4A α-helices are further apart than in other Picornavirales. The conformation of the MCPs allows a capsid inner volume that is largest reported in Picornavirales, a feature we link to the need to accommodate the unusually large 12kb genome of NORAV. Taken together, both global and detailed features of the capsid structure, in agreement with the genome organisation and genetic distance to other viruses, suggest that NORAV is a representative of a new virus family within the order Picornavirales.
4.5. The MCP folds facilitate reliable structure-based classification of the five studied viruses.

Figure 22. Capsid protein structures of the studied viruses in the context of capsid protein lineages. Figure adapted from (Abrescia et al. 2012) with permission of Annual Reviews.

Our results allow unambiguous structure-based classification of the five studied viruses into four virus lineages that have been postulated and are illustrated in figure 22 (Abrescia et al. 2012). The higher hierarchical levels of virus classification such as type of nucleic acid (Baltimore 1971) and capsid symmetry are well characterized in a relatively unambiguous manner (Lefkowitz et al. 2018), although deviations do exist, e.g. in the Pleolipoviridae family that includes both ssDNA and dsDNA viruses (Pietilä et al. 2016). At the lowest hierarchical levels such as species recognition and strain variation representing recent evolutionary events we can utilize very powerful and quantitative phylogenetic analyses. However, there is a large middle ground where we lack good quantitative classification tools. Looking from the bottom up we are essentially limited with the high mutation rates of viral genomes and the lack of a viral fossil record. The results reported in this thesis support the notion that the structures of viral capsid proteins are well conserved. In an attempt to detect connections between distantly-related viral species, a comparison of the coat protein fold is a robust
approach compared to just following the shorter-spanned evolutionary trace stored in the genomic nucleic acid sequence. Furthermore, we can create a powerful tool for studying virus evolution by combining structural data such as presented here with the analysis of genomic organisation (Krupovic et al. 2019).

The five capsid structures can be utilised as experimental results for testing theoretical approaches to, for example, mathematical principles that underpin the available icosahedral capsid lattice architecture. Looking at the reconstructed capsid lattices in the light of the seminal (Caspar and Klug 1962) theory, we see that HSTV-1 provides a biological representation of the original concept of quasi-equivalence, with the HSTV-1 MCP homopentamers and homohexamers populating the entire icosahedrally averaged capsid lattice with the aid of the predicted conformational flexibility. The pseudo lattices of Bam35 and NORAV represent biological alternatives to fulfilling the geometric lattice whereas the “T=2”, or T=1 of dimers, in the inner layer of AHSV was not predicted by (Caspar and Klug 1962) and shows that generalisation of the original theory is required as was done in (Twarock 2004).

Mannige and Brooks introduced a division of theoretically available geometric T-numbers into three distinct capsid classes (Figure 23) (Mannige and Brooks 2010). Furthermore, they introduced a term “hexamer complexity” that predicts certain T-numbers to be evolutionally underrepresented (Figure 23, grey shading). It is interesting to note that our reconstructed capsid lattices sample all three capsid classes, but none are in the predicted underrepresented domain; a result in perfect agreement with the theory of Mannige and Brooks (2010).

Figure 23. Capsid protein organisation of the studied viruses in the context of the hypothetical icosahedral capsid lattice classes. Figure adapted from (Mannige and Brooks 2010).
5. CONCLUDING REMARKS

Looking from the perspective of the cryo-EM technology we see that the timescale covered by this thesis is unusually long, the first paper was published in 2005 and technology has leaped forward in the 15 years that followed. It would be very interesting to see what could be uncovered in the viruses studied in (I, II, III) if they were studied with equipment and methods utilised in (IV) or e.g. (Dai and Zhou 2018; De Colibus et al. 2019; He et al. 2019; Ilca et al. 2019; Liu et al. 2019). Another fascinating idea is to extrapolate the same 15 years into the future; what would be my vision for cryo-EM science of viruses in 2035? Predicting the future is always difficult, even futile, but I feel safe in predicting further increase in automation, fully automated processing pipelines, automated analysis of structures, and constantly growing databases accessible to datamining algorithms utilising at least simple forms of artificial intelligence.

In my view, the current technology area in the highest need of development seems to be the sample preparation (Carragher et al. 2019). We need technology for more automated and more repeatable sample vitrification with better control over the conditions of the actual vitrification event. Along these lines, recent developments focusing on sample and grid preparation have been described (Earl et al. 2017). Furthermore, a promising new generation of vitrification devices utilising microfluidics are emerging (Ravelli et al. 2019; Schmidli et al. 2019).

The results presented in this thesis contribute to the field of structural virology as well as shedding light to more specific areas, such as biological membrane modulation, archaeal viruses and vaccine development. Moreover, the hosts of the viruses studied span all three domains of life (bacteria, archaea and eukaryotes). This unusually wide sampling of the viral universe, or virosphere, provides an excellent basis for testing the utilisation of capsid structure in structure-based virus classification as well as verification of structure-based viral lineages. The results allowed unambiguous structure-based classification of the five studied viruses into the four previously postulated virus lineages; the picorna-like, the HK97-like, the PRD1-like and the BTV-like. Furthermore, the NORAV reconstruction at 2.7Å resolution provided structural evidence suggesting that NORAV is a representative of a new virus family within the order Picornavirales; a result not achievable by genetic evidence alone and a benchmark example of structure-based virus classification.
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