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ABSTRACT
Large-scale courses such as Massive Online Open Courses (MOOCs) can be a great data source for researchers. Ideally, the data gathered on such courses should be openly available to all researchers. Studies could be easily replicated and novel studies on existing data could be conducted. However, very fine-grained data such as source code snapshots can contain hidden identifiers. For example, distinct typing patterns that identify individuals can be extracted from such data. Hence, simply removing explicit identifiers such as names and student numbers is not sufficient to protect the privacy of the users who have supplied the data. At the same time, removing all keystroke information would decrease the value of the shared data significantly.

In this work, we study how keystroke data from a programming context could be modified to prevent keystroke latency based identification whilst still retaining information that can be used to e.g. infer programming experience. We investigate the degree of anonymization required to render identification of students based on their typing patterns unreliable. Then, we study whether the modified keystroke data can still be used to infer the programming experience of the students as a case study of whether the anonymized typing patterns have retained at least some informative value.

We show that it is possible to modify data so that keystroke latency based identification is no longer accurate, but the programming experience of the students can still be inferred, i.e. the data still has value to researchers. In a broader context, our results indicate that information and anonymity are not necessarily mutually exclusive.

CCS Concepts
• Security and privacy → Pseudonymity, anonymity and untraceability; Data anonymization and sanitization; Privacy protections; • Information systems → Data mining; • Social and professional topics → Computing education;

INTRODUCTION
Nowadays, a lot of data is shared openly for replication studies and novel analysis on existing data [3, 6, 18]. Still, privacy issues often prevent companies, governments, and (educational) institutions from sharing the data that they have collected [10]. Sharing non-anonymized data that could be used to identify individuals would violate the privacy of the users or parties from which the data has been collected. Anonymizing data by simply removing parts of the data – attributes – may not be sufficient as latent factors that can be used to identify individuals may exist.

Attributes that are not identifiers by themselves, but can be used for identification together with other attributes are called quasi-identifiers [10]. For example, Daries et al. [5] studied anonymization of MOOC data from a social science perspective, and defined the country, gender, age and level of education of a participant as quasi-identifiers. Similarly, keystroke timings found in programming snapshots are quasi-identifiers: a single keystroke timing does not reveal the identity of the typist, but together the timings can be used to construct a typing profile that can be used for identification [7, 11, 15, 21, 24]. Longi et al. [21] have showed that individual programmers can be identified from source code snapshots based on the times that the programmers take to move from one key to another, i.e. the typing pattern.

From a computer science education viewpoint, having fine-grained keystroke data provides a detailed picture of the students’ learning process [30]. Research carried by Vihavainen et al. [31] found that keystroke level data can be used to conduct studies that are not possible with more coarse-grained data. Such data can also be used for inferring the programming experience of students [20].
We conduct experiments using two anonymization procedures. While source code snapshot data is publicly available by, for example, the Blackbox-project [3], the data does not include keystroke level data. Thus, keystroke timing based studies (e.g. [2, 7, 20, 29]) are presently hard to replicate because such data is rarely collected and available. This has been acknowledged as a problem and there seems to be pressure (and a trend) for publishing more fine-grained learning data than what is available today [14]. Al-Zubidy et al. note that replication studies are essential for theory building and are therefore concerned about the lack of replication studies in the computer science education field [1].

Daries et al. [5] showed that in a social science context, the value of data can degrade significantly in the anonymization process – results on anonymized data differ from results on non-anonymized data. In this work, we study whether there is a similar effect in anonymizing source code snapshot data. More specifically, we investigate whether keystroke timing data in source code snapshots can be modified in a way that prevents typing pattern based identification, whilst other valuable information can still be inferred from the anonymized keystroke timing data. While identification could also be possible from other identifiers found in keystroke data such as text content (variable names, class names, etc.), we focus on preventing identification based on keystroke timings. Being able to modify keystroke timings so that they cannot be used for identification would remove a quasi-identifier from the data, which would maintain the possibility that anonymized keystroke timings could be included in open data sets and used for research.

It has been previously shown that programming experience can be inferred from keystroke timings to a degree [20]. Thus, we conduct a case study where programming experience is the valuable information we wish to be able to infer from anonymized keystroke timing data. Inferring programming experience from keystroke timings can be useful on data sets that do not include programming background information or with students who have not answered a background survey [20]. We conduct experiments using two anonymization procedures and compare identification accuracies with different degrees of anonymization. Furthermore, we seek to find a balance where programmers could not be identified based on keystroke timings but programming experience could still be inferred. Being able to infer programming experience but not the individuals would suggest that there is value for researchers in the data, while the privacy of the individuals would be preserved. This is a step towards releasing fine-grained source code snapshot data openly to others.

This article is organized as follows. First, we provide a summary of previous work related to identification using keystroke dynamics, inferring valuable information from keystroke timings, and data anonymization. Next, we outline our research methodology and data. Then, our experiments and their results are presented. Finally, a discussion of the results and conclusions are presented.

### RELATED WORK

Here, we visit three streams of related work. First, we discuss articles where keystroke data has been used to infer the identity of a user, then we discuss articles related to inferring other information in addition to identity from keystroke timings, and finally, we visit data anonymization from a data sharing perspective.

#### Keystrokes and identity

Information recorded from typing, such as the duration of keystrokes, pressure of keystrokes, and keystroke latencies, has been used for identification purposes [7, 11, 15, 21, 22, 24]. From these especially the keystroke latencies between pairs of keys – digraphs – have been used extensively [7, 11, 21, 24]. For example, a study by Longi et al. [21] shows that the identity of programmers can be detected from keystroke data recorded during programming sessions. Using data from two separate courses, they observed that linking the students from one course to another – when using full course data from both courses – could be done with 98.6% accuracy. They note that keystroke identification is an especially convenient way of authentication in Massive Online Open Courses (MOOCs) as it is irrespective of location and thus perfect for distance learning. The MOOC platform Coursera is already using keystroke identification as they collect typing samples from students seeking to acquire a verified certificate for completing a course [4].

Identification results often vary significantly based on the data used. For example, in a study by Monrose and Rubin with 46 participants, the identification accuracy decreased significantly from 79% with transcribed text to 21% with free text [24]. It was suggested that this could be explained by the writer having to think about what they were going to write instead of just writing whatever was given to them. However, Killourhy and Maxion found no significant difference in classification results when using transcribed or free text [17].

Keystroke analysis has been applied successfully for identifying students in online exams [19, 22, 27]. Using data from 30 students taking examinations in a business school, Monaco et al. were able to correctly identify all the students [22]. Likewise, Leinonen et al. [19] were able to identify a large portion of the students in programming exams where students code on a computer. They showed that students can be identified quite reliably in both controlled and uncontrolled exam environments. In the controlled exam, the students were in a computer lab at the university and in the uncontrolled exam they could be in whatever setting they found most comfortable, e.g. at home.

#### Inferring information based on keystroke timing

In addition to identification and authentication, keystroke timings can be used for inferring other information. Thomas et al. have studied the relationship between keystroke latencies and programming performance [29]. They categorized digraphs, i.e. character pairs, into seven categories based on their type and calculated the mean latency by category. They found statistically significant correlations between the mean latencies of some categories and exam results. An explanation they
provide is that skilled programmers type some digraphs faster than novice programmers.

More recently, Leinonen et al. [20] partially replicated the study by Thomas et al. [29] by analyzing the relationship between digraph latencies and programming performance. Furthermore, they described an experiment where they sought to identify students’ past programming experience from keystroke latencies. Leinonen et al. note that inferring programming experience from keystroke latency data can be more reliable than a background questionnaire as some students may choose not to answer such questionnaires. After performing feature selection on digraph latencies and experimenting with a set of classifiers, they observed up to 77% classification accuracy and a Matthew's Correlation Coefficient of 0.54 in predicting whether a student had programmed previously or not. As an example, they showed that on average, experienced programmers move faster from the key i to the key +, i.e. experienced programmers type the digraph i+, faster than novice programmers and thus at least partially confirmed the suggestion by Thomas et al. Intuitively, this makes sense as the digraph i+ is something programmers type often when incrementing an index variable, while it rarely occurs in regular text.

Additionally, keystroke analysis has been used to detect boredom and engagement [2], stress [33], and emotional states [9].

Data anonymization

Anonymity in data is often achieved by removing attributes from the data [10, 25, 28], reducing the accuracy of the data, e.g. by grouping and smoothing [13, 16] and by adding noise or fake information [8, 16]. Sun and Upadhyaya have developed a rule-based data sanitization method to remove sensitive information such as social security numbers from keystroke data [28].

Fung et al. outline four different types of attributes in data which reserve privacy: explicit identifiers, quasi-identifiers, sensitive attributes, and non-sensitive attributes [10]. Quasi-identifiers are attributes that are not identifiers by themselves, but can be used for identification together with other quasi-identifiers. As an example of anonymizing data by removing explicit identifiers and quasi-identifiers, network measurement data could be anonymized by removing attributes such as packet payloads and ip-addresses [25]. Daries et al. [5] analyzed the anonymization of data collected on MOOCs. They found two explicit identifiers – username and ip-address – and six quasi-identifiers – country, age, gender, and level of education of a participant as well as course id and the amount of forum posts – in their data and removed them. Similarly, explicit identifiers such as student numbers and quasi-identifiers such as keystroke timestamp information could be removed from source code snapshot data. However, removing quasi-identifiers also reduces the value of the data as information that is possibly relevant for research can be lost in the process as Daries et al. noticed [5]. Thus, modifying such data in a way that preserves privacy but yields possibility for research would be optimal.

In addition to removing attributes, other approaches for preserving anonymity have been suggested. For example, He et al. [13] suggested anonymization of set-valued data by distributing the data into buckets. Their work was motivated by the fact that the previously suggested approaches work well only if a subject is associated with a single sensitive value at a time, which does not suit set-valued data well. Similarly, Samarati et al. suggested replacing values in the data by semantically consistent less precise alternatives [26], i.e. generalization or rounding. A challenge here is to find an optimal degree of anonymization where data is minimally distorted while identification of subjects is still made improbable.

Recently, Monaco and Tappert developed two obfuscation strategies in the context of a third party continuously recording keystroke data [23]. They were able to decrease identification accuracy on average by 20% by adding a 25 ms random delay to the keystroke events and found that a delay of 500 ms was needed to reduce identification accuracy by half. In the context of a constant flow of keystrokes, there is a constraint that the anonymization should not affect the user experience, e.g. an added delay can not be noticeably long. However, in our context of open data sets there is no such constraint, which allows calculating optimal degrees of anonymization post hoc.

METHODOLOGY

In this section, we outline our research questions, the context of the data we use, and our research methodology.

Research questions

In this work, we seek to determine how different degrees of anonymization of programming course data affects attributes that can be inferred from typing profiles. Our research questions are:

RQ 1. How does anonymization by rounding keystroke average latencies affect identification accuracy?

RQ 2. How does anonymization by bucketing affect identification accuracy?

RQ 3. How does anonymization affect inferring programming experience from typing profiles?

With the first research question, we seek to determine how rounding average latencies can be used to anonymize keystroke data. With the second research question, we explore whether splitting the data into even-sized buckets works for anonymization. Finally, with the third research question, we examine the extent of anonymization one can perform whilst still retaining information about programming experience. We are interested in finding an optimal amount of anonymization where identification is no longer practical, but programming experience can still be inferred.

Context

The data used in the experiments come from two similar introductory Java programming courses held in the autumns of 2014 and 2015 at University of Helsinki. One of the authors of this work was responsible for organizing the courses. Both courses lasted for 7 weeks. The courses taught the students...
programming basics such as variables, loops, input, and output. Both data sets were used in the identification experiments, but only the autumn 2014 course had information available on students’ programming background, and therefore was the only one included in the programming experience experiments. 41.2% of the students had at least some programming experience and 58.8% had none.

The students used an integrated development environment (IDE) for working on the course assignments. The IDE used the Test My Code -plugin [32] which records a snapshot for each action where the student modifies the source code. The snapshots have a nanosecond level timestamp in addition to keystroke information. Students could turn the data gathering mechanism in the environment off if they chose to – data for this study was provided on a voluntary basis and no incentives were given to students who provided the data.

Preprocessing
For preprocessing the keystroke data, we followed the procedure outlined in the study by Longi et al. [21]. Only digraphs with latencies between 10 ms and 750 ms were included as first done by Dowland and Furnell [7]. The lower bound is necessary to eliminate auto-completion events from the IDE. The upper bound is needed to only capture the subconscious typing rhythm of the student and to remove any breaks they might take while working on an exercise.

Since the typing profiles are built with average latencies, we required that a student should have at least 5 occurrences of any digraph used to build their typing profile. If the student had only typed a digraph under 5 times, the average latency for that digraph was excluded from the student’s typing profile. Snapshots where multiple characters were added at the same time were discarded as they were almost exclusively copy-paste events.

After preprocessing, there were 199 students left in the autumn 2014 data set and 153 in the autumn 2015 data set.

Identification
For the identification experiments, we use the acceptance threshold method introduced by Longi et al. [21] where a match in the top k closest training set samples is considered correct for a specific test sample. The idea behind this is that exact identification is not always mandatory. For example, for authentication in online exams, it is sufficient to be quite sure that the students are who they claim to be.

To build the typing profiles, the average latency between two specific characters was calculated for all character pairs, i.e. digraphs, for each student in the data. If a student had not typed a digraph, the missing value was replaced with the student’s average typing speed.

For both data sets used in the identification experiments, we chose to build the typing profiles in the training set from the first six weeks of exercises and used the data from exercises of the last week as the test set. To determine if a test sample was correctly identified, we calculated the euclidean distance to each training set sample. We then sorted the training set samples based on the distance from the test sample. We used an acceptance threshold of k = 10, and thus regarded the student to be correctly identified if their typing profile was in the top 10 closest training set matches.

Programming experience inference
Earlier research indicates that the Bayesian Network and Random Forest classifiers have good performance at classifying students in the context of inferring programming experience from typing profiles [20]. Therefore, we classify the students into two groups: those with some programming experience and those with none using the Bayesian Network, Random Forest, and ZeroR classifiers. The ZeroR classifier is a majority class classifier which will classify every sample to the majority class, and is therefore good as a baseline against which the performance of the other two classifiers can be measured. The classification accuracy is evaluated using 10-fold cross-validation.

Anonymization by rounding
We use an anonymization technique similar to generalization [26] where the values in the data are rounded to reduce identification accuracy (RQ1). To investigate how rounding the average latencies in typing profiles affects programmer identification and classification based on programming experience, we modified the latencies using Equation 1. It rounds the latency z to the nearest x, where x is the number of milliseconds given to the anonymization function as a parameter. The resulting value y is then used instead of the original value z in the construction of the typing profile. The aim is to reduce the accuracy of the data, hopefully reducing identification accuracy in the process, which would anonymize the data. We studied how identification accuracy deteriorates when the value of x is increased.

\[
y = \text{round}(\frac{z}{x})
\]  

Equation 1 essentially distributes the average latencies into buckets. For example, if x is 100 milliseconds, all latencies will be rounded to the nearest multiple of 100. This leads to all latencies between 0 and 50 ms being rounded to 0 and distributed to the first bucket, all latencies between 50 and 150 ms being rounded to 100 and distributed to the second bucket, and so on.

After rounding the average latencies, the data was normalized to reduce the effect of digraphs with large average latencies on the distance calculations.

Anonymization by distributing the data into even-sized buckets
The buckets that result from the rounding method are not equal in size: the size of the first bucket is half the size of the subsequent buckets. Motivated by this we analyzed whether distributing data into even-sized buckets could be used for anonymizing keystroke data (RQ2). We modified the average latencies in the data by first increasing each latency z by half of the size b of the buckets using Equation 2, and then rounding each latency z_1 to the nearest x, where x is the current bucket size b using Equation 3. The resulting value y is then used
instead of the original value $z$ in the construction of the typing profile.

$$z_1 = z + (b/2)$$  \hspace{1cm} (2)$$

$$y = b \cdot \text{round}(z_1/b)$$  \hspace{1cm} (3)$$

The only difference between this method and the rounding method is that this method distributes the data into even-sized buckets. For example, if we have buckets of 100 milliseconds, we want all latencies between 0 and 100 milliseconds to be in the same bucket. Now, any latency between 0 and 100 ms will first be incremented by 50 ms (half the bucket size), leading to a distribution between 50 and 150 ms. Then, the latencies will be rounded to the nearest multiple of 100 milliseconds (the bucket size), which in the case of values between 50 and 150 milliseconds is 100 milliseconds. The procedure is then repeated for all values between 100 and 200 milliseconds, etc.

Again, after rounding the average latencies, the data was normalized to reduce the effect of digraphs with large average latencies on the distance calculations.

**Feature selection**

For exploring how identification accuracy suffers when the data is anonymized (RQ1 & RQ2), the 25 most common digraphs were used to construct the typing profiles as first done by Leinonen et al. [19]

In the feature selection for the programming experience data set (RQ3), we followed the procedure outlined by Leinonen et al. [20] for inferring programming experience from typing profiles. Features with no data (e.g. digraphs that no student had typed) were removed. Then, the WEKA Data Mining toolkit [12] was used for feature selection. Out of more than 10000 initial features, less than 50 features were left in each data set after the feature selection.

**EXPERIMENTS AND RESULTS**

In this section, we describe the experiments we conducted to answer each of the research questions and the results of the experiments.

**Identification experiments**

To answer the first two research questions “How does anonymization by rounding keystroke average latencies affect identification accuracy?” and “How does anonymization by bucketing affect identification accuracy?”, we calculated identification accuracies with different degrees of anonymization.

The results of the experiments are presented in Table 1. The millisecond values in the first column represent the rounding for RQ1 and the bucket size for RQ2. The 0 ms row shows the identification accuracy without modifications (rounding or bucketing), i.e. without anonymization.

When using rounding for anonymization, identification accuracies in both data sets deteriorate in the first two 100 ms steps, but then improve or stay equal in the next two steps. After that they start declining again. The unexpected value of 6.5% in the rounding experiment of the 2014 data set when rounding to 200 ms is studied in further detail later.

Using buckets for anonymization, identification accuracies in both data sets deteriorate with every 100 ms step and reach their lowest values already after three steps. These results are different from the results of the rounding anonymization method, where the lowest values were only attained after 5 steps and at the third step mark the identification accuracies were still quite high at around 70% accuracy compared to around 7% accuracy with the bucket approach.

**Inferring programming experience from anonymized data**

To answer the third research question, “How does anonymization affect inferring programming experience from typing profiles?”, we measured classification accuracies with different amounts of anonymization using both the rounding method and the bucket method and multiple classifiers.

Table 2 shows the classification accuracy results with different rounding precisions and bucket sizes, but there are exceptions. We do not observe a similar effect as

---

**Table 1. Identification accuracy percentages with different rounding precisions and bucket sizes between 0 ms (no anonymization) and 600 ms.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rounding</th>
<th>Buckets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>2014</td>
<td>2015</td>
</tr>
<tr>
<td>0 ms</td>
<td>98.0</td>
<td>97.8</td>
</tr>
<tr>
<td>100 ms</td>
<td>81.7</td>
<td>26.1</td>
</tr>
<tr>
<td>200 ms</td>
<td>6.5</td>
<td>12.4</td>
</tr>
<tr>
<td>300 ms</td>
<td>72.5</td>
<td>6.5</td>
</tr>
<tr>
<td>400 ms</td>
<td>77.1</td>
<td>6.5</td>
</tr>
<tr>
<td>500 ms</td>
<td>6.5</td>
<td>7.2</td>
</tr>
<tr>
<td>600 ms</td>
<td>6.5</td>
<td>7.2</td>
</tr>
</tbody>
</table>

**Table 2. Programming experience classification accuracy percentages with different rounding precisions and bucket sizes.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Rounding</th>
<th>Buckets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
<td>Bayes Net</td>
<td>Random Forest</td>
</tr>
<tr>
<td>0 ms</td>
<td>75.4</td>
<td>73.9</td>
</tr>
<tr>
<td>100 ms</td>
<td>73.9</td>
<td>75.4</td>
</tr>
<tr>
<td>200 ms</td>
<td>73.9</td>
<td>72.4</td>
</tr>
<tr>
<td>300 ms</td>
<td>73.9</td>
<td>70.9</td>
</tr>
<tr>
<td>400 ms</td>
<td>68.3</td>
<td>73.4</td>
</tr>
<tr>
<td>500 ms</td>
<td>73.9</td>
<td>73.9</td>
</tr>
<tr>
<td>600 ms</td>
<td>70.4</td>
<td>71.4</td>
</tr>
</tbody>
</table>

---
with identification, where the accuracy temporarily improved when transitioning from rounding to nearest 200 milliseconds to rounding to nearest 300 milliseconds. Overall, classification accuracy declines more slowly than identification accuracy with the rounding method. Similar to the rounding method, classification accuracies with the bucket method degrade with each step. A clear difference is that with the bucket method the classification accuracies decline faster, nearing the performance of the baseline ZeroR classifier when the bucket size is 600 ms. In contrast, with the rounding method, Bayesian Network and Random Forest outperform ZeroR by over 10 percentage points at the 600 millisecond mark. Nevertheless, classification accuracy does not decline as fast as identification accuracy with the bucket method – for example, with 300 millisecond buckets, reliable identification is no longer possible, but classification accuracy is still significantly better than with the majority class classifier. The decline in identification and classification accuracy is shown in Figure 1.

**DISCUSSION AND CONCLUSIONS**

In this work, we studied how typing profile data could be anonymized whilst retaining information important to researchers in the data. The motivation for the study is to be able to release open data sets where data that could be used to identify subjects is removed. We explored two different ways of anonymizing data consisting of student typing profiles on programming courses.

The results of our experiments indicate that it is possible to anonymize keystroke data in a way that preserves information relevant to researchers in our context. We showed that typing profiles based on keystroke data can still be used to classify programmers based on their programming experience, even when the data has been sufficiently anonymized so that programmers cannot be identified with reliable accuracy based on keystroke latencies.

For the rounding method, rounding keystroke average latencies to the nearest 500 milliseconds would be optimal in our context. When rounding to the nearest 500 milliseconds, reliable identification is hard. Approximately 7% of the students are correctly identified with a threshold of \( k = 10 \). This accuracy is very low when compared to the non-anonymized accuracy of around 98.5%. Purely random guessing would yield an identification accuracy of around 5% with our data set, which means that even with the 7% accuracy it is possible that there may still be some information on identity in the data, which might not be acceptable in all scenarios. With the same 500 millisecond rounding, programming experience can be inferred accurately for 73.9% of students. With the Random Forest classifier, programming experience classification accuracy has remained the same as without anonymization, and with the Bayesian Network classifier, it declined only by 1.5 percentage points.

For the bucket method, the optimal amount of anonymization is quite different from the rounding method in our context. With even-sized 300 millisecond buckets, identification accuracy has decreased to the lowest value it will reach. At that point, programming experience classification is possible with around 71% accuracy compared to the 58.8% accuracy with the majority classifier. The result indicates that the bucket method is more efficient at anonymizing the data, although more domain-relevant information is lost in the process.

The results of the rounding method are interesting due to the fact that only keystroke latencies between 10 and 750 milliseconds were included in the typing profiles. When rounding to the nearest 500 milliseconds, there are only two possible values for the features – 0 milliseconds or 500 milliseconds – since all values between 0 and 250 milliseconds will be rounded to 0 milliseconds while values between 250 milliseconds and 750 milliseconds (the upper bound) will be rounded to 500 milliseconds. The result means that for inferring programming experience from typing profiles, it is sufficient to categorize all average latencies that the typing profiles include into two buckets based on whether the student is fast or slow at writing the digraph.

Another interesting find is that when the rounding method is used, identification seems quite reliable with an accuracy of around 74% even when rounding to the nearest 300 or 400 milliseconds. To further examine this, we plotted the changes in identification accuracies in 10 millisecond intervals. The resulting plot is in Figure 2. The local maxima for the two courses are at 340 ms with 86.3% accuracy and 360 ms with 90.2% accuracy. When rounding to both 340 and 360 milliseconds, there are only three buckets in our data due to filtering out events that are not between 10 and 750 ms. For exami-
ple, with 340 milliseconds, values between 0 and 170 ms are rounded to 0 ms, values between 170 and 510 ms are rounded to 340 ms, and values between 510 ms and 850 ms are rounded to 680 ms. This result suggests that fine-grained timestamp data is not actually necessary to identify programmers from their typing patterns. Only categorizing average keystroke latencies into three buckets – slow, mediocre, fast – might be enough for reliable identification.

The effect seen in Figure 2 implies that categorizing data into 3 buckets works better for identification than categorizing data into more buckets, unless the rounding starts to be insignificant (under 100 milliseconds). A potential explanation is that additional buckets beyond three add unnecessary noise to the data. For example, with five buckets – very slow, slow, mediocre, fast, very fast – there might not be enough average latencies in the very slow and very fast buckets. On the other hand, some average latencies that should be categorized to the mediocre bucket for maximal performance might be categorized to the slow or fast buckets.

Moreover, the observed effect is a cautionary result for researchers seeking to anonymize their data. Using a similar method and observing e.g. that the identification accuracies are low enough for sharing the data at the 200 millisecond point, and adding an additional 100 milliseconds "just to be sure", plenty of information that could be used to identify the individuals in the data would be shared accidentally.

The results of our studies show that keystroke timings can be anonymized in a way that retains informative value in data, and thus keystroke timings can be included in open data sets as long as proper anonymization procedures are followed. A limitation of our study is that there were only 199 and 153 students in our data sets. This is due to a language constraint as the courses were not organized in English. Future work should examine how the methodologies outlined in this work perform when in addition to large-scale data, the amount of students is larger. In addition, further research is needed to investigate whether other information than programming experience can be inferred from obscured data. Furthermore, future work should investigate how removing possible hidden identifiers other than keystroke latencies – such as text content – affect both identification accuracy and inference of valuable information.
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