Intersystem Crossings Drive Atmospheric Gas-Phase Dimer Formation
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ABSTRACT High-molecular weight “ROOR’” dimers, likely formed in the gas phase through self- and cross-reactions of complex peroxy radicals (RO\textsubscript{2}), have been suggested to play a key role in forming ultrafine aerosol particles in the atmosphere. However, the molecular-level reaction mechanism producing these dimers remains unknown. Using multireference quantum chemical methods, we explore one potentially competitive pathway for ROOR’ production, involving the initial formation of triplet alkoxy radical (RO) pairs, followed by extremely rapid intersystem crossings (ISC) to the singlet surface, permitting subsequent recombination to ROO R’. Using CH\textsubscript{3}OO + CH\textsubscript{3}OO as a model system, we show that the initial steps of this reaction mechanism are likely to be very fast, as the transition states for both the formation and the
decomposition of the CH$_3$O$_4$CH$_3$ tetroxide intermediate are far below the reactants in energy. Next, we compute ISC rates for seven different atmospherically relevant $^3$(RO…R’O) complexes. The ISC rates vary significantly depending on the conformation of the complex, and also exhibit strong stereoselectivity. Furthermore, the fastest ISC process is usually not between the lowest-energy triplet and singlet states, but between the triplet ground state and an exited singlet state. For each studied (RO…R’O) system, at least one low-energy conformer with an ISC rate above $10^8$ s$^{-1}$ can be found. This demonstrates that gas-phase dimer formation in the atmosphere very likely involves ISCs originating in relativistic quantum mechanics.
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1. INTRODUCTION

Fine and ultrafine aerosol particles (with diameters less than 1μm and 0.1 μm, respectively) constitute a serious health risk as they can penetrate deeply into the lung of humans, as well as other animals. Particulate air pollution is responsible for at least around three million premature deaths per year globally.$^{1,2}$ Aerosol particles also affect the climate by influencing the distribution and radiative properties of Earth’s clouds. This is currently the least understood
component of global radiative forcing. The majority of submicron particles, responsible for most air pollution-related mortality, are secondary – they are formed in the air from condensable, mostly organic, vapors. Despite the health and climate impact of secondary organic aerosol (SOA), the gas-phase processes involved in converting volatile organic emissions into the least-volatile fraction of SOA, capable of condensing onto nanometer-scale particles, remain incompletely understood. Numerous recent laboratory and field studies indicate that the lowest-volatility SOA precursors consist of covalently bonded accretion products (typically referred to as “dimer” molecules) which are formed in the gas phase.

Dimer, and more generally oligomer, formation has been recognized as an important process in SOA formation for more than a decade. However, most proposed oligomerization processes are unable to explain gas-phase dimer formation: for example esterification and other similar condensation processes are restricted to the liquid phase, while reactions involving for example stabilized Criegee Intermediates (sCI) generally have too low yields due to the very low atmospheric concentrations of sCIs. Peroxy radical (RO$_2$) recombination, RO$_2$ + R’O$_2$ → ROOR’ + O$_2$, provides a dimerization mechanism that phenomenologically fits the observational gas-phase data well. However, experiments and computational studies on simple peroxyradicals following the established 60-year old Russell mechanism for RO$_2$ self-reactions, suggest that this channel is negligible compared to the competing channels forming RO + R’O + O$_2$ or R$_4$H=O + R’OH + O$_2$. The Russell mechanism postulates that RO$_2$ + R’O$_2$ reactions first lead to a metastable RO$_4$R’ tetroxide intermediate, which then undergoes different types of rearrangements to yield the three product channels: RO + R’O + O$_2$, R$_4$H=O + R’OH + O$_2$ or ROOR’ + O$_2$, with the latter believed until recently to only occur in the condensed phase. This belief was conclusively demonstrated to be wrong by Berndt et al., who reported efficient
formation of ROOR’ species from the cross- and self-reactions of multiple RO$_2$ species including CH$_3$C(O)CH$_2$O$_2$ (from tetramethylethylene ozonolysis), HO-C$_4$H$_5$O$_2$ (from OH-oxidation of 1-butene), HO-C$_5$H$_8$O$_2$ (from OH-oxidation of isoprene), as well as multiple generations of larger RO$_2$ originating from the oxidation of 1,3,5-trimethylbenzene.$^{11}$ The self- and cross-reaction rates for ROOR’ formation from these species were on the order of $10^{-13}$…$10^{-10}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, with the rates increasing with the size and complexity of the RO$_2$. These fast rates are incompatible with computational studies$^{14,15}$ finding high barriers for the “Russell” – type rearrangement of RO$_4$R’ to ROOR’ + O$_2$. A recent theoretical study by Lee et al.$^{17}$, building upon an older study by Ghigo et al.$^{18}$, provides a partial explanation for this discrepancy. According to the mechanism proposed by Ghigo et al. and Lee et al. (see Figure 1 for a schematic summary), all RO$_2$ + R’O$_2$ channels proceed through the same singlet (all electrons paired) RO$_4$R’ tetroxide intermediate, which instead of Russell-type rearrangements undergoes two bond cleavages to form a singlet RO…O$_2$…R’O complex, where O$_2$ is in its triplet ground state (two unpaired electrons with the same spin). To preserve the overall singlet spin multiplicity, the two RO radicals must also be coupled as a triplet, i.e. the two radical electrons must have the same spin. ROOR’ formation is thus prevented not by a conventional energy barrier, but by the Pauli principle, which forbids two radicals with the same spin from recombining. ROOR’ formation from the $^3$(RO…RO) triplet pair requires an intersystem crossing (ISC, “spin-flip”), an effect originating in relativistic (“Dirac”) quantum mechanics, through the coupling of an electron’s spin with its motion inside the potential induced by the atomic nuclei and other electrons. Changes of spin multiplicity are forbidden in nonrelativistic (“Schrödinger”) quantum mechanics, explaining why previous studies restricted to a single potential energy surface have not found competitive channels for ROOR’. Unfortunately, the Lee
et al. study did not provide any estimates for ISC rates, and the rate-limiting barriers given in their data are also far too high compared to experimental overall RO\textsubscript{2} + R’O\textsubscript{2} rates. Thus, their data predict far too slow rates not only for ROOR’ formation, but for any of the three RO\textsubscript{2} + R’O\textsubscript{2} reaction channels. However, the barrier heights reported by Lee et al may contain large uncertainties due to the limited accuracy of single-reference methods (even the “gold standard” coupled cluster method CCSD(T)) in treating systems with four unpaired electrons coupled first as two triplets, which then couple to an overall singlet.\textsuperscript{19}
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\caption{Schematic potential energy surface (not to scale) illustrating the general mechanism for ROOR dimer formation, based on Ghigo et al\textsuperscript{18}, Lee et al\textsuperscript{17} and this study. The two RO\textsubscript{2} first collide to form a complex, RO\textsubscript{2}...R’O\textsubscript{2}, which then reacts (via a transition state labelled TS\textsubscript{form.}) to form the RO\textsubscript{4}R’ tetroxide. This decomposes via another transition state (labelled TS\textsubscript{decomp.}) to form a RO...O\textsubscript{2}...R’O complex with four unpaired electrons. The complex can either dissociate to RO + R’O + O\textsubscript{2}, cross a barrier (labelled TSH-shift) to form R-H=O + R’OH + O\textsubscript{2}, or undergo an intersystem crossing (ISC, illustrated by a red arrow) followed by rapid recombination to give ROOR’ + O\textsubscript{2}. The four oxygen atoms are illustrated in as red spheres, and the unpaired electrons (as well as the corresponding electron pair in the ROOR’ dimer) are indicated by yellow arrows. The hydrogen atom abstracted in TSH-shift is illustrated by a white sphere. Note that the Ghigo et al. study did not find TS\textsubscript{form}, while the Lee et al. study found two}
separate transition states for the RO₂R’ decomposition. The mechanism depicted here corresponds to that found in this study.

In this study, we first apply multireference methods, including both static and dynamic correlation, to the CH₃OO + CH₃OO reaction to assess whether the general mechanism presented by Lee et al. (and earlier by Ghigo et al.) can yield barrier heights in qualitative agreement with experimental overall RO₂ + R’O₂ rates. We then evaluate ISC rates for a number of different ³(RO…R’O) complexes, including those formed in the systems studied by Berndt et al.¹¹

2. ACTIVATION BARRIERS FOR CH₃O₄CH₃ FORMATION AND DECOMPOSITION

The transition states for the formation and decomposition of CH₃O₄CH₃ must be treated with a multireference method also including dynamic correlation of electrons. See section S1 in the Supporting Information (SI) for an evaluation of the multireference character of the stationary points shown in Figure 1 for the R=CH₃ case. In this study, we use the extended quasi-degenerate ²nd-order multireference perturbation theory (XMC-QDPT2)²⁰, with the 6-311G++(d,p) basis set, as implemented in the Firefly program²¹, for calculating the structures and energies of CH₃O₄CH₃, and the transition states for its formation (from CH₃OO + CH₃OO) and decomposition (to CH₃O…O₂…CH₃O). As the energies of the first singlet excited states are above 7000 cm⁻¹ for all the four discussed stationary points (See section S4 of the SI), we consider only the ground singlet electronic state in this section. The XMC-QDPT2 method has previously been successfully applied to complex chemical systems of varying sizes, including radical systems.²²-²⁵ We chose an active space consisting of 10 electrons in 8 molecular orbitals (MOs) for searching for the singlet ground states of both transition states (TS) and minima, using
the same orbitals for all four stationary points. The only previous multireference study on \( \text{RO}_2 + \text{R'O}_2 \) reactions, the complete active space self-consistent field (CASSCF) study of Ghigo et al.,\textsuperscript{18} also suggests that the same 10,8 active space is sufficient for describing the decomposition of \( \text{CH}_3\text{O}_4\text{CH}_3 \) (they did not find a transition state for its formation). The initial canonical orbitals were generated at the Hartree-Fock (HF) level of theory, and were added to the active space based on visual inspection. The active spaces of the \( \text{RO}_2...\text{R'O}_2 \) complex (with \( \text{R}=\text{CH}_3 \)) and the associated transition state leading to the \( \text{RO}_4\text{R}' \) tetroxide were built from 1) two MOs corresponding to combinations of the bonding \( \sigma \)-MOs of the O-O bonds of each of the two \( \text{RO}_2 \) radicals, 2) two MOs corresponding to combinations of the antibonding \( \sigma^* \)-MOs of the same bonds, 3) two MOs corresponding to combinations of the lone pairs located on each radical, and 4) two MOs corresponding to \( \pi \)-bonding MOs of the O-O bonds of each radical. The active spaces of the \( \text{RO}_4\text{R}' \) tetroxide and the transition state for its decomposition were built from the same \( \sigma \)- and \( \sigma^* \)-MOs as described above, plus 1) the bonding and antibonding \( \sigma \)- and \( \sigma^* \)-MOs of the nascent \( \text{O}_2 \) molecule (i.e. the central O-O bond in the \( \text{RO}_4\text{R}' \) tetroxide), and 2) two MOs corresponding to combinations of the \( \pi \)-MOs of the nascent \( \text{O}_2 \) molecule. See section S2 of the SI for systematic benchmarking of the effect of basis set size, active space, and method used to treat dynamic electron correlation. As shown in section S2, the effect of increasing basis set or active space size on the barrier heights relative to \( \text{CH}_3\text{O}_4\text{CH}_3 \) are minor. Compared to the most accurate (and also expensive) method available, MRCISD, XMC-QDPT2 performs best out of three tested perturbation theory – based approaches, albeit still with error margins of several kcal/mol.

The potential energy surface for the \( \text{CH}_3\text{OO} + \text{CH}_3\text{OO} \) reaction, computed at the XMC-QDPT2\((10,8)/6-311++G(d,p)\) level, is illustrated in Figure 2, and the Cartesian coordinates for
all studied stationary points (optimized at this level) are given in section S6 of the SI. In contrast to Lee et al., but in agreement with the CASSCF study of Ghigo et al., we find that the decomposition of RO₄R’ to RO…O₂…R’O occurs via a single transition state. The activation barrier for the formation of RO₄R’ (the energy difference between the RO₂…R’O₂ complex and the transition state leading to RO₄R’) is 1.42 kcal/mol, while the activation barrier for RO₄R’ decomposition is 0.74 kcal/mol. According to CCSD(T)-F12/cc-pVDZ-F12//ωB97X-D/aug-cc-pVTZ calculations (see section S1 in the supplementary information for details), the tetroxide lies more than 15 kcal/mol below the free reactants in energy. Both transition states thus correspond to submerged barriers, and are unlikely to significantly hinder the reaction in atmospheric conditions. The formation and decomposition of CH₃O₄CH₃, and therefore the overall CH₃OO + CH₃OO reaction, is hence likely to be very fast – in agreement with experimental results finding rapid overall self-reaction rates in the gas phase for most non-tertiary RO₂.¹³ We note that the activation barrier predicted for CH₃CH₂O₄CH₂CH₃ decomposition at the CCSD(T)/cc-pVDZ level by Lee et al. is above 10.0 kcal/mol.¹⁷ The computational demands of the XMC-QDPT2(10,8) transition state optimizations prevent us from evaluating activation barriers for larger RO₂ + R’O₂ systems, but as the key interactions between the four oxygen atoms are similar, they are unlikely to be dramatically higher than in the CH₃OO + CH₃OO case, at least for most primary and secondary RO₂. The barriers to RO₄R’ decomposition are thus unlikely to hinder ROOR’ dimer formation in the atmosphere – the yield and formation rate of ROOR’ will instead be controlled by a competition between the three channels illustrated in Figure 1. We note that while the XMC-QDPT2 barrier height predictions are far from quantitative, single-point energy calculations using the much more accurate and
expensive MRCISD method (see section S2 of the SI) also indicate that the barriers for formation and decomposition of CH$_3$O$_4$CH$_3$ lie far below the reactants.

The low barrier predicted for the decomposition of the CH$_3$O$_4$CH$_4$ tetroxide is seemingly in contrast with experimental electron spin resonance (ESR) studies$^{26,27}$ indicating possible stabilization of (CH$_3$)$_3$CO$_4$C(CH$_3$)$_3$ and other tetroxides formed from tertiary RO$_2$ at temperatures below -115 °C. However, test calculations on the (CH$_3$)$_3$COO + (CH$_3$)$_3$COO reaction at the CASSCF(10,8)/6-311++G(d,p) level, using the same active space as for the CH$_3$OO + CH$_3$OO reaction (see section S3 and S8 of the SI) indicates that the stabilized species observed in these experiments is not actually the covalently bound RO$_4$R’ tetroxide, but the RO$_2$…R’O$_2$ complex. For R=(CH$_3$)$_3$C, and presumably also for larger tertiary R, the barrier for the conversion of the complex into the tetroxide is substantial, as indicated by both the experimental ESR findings,$^{26,27}$ the low overall self-reaction rates of tertiary RO$_2$,$^{13}$ and our CASSCF data. As suggested by Lee et al.,$^{17}$ this is likely due to the absence of stabilising CH…O interactions in the formation of tertiary RO$_4$R’. However, the subsequent decomposition of the tetroxide is extremely rapid, and actual covalently bound tetroxides are thus extremely unlikely to be experimentally detectable even for tertiary RO$_2$. 

![Diagram of formation and decomposition of CH$_3$O$_4$CH$_3$]
Fig. 2. Schematic XMC-QDPT2(10,8)/6-311++G(d,p) potential energy surface for the formation and decomposition of CH$_3$O$_4$CH$_3$, together with the calculated activation barrier heights. The molecular orbitals of the active spaces used in describing the transition states for CH$_3$O$_4$CH$_3$ formation (left) and decomposition (right) are also shown.

3. CONFORMATIONAL SAMPLING, ISC RATE CALCULATIONS AND SELECTION OF SYSTEMS

The $^3$O$_2$ molecule is only weakly bound to the RO…O$_2$…R’O cluster formed by the mechanism discussed above, and in the gas phase likely evaporates (dissociates) promptly from the cluster. Our subsequent calculations are thus performed for the $^3$(RO…R’O) complexes remaining after the loss of $^3$O$_2$. For the systematic ISC rate constant ($k_{ISC}$) calculations, we selected the following $^3$(RO…R’O) clusters: $^3$(CH$_3$O•…CH$_3$O•), $^3$(CH$_3$(CO)CH$_2$O•…CH$_3$(CO)CH$_2$O•), $^3$(CH$_3$(CO)CH$_2$O•…HOCH$_2$CH(O•)CH$_2$CH$_3$) and $^3$(HOCH$_2$CH(O•)CH$_2$CH$_3$…HOCH$_2$CH(O•)CH$_2$CH$_3$). ROOR’ corresponding to the latter three systems were all detected in the experiments of Berndt et. al.\textsuperscript{11} All of the clusters except $^3$(CH$_3$O•…CH$_3$O•) possess multiple different conformers, which were sampled systematically.

A systematic exploration of the potential energy surface (PES) of a polyatomic system, especially a polymolecular system, using quantum chemical methods is computationally very expensive. In this study, we apply a “building up” configurational sampling approach to search for low-energy configurations for $^3$(RO…R’O) clusters. Clusters with different binding patterns were built from a relatively small set of different alkoxy radical monomers (RO), considering multiple conformations for each monomer. Different pre-optimizations and filtering processes were used in search of energetically low-lying structures for minimal computational cost.
3.1. CONFORMATIONAL SAMPLING OF MONOMERS (ISOLATED ALKOXY RADICALS)

Systematic conformer searches of the “monomer” RO were carried out using Spartan 16. In the searches, every nonterminal bond is rotated a certain number of times, and an optimization is performed using the Merck molecular force field (MMFF) to determine if the resulting structure represents a distinct minimum on the PES. The default number of rotations in Spartan (also used in this study) is 3 for bonds between sp$^3$ hybridized atoms and 2 for bonds between sp$^2$ hybridized atoms. The atom type of the radical oxygen was manually set to generic divalent O (type 6) to avoid Spartan treating the system as an anion. Conformer distributions for each RO monomer were then generated using MMFF, in order to produce a representative set of unique conformers.

3.2. CONFIGURATIONAL SAMPLING OF TRIPLET DIMER CLUSTERS OF TWO ALKOXY RADICALS

A systematic configurational sampling of cluster structures was carried out using a “building up” approach. The possible RO monomer conformers from the previous step were optimized at the ωb97X-D/aug-cc-pVTZ level of theory, and the Natural Bond Orbital (NBO) population analysis was performed for each structure. This yielded partial charges for each atom. These charges were then utilized by the ABCluster program, which uses the Artificial Bee Colony (ABC) algorithm, for the configurational sampling of the RO...R’O dimer clusters on the triplet PES. Clusters formed from all combinations of conformers of the different studied monomers were considered, and 300 cluster configurations were generated for each combination. The interaction between monomers was treated by Coulomb interactions (using the calculated
NBO partial charges) and Lennard-Jones parameters taken from the CHARMM force field database.\textsuperscript{34,35} The monomer structures were kept rigid during the sampling process to minimize the search effort: only the orientation and position of the rigid monomers was optimized to minimize the total interaction energy.

The total number of structures created by ABCluster is too large to be treated at a high level of theory. In order to exclude irrelevant and duplicate structures, thereby minimizing the computational cost, single point (SP) electronic energies were calculated using the semi-empirical GNF-\textit{xTB} level of theory.\textsuperscript{36}

Identical structures were removed if their geometries were similar, i.e. the difference in the radius of gyration, $\Delta R_g$, and electronic energy, $\Delta E$, were less than 0.01 Å, and 0.001 hartree, respectively. (The radius of gyration is explained in detail in the following section.) After this, 100 structures (for each RO + R’O combination) were uniformly sampled, and selected for further DFT calculations (see Figure 3 for an illustration of the uniform sampling).

DFT calculations on the remaining set of structures were carried out at the U\textit{ω}b97X-D/6-31+G* and U\textit{ω}b97X-D/aug-cc-pVTZ levels of theory\textsuperscript{37,38} using Gaussian 16, revision B.01.\textsuperscript{39} At the lower (U\textit{ω}b97X-D/6-31+G*) level, only geometry optimization was performed (without frequency calculations) using loose optimization criteria (keyword: Opt=Loose). Conformers with relative energy higher than 5 kcal/mol (compared to the lowest-energy U\textit{ω}b97X-D/6-31+G* structure) were filtered out, and the rest were optimized at the higher U\textit{ω}b97X-D/aug-cc-pVTZ level, including a frequency calculations (keywords: Opt=verytight Int=ultrafine Freq). Conformers with near identical dipole moments and relative energies after optimization at the U\textit{ω}b97X-D/6-31+G* level were treated as duplicates, and were excluded from the U\textit{ω}b97X-D/aug-cc-pVTZ level optimization.
3.3. UNIQUENESS AND FILTERING

In a few steps of our “building up” configurational sampling protocol, redundant structures were excluded, and various cut-offs were applied, to reduce computational cost. For each cluster, we computed a collective coordinate, called the radius of gyration Rg, which is defined as:

\[ R_g^2 = \frac{\sum_{i=1}^{N} m_i |\vec{r}_i - \vec{r}_{\text{COM}}|^2}{\sum_{i=1}^{N} m_i}, \]  

where \( m_i \) is the mass of atom \( i \), \( \vec{r}_i \) is its position, \( \vec{r}_{\text{COM}} \) represents the center of mass of the whole cluster, and \( N \) is the total number of atoms. Other collective co-ordinates used here are the electronic energy and the dipole moment. Two molecules are considered as different if all collective coordinates differ within a threshold. For example, if two molecules have similar radius of gyration (Rg) and energy (E), then the molecules are same. We used thresholds of 0.01 Å for Rg and 0.001 Hartree for energy.

![Graph showing the relationship between radius of gyration and energy](image-url)
**Fig. 3:** This figure illustrates how the uniform selection of conformations is applied to a large set of structures. The relative single point GNF-xTB energies of several hundreds of cluster structures (produced by the ABCluster program) are plotted with respect to their radius of gyration (red crosses). The green points show the 100 structures selected for further calculations.

Figure 3 illustrates a uniform sampling of structures from large set of configurations. In this specific case ($^3(R,R$)-Bu(OH)O$\ldots$Bu(OH)O), the GNF-xTB single-point energy of clusters (with structures obtained from the ABCluster program) is plotted with respect to their Rg. We then uniformly select a specified amount of structures (in this case 100) from full set. This method does not guarantee that the global minima will be found. However, if the selected points are not too far from each other, then very low-lying structures (close to the global minima) will be found by the approach, and thus the obtained lowest-energy structure will be good approximation of the true global minimum. As the purpose of the present sampling is not to exhaustively explore all possible $^3$(RO$\ldots$R'O) structures, but to obtain a representative set for evaluating the variation of ISC rates, the approach used here is more than sufficient.

3.4. **ISC CALCULATIONS**

For each system, we then picked the lowest-energy conformer (the global minimum), as well as two other representative low-energy conformers with substantially different bonding patterns, in order to assess how the ISC rates vary between different conformers. As the HOCH$_2$CH(O$^\ast$)CH$_2$CH$_3$ alkoxy radical contains a stereocenter, the $^3$(HOCH$_2$CH(O$^\ast$)CH$_2$CH$_3$$\ldots$HOCH$_2$CH(O$^\ast$)CH$_2$CH$_3$) dimer possesses two different diastereomer pairs (stereoisomers which are not mirror images of each other) which may have
different reactivities. For this study, we picked the \(R,R\) and \(R,S\) stereoisomers. In addition, we performed proof-of-concept calculations on arbitrary conformers of two larger systems, \(3(CH_3(CO)CH_2O^\cdots C_9H_{13}O_6)\) and \(3(C_9H_{13}O_6\cdots C_9H_{13}O_6)\), where \(C_9H_{13}O_6\) is a peroxyradical formed in the OH oxidation of 1,3,5-trimethylbenzene as reported by Berndt et al. In the following text, we use the shorthand notation of \(3(MeO)_2\), \(3(AcO)_2\), \(3(AcO\cdots HOBuO)\), \(3(HOBuO)_{2,RR}\), \(3(HOBuO)_{2,RS}\), \(3(AcO\cdots C_9H_{13}O_6)\) and \(3(C_9H_{13}O_6\cdots C_9H_{13}O_6)\) for the seven systems investigated. See section S6 for figures of the clusters.

For the \(3(MeO)_2\) cluster, the XMC-QDPT2(10,8)/6-311++G(d,p) method was used in the geometry optimization of the triplet ground state. For the systematically sampled \(3(AcO)_2\), \(3(AcO\cdots HOBuO)\), \(3(HOBuO)_{2,RR}\) and \(3(HOBuO)_{2,RS}\), systems, the final geometries were optimized using the \(\omega B97xd\) density functional and the aug-cc-pVTZ basis set, as described in the supporting information. The larger \(3(AcO\cdots C_9H_{13}O_6)\) and \(3(C_9H_{13}O_6\cdots C_9H_{13}O_6)\) systems were optimized at the \(\omega B97xd/6-311++G(d,p)\) level as optimizations with the larger basis set were prohibitively expensive. All density functional theory calculations were carried out using the Gaussian 16 program. The Cartesian coordinates for all systems are given in section S7 of the SI.

The ISC rate constant \(k_{ISC}\) was calculated using the method describing in Ref. The general formula for the calculation of radiationless rate constants \(k_{nr}\) according to this method is:

\[
k_{nr} = \sum_{n} \left| V_{i0,jn} \right|^{2} \Gamma_{jn} \left[ \Delta_{gj}^{2} + \frac{\Gamma_{jnn}^{2}}{4} \right]^{-1} \tag{2}\]
where $i$ is the initial electronic state, $f$ is the final electronic state, $n$ is a vibrational level of $f$, $\Gamma_{fn}$ is the relaxation width of the vibronic level $|fn>$, $\Delta_{if} = |E_i - E_{fn}|$ is the resonance defect energy between the initial and final vibronic states, and $V_{i\theta,fn}$ is the matrix element of the perturbation operator. Only the lowest vibronic state is considered for the initial state at room temperature. In the case of ISC, the perturbation operator is the spin-orbit coupling interaction. Eq. (2) written in atomic units holds at ambient temperatures ($T \leq 300$ K) when $k_{nr} \ll \Gamma_{fn}$. $\Gamma_{fn}$ is about $10^{14}$ s$^{-1}$, and is generally much larger than $k_{nr}$ which typically has values around $10^{7}$-$10^{12}$ s$^{-1}$. The $\Delta_{if}$ value is not larger than 100 cm$^{-1}$ for polyatomic molecules. The expression can be simplified to Eq. (3) when assuming that $\Gamma_{fn}$ depends only weakly on the vibrational level $n$, and that $\Delta_{if} \ll \Gamma_{fn}$:

$$k_{nr} = 1.6 \cdot 10^9 \sum_n |V_{i\theta,fn}|^2 (3).$$

where $k_{nr}$ in s$^{-1}$.

In the case of ISC the formula (3) becomes

$$k_{ISC} = 1.6 \cdot 10^9 <i|\hat{H}_{SO}|f>^2 \left( \sum_{n_1, n_2, \ldots, n_{3N-6}} \prod_{k=1}^{3N-6} \exp(-y_k \omega_k) y_k \right)^2 (4),$$

where $y_k$ is the Huang-Rhys factor of the $i:th$ mode and $\omega_k$ is the frequency of the $k:th$ mode. $<i|\hat{H}_{SO}|f>$ (in cm$^{-1}$) is the matrix element of the spin-orbital coupling interaction operator $H_{SO}$ between the initial and final electronic states $i$ and $f$. $E_{if}$ is the energy gap between the electronic states.

The Huang-Rhys factors were calculated according to Eq (5):

$$y_j = \frac{1}{2} \frac{\omega_j \Delta Q_j^2}{(5),}$$

where $\omega_j$ is the frequency of the $j:th$ mode, $\Delta Q_j$ is the change in the $j:th$ coordinate.
where $\Delta Q_j^2$ is the equilibrium position displacement of the $j$:th mode. We note that for all studied $^3$(RO…R’O) systems, almost all modes with wavenumbers between 10 and 1000 cm$^{-1}$ have $y>0.01$ and are thus promotive modes. Additionally, each system has one mode with a wavenumber around $\sim$1400 cm$^{-1}$ which has $0.1<y<0.5$. This mode corresponds mainly to the vibration of C-O bonds. The existence of a large number of low-frequency and at least one high frequency promotive modes leads to a large contribution in the summation of FC factors in Eq. (4).

As the ground state of the studied clusters is a triplet, we note that the process considered here is in principle a thermally activated ISC, as it occurs from the ground $T_1$ state to $S_1$ or to higher singlet states. The intersystem crossing rate constant ($k_{ISC}$) can be calculated using the formula$^{42}$:

$$k_{ISC} = k_{ISC} \cdot \exp(-E_{if}/kT) \ (6),$$

where $k$ is Boltzmann’s factor and $E_{if}$ is energy gap between the electronic states.

In order to calculate $k_{ISC}$, the following parameters are thus needed: $E_{if}, <i|H_{SO}|f>$, $\omega_j$ and $\Delta Q_j$. Multireference methods are required for this task, as we deal with open-shell systems.$^{19,24}$ The energies of triplet and singlet states were calculated using XMC-QDPT2/6-311++G(d,p) on Firefly.$^{20,21}$ We used the equilibrium geometries of the triplet ground states $T_1$ for the all clusters. The active space included six electrons in four molecular orbitals (MOs). They were initially generated at the HF/6-311++G(d,p) level of theory as canonical orbitals, and are similar to the antibonding $\pi^*$-MOs of the carbon monoxide molecule, except with an even larger contribution from the atomic p-orbitals of the O atoms (see Figure 4 for an illustration). We also tested using larger active spaces (more than 4 MOs and 6 electrons), but in all tested cases only the first four MOs actually contribute to the $T_1$-$T_4$ and $S_1$-$S_4$ states, strongly
suggesting that the CASSCF(6,4) active space is sufficient. State averaging was performed for
the first four triplet (T₁-T₄) and the first four singlet (S₁-S₄) states. We note that the T₁-T₄ and S₁-
S₄ are all within 8000 cm⁻¹ of each other, and are effectively spin-mixed for all the systems
considered. The higher states (S₅, T₃ and higher) are located above ~20000 cm⁻¹ and cannot be
included into the state-averaging procedure.

The matrix elements of spin-orbital coupling interaction (SOCME) between T₁-T₄ and S₁-S₄
were computed at CASSCF level of theory, but with the XMC-QDPT2/6-311++G(d,p) energies
as the zero-order energies within the perturbation theory.²² GAMESS-US⁴³ was used for this
calculation.

The ΔQₖ and ωₖ were calculated at the CASSCF level of theory for all clusters using the hessian
of the initial T₁ state and the gradient of the final state.²²

Fig. 4. State-averaged CASSCF (6,4)/6-311++G(d,p) molecular orbitals for the ³(MeO)₂
cluster.

ISC rate constant for ³(RO…R’O) system
The calculated results for all systems are summarized in Figure 5, and presented in Section S5 of the SI. Detailed results for the $^3\text{(MeO)}_2$ case are also shown in Figure 6 and Table 1. As seen from Table 1, the SOCME for $^3\text{(MeO)}_2$ is small for the $T_1\rightarrow S_1$ process, and large for the $T_1\rightarrow S_2$ and $T_1\rightarrow S_3$ processes. The total value of $k_{RISC}$ from $T_1$ to the lowest four singlet states is around $10^{13}$ s$^{-1}$, making the ISC process from $T_1$ to the lowest singlet states extremely fast. The internal conversion (IC) process from $S_2$, $S_3$ and $S_4$ to $S_1$ states very likely occurs with rate constants ($k_{IC}$) on the order of $10^{14}$ s$^{-1}$, as the energy gaps between these states are small ($<10000$ cm$^{-1}$)$^{22}$. Thus the full spin-flip process between the $T_1$ and $S_1$ state has a rate constant of about $10^{13}$ s$^{-1}$. This is surprisingly high, given that CH$_3$OOCH$_3$ formation has not been unambiguously documented, even as a minor channel, for the CH$_3$OO + CH$_3$OO reaction$^{13}$. This may be related to the small size of the system – energy non-accommodation could lead to fragmentation of the nascent CH$_3$OOCH$_3$ before it can be detected.
Fig. 5. The computed $k_{ISC}$ rates for different $^3$(RO…R’O) complexes. Each point corresponds to a different conformer, with the lowest-energy conformer indicated in red.

According to Table 1, $k_{ISC}$ ($T_1 \rightarrow S_2$) and $k_{ISC}$ ($T_1 \rightarrow S_3$) are significantly larger than $k_{ISC}$ ($T_1 \rightarrow S_1$) and $k_{ISC}$ ($T_1 \rightarrow S_4$), mainly due to the larger SOCME values. This can be understood by considering the state-averaged MOs shown in Figure 4, which mostly correspond to p-type atomic orbitals of the oxygen atom. The spin-orbital coupling interaction operator ($\hat{H}_{SO}$) is proportional to $\hat{L} \cdot \hat{S}$, where $\hat{L}$ is the angular momentum and $\hat{S}$ is the spin operator.\(^{43}\) The action of $\hat{L}$ mainly influences the angular part of the wavefunction of p-type orbitals, as the radial parts of these orbitals are almost identical.\(^{44}\) Therefore, $\hat{L}$ acts to convert the $(\pi_x-\pi_y)$-MO shown in Figure 4 into a $(\pi_x-\pi_x)$-MO, and vice versa. The weights of the contributions of each
MO in the T₁, S₁ and S₄ states are almost identical, with (πₓ−πₙ)-MOs dominating. In contrast, the S₂ and S₃ states are dominated by (πₓ−πₙ)-MOs. Therefore, after rotation of the MOs by the $\hat{L}$ operator, the overlap between for example the (πₓ−πₙ)-MO of $\psi(S_1)$ and the (πₓ−πₙ)-MO of $\psi(T_1)$ is small, leading to a small value also for $<\psi(S_1)\mid \hat{H}_{SO}\mid \psi(T_1)>$. In contrast, after rotation the overlap between the MOs of $\psi(S_2)$ or $\psi(S_3)$ and $\psi(T_1)$ are large, leading to large values for $<\psi(S_2)\mid \hat{H}_{SO}\mid \psi(T_1)>$ and $<\psi(S_3)\mid \hat{H}_{SO}\mid \psi(T_1)>$. This is the reason for the large SOCMEs and $k_{ISC}$ between the T₁ and S₂, and T₁ and S₃, electronic states. A similar trend is found also for almost all of the other $^3$(RO…R’O) systems, as shown in Section S5.

**Table 1.** The SOCME (cm⁻¹), energy gap (cm⁻¹) and $k_{ISC}$ (s⁻¹) computed for the $^3$(MeO)₂ cluster.

<table>
<thead>
<tr>
<th>Transition</th>
<th>SOCME</th>
<th>Energy gap</th>
<th>$k_{ISC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T₁→S₁</td>
<td>0.30</td>
<td>25.0</td>
<td>$k_{ISC}$ (T₁→S₁)=9·10⁸ s⁻¹</td>
</tr>
<tr>
<td>T₁→S₂</td>
<td>135</td>
<td>430.0</td>
<td>$k_{ISC}$ (T₁→S₂)=1·10¹³ s⁻¹</td>
</tr>
<tr>
<td>T₁→S₃</td>
<td>57.0</td>
<td>505.0</td>
<td>$k_{ISC}$ (T₁→S₃)=9·10¹² s⁻¹</td>
</tr>
<tr>
<td>T₁→S₄</td>
<td>2.0</td>
<td>1000.0</td>
<td>$k_{ISC}$ (T₁→S₄)=1·10⁶ s⁻¹</td>
</tr>
</tbody>
</table>
Fig. 6. Jablonski diagram showing the $T_1$ ground state, the first four excited singlet states $S_1$…$S_4$, and corresponding computed intersystem crossing rates ($k_{ISC}$) and estimated internal conversion rates ($k_{IC}$) for the $^3$MeO$_2$ cluster.

Figure 5 illustrates two important features of the ISC process of $^3$(RO…R’O) dimers. First, the overall $k_{ISC}$ rate varies significantly between both different RO species, and between different conformers of the same RO species. This large variation is due to both the very large range of values obtained for the SOCMEs, especially for the $T_1\rightarrow S_1$ transition, as well as the variation in the energy gaps between the $T_1$ and $S_2$ or $S_3$ states. As for $^3$(MeO)$_2$, the $k_{ISC}$ for the $T_1\rightarrow S_4$ transition is always low due to the large energy gap. For each system, at least one conformer can always be found with an ISC rate above $10^8$ s$^{-1}$, and the rates for the lowest-energy conformers found in our sampling are also all above $10^7$ s$^{-1}$, except for the $R,S$ enantiomer of $^3$(HOBuO)$_2$ which has an anomalously low rate of 4·$10^3$ s$^{-1}$. However, the $^3$(HOBuO)$_2,RS$ system also has a conformer less than 2 kcal/mol higher in energy with an ISC rate of 3·$10^{10}$ s$^{-1}$. Due to the relatively loose binding between the two RO moieties, it is very likely that the different conformers rapidly interconvert at atmospheric temperatures. An ISC is thus feasible...
provided that at least one conformer with a sufficiently high ISC rate exists – which is the case for all systems studied here. Overall, our results are thus fully consistent with those of Berndt et al.\textsuperscript{11}, who measure efficient ROOR’ formation in all six of the larger systems investigated here. The relative ISC rates for the lowest-energy conformers are also in line with the experimental result that dimer formation from the \( \text{CH}_3(\text{CO})\text{CH}_2\text{OO}^* + \text{HOCH}_2\text{CH}(\text{OO}^*)\text{CH}_2\text{CH}_3 \) cross reaction is faster than from the \( \text{CH}_3(\text{CO})\text{CH}_2\text{OO}^* + \text{CH}_3(\text{CO})\text{CH}_2\text{OO}^* \) self-reaction. The very large difference between the two \( ^3(\text{RO}…\text{R’O}) \) diastereomers relevant to the \( \text{HOCH}_2\text{CH}(\text{OO}^*)\text{CH}_2\text{CH}_3 \) self-reaction prevent a quantitative comparison to this system, as the stereoselectivity of the reaction sequence forming the original tetroxides is unknown. However, we note that the overall dimer yield will depend not only on the absolute ISC rate, but also on the three-way competition between ISC, fragmentation to RO…R’O, and intermolecular RO H-shift to \( \text{R}_2\text{H}=\text{O} + \text{ROH} \). Not only the ISC, but also the two other rates will likely vary between different chemical systems. All three are also likely to be very rapid, as the RO…R’O binding is relatively weak, and RO H-abstractions are generally fast. The key structural and dynamic features determining the ultimate yields of the three channels remain an open question.

A third feature revealed by Figure 3 is that the ISC rates of the two computed \( ^3(\text{HOBuO}) \) diastereomers differ by about 7 orders of magnitude for the lowest-energy conformers, despite the two conformers having very similar H-bonding patterns (see sections S5 and S7 of the SI). This difference is due to the SOCME value for the \( T_1 \rightarrow S_1 \) transition, which has a moderate value of 1.85 cm\(^{-1}\) for the lowest-energy conformer of the \( R,R \) enantiomer, leading to a large ISC rate as the energy gap is small, but is zero for the lowest-energy conformer of the \( R,S \) enantiomer. Even unimolecular peroxy radical reactions are well-known to be stereoselective, so qualitatively it is not surprising that there are even stronger stereochemical effects in bimolecular \( \text{RO}_2 + \text{R’O}_2 \)
reactions. However, as evident from Figure 5, the difference between the two diastereomers of the same system accounts for the majority of the overall variation in computed ISC rates. Since virtually all peroxyradicals relevant to secondary organic aerosol formation in the atmosphere (including for example those generated in the oxidation of isoprene or monoterpenes) possess at least one stereocenter, this strong stereoselectivity creates an additional challenge for quantitatively modelling dimer yields.

Conclusion

Intersystem crossings have been proposed as a possible route for ROOR’ dimer formation already in 2003, and the detailed mechanism of RO₂ + R’O₂ reactions, including the mechanism for ROOR’ formation, has been identified as a major open question in atmospheric chemistry in 2008. Despite this, actual ISC rates for peroxyradical self- and cross-reaction systems have never been computed before. Using the multireference quantum chemical method XMC-QDPT2, we have first demonstrated that the transition states for the CH₃O₂ + CH₃O₂ reaction lie far below the energy of the free reactants, implying that the barriers are “submerged”, and the reaction consequently quite fast. Despite substantial error sources in our XMC-QDPT2 calculations, originating mainly from the limited treatment of dynamic correlation due to computational constraints, our extensive benchmarking demonstrates that this qualitative conclusion likely holds regardless of the precise computational model used. Other primary and secondary RO₂ could also be expected to behave similarly, while tertiary RO₂ (based on test calculations on the (CH₃)₃CO₂ + (CH₃)₃CO₂ reaction) are likely to have appreciably higher barriers for the formation, though not the decomposition, of RO₄R’ tetroxide intermediates. Next, we have shown that ISC rates for ³(RO•…R’O•) complexes formed in RO₂ + R’O₂ reactions are
very high; typically on the order of $10^6$-$10^{13}$ s$^{-1}$, and also vary strongly between different conformers of the same chemical system, and especially between diastereomers. All in all, our results demonstrate that gas-phase ROOR’ dimer formation via $^3$(RO•…R’O•) clusters and subsequent ISCs is a competitive, and probably important, process in the atmosphere.
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