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Abstract

Recent developments in experimental methods allow for the study of thermodynamic properties of quantum systems. In quantum integrated circuits, quantum systems are elements in an electric circuit that can straightforwardly be coupled to other elements. This manipulability allows one to construct quantum heat engines, Maxwell demons etc. Quantum integrated circuits also are one of the main potential settings to realise a working quantum computer. Calorimetric measurements in integrated circuits serve as a promising technique to probe thermodynamic laws of the quantum regime and to study the inner workings of quantum devices.

Due to this experimental accessibility, the theoretical study of open quantum systems in the context of quantum integrated circuits is highly relevant. Open quantum systems are typically small systems, e.g. qubits or oscillators, in contact with one or more reservoirs. The research on which this thesis is based can roughly be divided into two parts.

The first part is concerned with the thermodynamics of a driven qubit in contact with a thermal bath. This system is the archetype of a quantum out-of-equilibrium system. In one case the qubit is strongly driven by a semiclassical driving field. Building on earlier works, the thermodynamic relations of the system are found by proving the equivalence with an easier to study qubit-oscillator system. In the other, case the qubit is driven by being in contact with two baths with a temperature gradient. The full generating function is derived in a proper approximative scheme and a fluctuation-dissipation relation is found.

The second part focusses on a specific experimental scheme to perform calorimetric measurements. The scheme relies on coupling a quantum system to a finite reservoir and performing fast temperature measurements on the reservoir. Doing so allows one to infer energy changes in the reservoir and therefore to obtain the heat exchanged with the system. The dynamics of this system are modelled for weak system-reservoir coupling and concrete experimental predictions are made. In new work, the dynamics for a toy model of a system interacting with a finite reservoir are derived from first principles for a specific model. The first principle derivation matches with the earlier modelled dynamics in the weak coupling and allows to consider strong system-reservoir coupling as well.
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Chapter 1

Introduction

The development of solid state quantum bits [2, 3], qubits, based on combining superconducting elements and the Josephson effect has led to a whole range of new experiments. These qubits, unlike microscopic qubits such as spins and atoms, are the result of the collective behaviour of many particles [4]. They are more easily manipulated and coupled to other systems than their microscopic counterparts. Due to these properties, superconducting qubits are one of the main candidates as building blocks for quantum computers. They were indeed used in the first experiment claiming to have achieved quantum supremacy [5]. The processor used in [5], named Sycamore, consists of 54 transmon qubits [6]. It outperformed a classical supercomputer in sampling outputs of pseudo-random quantum circuits. A task that took Sycamore 200 seconds to perform would take a classical supercomputer an estimated 10000 years.

In the development of genuine quantum devices one inevitably runs into the effects of their environment and, more specifically, heat exchange with it. For some applications, such as quantum computing, one aims to reduce effects of the environment as much as possible as it destroys coherences. In other cases one hopes to use heat to perform useful operations. Examples are heat engines [7, 8], where one aims to use heat current to perform useful work or Maxwell demons, where one transforms thermal fluctuations into work [9]. Alternatively, one can study the heat exchange between a device and its environment to probe the inner workings of the device and the foundations of quantum mechanics itself [10].

The research reported in Articles I-IV, which form the basis of this dissertation, is largely concerned with the latter. More concretely, Articles I-IV are dedicated to heat currents and calorimetric measurements in quantum integrated circuits, although the applicability of the results is not necessarily limited to this
context. Let us discuss the contents of the articles in more detail.

Articles I and IV focus on the heat current flowing between a qubit and its environment. In Article I the qubit is subject to strong driving in addition to being weakly coupled to a thermal environment. Based on earlier results for a non-interacting driven qubit [11, 12, 13, 14], an equivalence is developed between the dynamics of the strongly driven qubit and those of a qubit-oscillator system interacting with the thermal environment. Using this equivalence, the thermodynamic relations of the driven qubit are easily obtained from the qubit-oscillator system. Article IV concerns the generating function of the heat flowing through a qubit strongly coupled to multiple thermal environments. Under the so-called Non-Interacting Blip Approximation (NIBA) [15], an explicit expression for the generating function is found, recovering earlier results obtained using the polaron transform [16, 17].

Articles II & III are motivated by the setup proposed in [18] to perform calorimetric measurements of work in quantum integrated circuits. The setup consists of a superconducting qubit and a resistor which acts as a finite reservoir, a calorimeter. By accurately measuring the temperature of the resistor [19, 20, 21], one can probe the dynamics of the qubit. Articles II & III build upon an earlier work [22], which models the setup [18], to numerically and analytically study the behaviour of the resistor temperature. Additionally, we present new results in this dissertation: a first principle derivation for the joint dynamics of a system state and reservoir energy for a fermion interacting with a fermion bath. This derivation passes through the exact fermion-fermion dynamics and allows us to go beyond weak coupling.

This dissertation is structured as follows. Chapter 2 provides a short introduction to the dynamics of open quantum systems. For weakly coupled systems we present the Lindblad equation and related jumps equations. Also methods for strongly coupled system are discussed, including the results of Article IV. In Chapter 3 we introduce Floquet theory for driven quantum systems, which was used in Articles I & II. Additionally, the results of Article I are presented. Calorimetric measurements in integrated circuits are the subject of Chapter 4. The results of Articles II & III are discussed. Chapter 5 introduces multiscale perturbation theory, a method to solve partial differential equations. This technique was used extensively in Articles II & III . The use of multiscale perturbation over ordinary perturbation theory is shown with a motivating example. The results obtained by using multiscale perturbation from Articles II & III are discussed. In Chapter 6 we present a new derivation of a system-reservoir energy
hybrid master equation. We study a fermion interacting with a fermion bath. The fermion-fermion bath model is Gaussian, and as such, the dynamics can be integrated exactly. We study two limits for which we obtain an explicit hybrid master equation. Assuming weak system-reservoir coupling we obtain a master equation similar to the one studied in Article III. In the zero temperature limit we find a master equation valid at arbitrary coupling.
Chapter 2
Open Quantum Systems

The dynamics of a quantum system with Hamiltonian $H$ are described by the Schrödinger equation. Let $\psi(t)$ be the wave function of the system at time $t$, $\psi(t)$ satisfies the differential equation

$$\frac{d}{dt} \psi(t) = -\frac{i}{\hbar} H \psi(t). \quad (2.1)$$

Equivalently, the density operator $\rho(t)$ of the system satisfies the Liouville-von Neumann equation

$$\frac{d}{dt} \rho(t) = -\frac{i}{\hbar} [H, \rho(t)]. \quad (2.2)$$

Imagine now that we are not interested in the whole system, but only in a component $S$. To calculate expectation values of operators acting on $S$, we do not need access to the whole state of the system. Instead, it is enough to only know the information related to $S$ stored in the density matrix of the total system. For this purpose, let us define the reduced density operator $\rho_S(t)$ of the interesting component by taking the partial trace $\text{tr}_R$ of $\rho(t)$ over the degrees of freedom of rest of the system

$$\rho_S(t) = \text{tr}_R(\rho(t)). \quad (2.3)$$

Having access to the reduced density matrix allows us to calculate the expectation value of an operator $A$ acting on the Hilbert space of $S$, as

$$\text{tr}(A \rho(t)) = \text{tr}_S(A \rho_S(t)), \quad (2.4)$$

where $\text{tr}_S$ is the trace over the subsystem $S$. 
By taking the partial trace on both sides of equation (2.2), we find that \( \rho_S(t) \) satisfies the equation
\[
\frac{d}{dt} \rho_S(t) = -\frac{i}{\hbar} \text{tr}_R([H, \rho(t)]).
\] (2.5)

Since we only need the reduced density matrix, it would be convenient to have a closed equation for the dynamics of \( \rho_S(t) \), instead of always having to pass through the state of the complete system \( \rho(t) \). Concretely, we would like to have a linear operator \( \mathcal{L}_t \), such that
\[
\frac{d}{dt} \rho_S(t) = \mathcal{L}_t(\rho_S(t)).
\] (2.6)

Depending on the specific system, finding \( \mathcal{L}_t \) is a non-trivial matter.

A major result obtained by Gorini, Kossakowski and Sudarshan [23] and Lindblad [24] (GKLS) determines the structure of \( \mathcal{L} \), see also for example [25, 26]. In short, they derived the most general form of a Markovian evolution preserving the trace and completely positive for any initial condition. We recall that a map \( E \) is a completely positive map iff [27]

- \( E(A) \) is positive for positive operators \( A \)
- For any finite extension of the Hilbert space on which \( A \) acts and \( \mathbb{I} \) the identity operator on that extension, \( (E \otimes \mathbb{I})(B) \) is positive for positive \( B \) acting on the extended space.

Under these conditions the generator \( \mathcal{L}_t \) has the form
\[
\mathcal{L}_t(\rho) = -i[H(t), \rho] + \sum_k \gamma_k(t)(V_k(t)\rho V_k^\dagger(t) - \frac{1}{2}\{V_k^\dagger(t)V_k(t), \rho\}),
\] (2.7)

where \( H(t) \) is a Hermitian operator, \( V_k(t) \) an operator and \( \gamma_k(t) \geq 0 \) for all \( k \) and \( t \).

Although the result by GKLS determines the structure of \( \mathcal{L} \), finding the operators \( H, V \) and the rates \( \gamma \) in practice is not straightforward. The so-called weak coupling limit [28, 29, 30], based on the Van Hove scaling limit [31], provides a well-defined rigorous limit in which the form (2.7) can be derived from an underlying microscopic model. The physical assumptions are that the system of interest is only weakly coupled to the environment and that the environment is much larger than the system. As a result of the weak coupling derivation, one finds that the generator of the unitary evolution in (2.7) \( H(t) \) is the isolated
system Hamiltonian plus the so called Lamb Shift. The Lindblad operators \( V_k(t) \) are eigenoperators of the system Hamiltonian and as such induce transitions between energy levels of the system.

We will not discuss the weak-coupling derivation here. In the next section we examine a quantum jump process induced by a continuous measurement of the system. The Lindblad evolution (2.7) is obtained from this quantum jump process by averaging over all measurement outcomes. In Section 2.2 we briefly discuss methods for systems with arbitrary coupling strength.

### 2.1 Quantum Jumps

The open dynamics of a weakly coupled system have an alternative description to the Lindblad equation (2.7) in terms of stochastic differential equations for the wave function of the system. The stochastic dynamics are called unravellings and the average over all trajectories reproduces the Lindblad evolution. The unravellings are not unique. Multiple stochastic descriptions can generate the same Lindblad dynamics, see e.g. [32].

The unravellings can be divided into two main groups. The first group contains quantum jump equations, in which the continuous evolution of the system is interrupted due to random jumps [33, 34, 35, 36]. The second group is quantum state diffusion, where diffusive terms continuously disturb the evolution of the system [37]. The authors of [38, 39] derived the quantum jump equation from a microscopic model and showed how in the limit of small jumps, quantum state diffusion is obtained. Textbook references to unravelling include [25, 40, 41]. Unravelling schemes have also been developed outside the range Lindblad dynamics. Examples of non-Lindblad unravellings are [42, 43]. In this section we focus on quantum jump equations and how they can be understood in terms of generalised measurements.

A generalised measurement in quantum mechanics is an extension to projective measurements. It is described by a set of operators \( M_\alpha \), which describe the effect of a measurement outcome \( \alpha \) on the system being measured. The \( M_\alpha \)'s do not have to be projectors. The operators \( M_\alpha \) satisfy the relation

\[
\sum_\alpha M_\alpha^\dagger M_\alpha = \mathbb{I}.
\]  

(2.8)

The probability of measuring \( \alpha \), given that the system has the state \( \rho \), is

\[
p_\alpha = tr(M_\alpha \rho M_\alpha^\dagger).
\]

(2.9)
The condition (2.8) guarantees that the outcome probabilities are normalised: \( \sum_\alpha p_\alpha = 1 \). After a measurement with outcome \( \alpha \), the system is in the state
\[
\rho_\alpha = \frac{M_\alpha \rho M_\alpha^\dagger}{\text{tr}(M_\alpha \rho M_\alpha^\dagger)},
\]
(2.10)
or equivalently if the system has the state vector \( \psi \),
\[
\psi_\alpha = \frac{M_\alpha \psi}{\|M_\alpha \psi\|}.
\]
(2.11)
Note that generalised measurements do not go beyond the standard postulates of quantum mechanics. They can still be described in terms of projective measurements by enlarging the Hilbert space, see e.g. [44].

Let us now consider a specific example of a qubit being continuously measured by a photon detector. At a random time the qubit can emit a photon and when it is absorbed by the detector, we know that the system is in the ground state. The measurement thus has two outcomes: \( \alpha = 0 \) telling us that no photon has been detected and \( \alpha = 1 \) meaning that a photon has been detected. We suppose that \( M_0 \) is of the form
\[
M_0 = \mathbb{I} - iH dt - \frac{1}{2} A^\dagger A dt,
\]
(2.12)
where \( H = H^\dagger \), which leads to
\[
M_0^\dagger M_0 = 1 - A^\dagger A dt + O(dt^2).
\]
(2.13)
From the normalisation condition (2.8), we infer that
\[
M_1 = A \sqrt{dt},
\]
(2.14)
such that the operators are normalised within \( O(dt^2) \) accuracy. We take \( A = \sigma_- \) to be the lowering operator of the qubit, since measuring a photon means that the qubit has decayed.

We model the dynamics of the qubit under constant measurement in terms of the increment of the wave function \( d\psi(t) = \psi(t+dt) - \psi(t) \). The increment satisfies
\[
d\psi(t) = (1 - dN_t) \left( \frac{M_0 \psi}{\|M_0 \psi\|} - \psi \right) dt + \left( \frac{M_1 \psi}{\|M_1 \psi\|} - \psi \right) dN_t,
\]
(2.15)
where \(dN_t\) is the increment of a Poisson process, \(dN_t = 1\) when the qubit decays and a photon is detected and \(dN_t = 0\) otherwise. Let us define \(E(. )\) to be the average over all realisations of the stochastic process (2.15). Conditioning the average \(E\) that the state of the system is \(\psi\) at time \(t\), the Poisson increment satisfies

\[
E(dN_t|\psi) = \|M_1\psi\|^2 = \|\sigma_-\psi\|^2 dt. \tag{2.16}
\]

The stochastic rules of calculus tell us that the increments \(dt\) and \(dN_t\) satisfy the product relations [45]

\[
\begin{array}{c|cc}
\times & dt & dN_s \\
\hline
dt & 0 & 0 \\
dN_t & 0 & \delta_{s,t} dN_t
\end{array} \tag{2.17}
\]

Using the product relations and expanding up to first order in \(dt\), equation (2.15) becomes

\[
d\psi(t) = -\left( iH + \frac{\sigma_+\sigma_-}{2} - \frac{\|\sigma_-\|^2}{2} \right) \psi dt + \left( \frac{\sigma_-\psi}{\|\sigma_-\|} - \psi \right) dN_t \tag{2.18}
\]

Now imagine that the qubit is interacting with the measurement device, but the measurements are not being recorded. We have no information about the current state of the system and only have access to the expected state of the system which is given by

\[
\rho(t) = E(\psi\psi^\dagger). \tag{2.19}
\]

Taking the increment of the above equation, one can check that the expected state of the system satisfies

\[
\frac{d}{dt}\rho(t) = -i[H, \rho(t)] + \left( \sigma_-\rho(t)\sigma_+ - \frac{1}{2}\{\sigma^+\sigma^-, \rho(t)\} \right), \tag{2.20}
\]

which is of the Lindblad form (2.7).

### 2.2 Strong System-Environment Coupling

While in the case of weak system-bath coupling a method exists to obtain the Lindblad form (2.7), for arbitrary coupling there is no such method. In fact, in general one should not even expect a Lindblad form to accurately describe the dynamics. As the system-bath coupling strength increases, memory effects start to play a role in the evolution of the system. The effective dynamics of the system will depend on its history, which breaks the necessary Markovianity
condition [46, 47]. In practice, when dealing with non-trivially coupled systems, one either has to resort to alternate approximation schemes or numerical methods such as the stochastic Liouville equation [42] or methods based on the phase-space representation, see e.g. [48, 49].

An alternative starting point for both numerical approaches and perturbative expansions are Feynman-Vernon [50, 51] or coherent state [52] path integrals, see e.g. [53, 54, 55]. These path integral formulations resemble the Lagrange formalism to describe classical mechanics where the physical evolution of a system is obtained by considering all paths starting from the initial data. The action functional $S$ gives a weight to each path and the physical evolution is obtained by finding a stationary path of the action. In contrast, in the quantum mechanical path integral approach one sums over the contributions from all paths weighted by the exponential factor $e^{iS}$.

### 2.2.1 Non-interacting systems

The class of linear or non-interacting systems are systems whose evolution is described by a Hamiltonian $H$ quadratic in fermionic or bosonic ladder operators

$$
H = \sum_{i,j} (\alpha_{ij} a_i^\dagger a_j^\dagger + \beta_{ij} a_i^\dagger a_j + \bar{\alpha}_{ij} a_j a_i), \quad \beta_{ij} \in \mathbb{R}. \tag{2.21}
$$

The action functional $S$ describing such Hamiltonians is quadratic in the paths, which means that the weight factor $e^{iS}$ acts as a Fresnel measure, i.e. non- absolutely continuous Gaussian measure for the path integrals. Therefore the dynamics of this system can be integrated exactly. In Chapter 6 we consider such a non-interacting fermion model.

### 2.2.2 Spin-Boson model

In Article IV the generating function for the heat flowing through a qubit strongly coupled to a hot and a cold bath is studied. The Hamiltonian of the system is

$$
H = H_S + H_C + H_H + H_{CS} + H_{HS}. \tag{2.22}
$$

The qubit Hamiltonian is given by

$$
H_S = -\frac{\Delta}{2} \sigma_x + \frac{\epsilon}{2} \sigma_z. \tag{2.23}
$$
2.2 Strong System-Environment Coupling

The cold bath and hot bath Hamiltonians are

\[ H_C = \sum_{n \in C} \omega_n b_n^\dagger b_n, \]
\[ H_H = \sum_{n \in H} \omega_n b_n^\dagger b_n. \quad (2.24a) \]
\[ H_H = \sum_{n \in H} \omega_n b_n^\dagger b_n. \quad (2.24b) \]

Finally, the system-bath interactions are of the spin-boson type [56]

\[ H_{CS} = -\sigma_z \sum_{n \in C} C_n (b_n^\dagger + b_n), \quad (2.25a) \]
\[ H_{HS} = -\sigma_z \sum_{n \in H} C_n (b_n^\dagger + b_n). \quad (2.25b) \]

The generating function of the heat flowing to the hot and the cold bath is defined as

\[
G_{i,f}(\alpha_C, \alpha_H, t) = \text{tr}_{H,C} \left( \langle f | e^{i(\alpha_H H_H + \alpha_C H_C)}/\hbar} U_t e^{-i(\alpha_H H_H + \alpha_C H_C)}/\hbar} \left( \rho_{\beta_C} \otimes \rho_{\beta_H} \otimes |i\rangle \langle i| \right) U_t^\dagger |f\rangle \right).
\]
\[ (2.26) \]

The above expression cannot be evaluated exactly. In Article IV we apply the Non-Interacting Blip Approximation (NIBA) to obtain an explicit expression for the generating function. The NIBA was originally formulated in terms of the spin-boson path integral [57, 56] and relies on assuming that only certain spin correlation functions are non-zero. The approximation is valid when (a) \( \epsilon = 0 \) in equation (2.23) (b) for strong coupling and/or high temperatures [58].

The authors of [59, 60] found that the NIBA is equivalent to the Born-Markov approximation. This can be shown by first applying the polaron transform \( U = e^{\sigma_z \Omega} \), with

\[ \Omega = \sum_{n \in H,C} \left( C_n/\omega_n \right) (b_n^\dagger - b_n) \quad (2.27) \]

to the Hamiltonian \( H \). For the transformed Hamiltonian \( H' = U^\dagger H U \) we can construct the Redfield equation. Applying the Born-Markov approximation to the Redfield equation gives the same dynamics as those obtained by performing the NIBA. In Article IV we perform the NIBA on the generating function (2.26) via the path integral formulation and as such recover earlier obtained expressions derived with the polaron transform [16, 17].
Figure 2.1: The steady state heat current to the cold bath $P_C$ and to the hot bath $P_H$ in function of qubit-hot bath coupling $\eta_H$. The purple lines are for the temperature of the hot bath $T_H = 0.2 K$ and of the cold bath $T_C = 0.1 K$ and the blue lines for the reversed situation $T_H = 0.1 K$, $T_C = 0.2 K$. The coupling to the cold bath is $\eta_C = 1$. Source: Article IV.

The generating function (2.26) satisfies the Gallavotti-Cohen symmetry [61, 62, 63, 64], which expresses the time-reversal invariance of the microscopic dynamics

$$G_{i,f}(i\beta_H - \alpha_H/h, i\beta_C - \alpha_C/h, t) = G^R_{f,i}(\alpha_H, \alpha_C, t),$$

where $G^R$ is the time reversed generating function

$$G^R_{i,f}(\alpha_C, \alpha_H, t) = \text{tr}_{H,C} \left( \langle i | e^{i(\alpha_H H_H + \alpha_C H_C)/h} \times U^\dagger_t e^{-i(\alpha_H H_H + \alpha_C H_C)/h} \left( \rho_{\beta_C} \otimes \rho_{\beta_H} \otimes |f\rangle \langle f| \right) U_t |i\rangle \right).$$

This relation still holds after performing the NIBA [16, 17]. In Article IV we derive the implied fluctuation relation. We find that when the both baths are at equal temperature, the variance of the energy exchanged with one of the baths $\text{Var}[\Delta E]$ satisfies

$$\lim_{t \to \infty} \frac{1}{t} \text{Var}[\Delta E] = 2\kappa,$$

with $\kappa$ the thermal conductivity.

Figure 2.1 shows the first moments of the generating function after the NIBA. $P_H$ is the heat flowing to the hot bath and to the cold $P_C$ as a function of $\eta_H$,......
2.2 Strong System-Environment Coupling

Figure 2.2: (Left) The rectification index (2.31) in the case of two baths, for different temperatures of the hot bath and $T_C = 0.1K$. (Right) The influence of a third bath on the rectification index $T_C = 0.1K$ and $T_H = 0.2K$. Source: Article IV.

which represents the coupling between the qubit and the hot bath. Note that when the temperatures of the baths are reversed, the heat current changes sign but the size does not remain the same, except when $\eta_H = \eta_C$ such that the system is symmetric. This phenomenon is called rectification. Figure 2.2 shows the behaviour of the rectification for different temperatures and the influence of a third bath. The rectification index is defined as

$$R = \frac{\max(|P_C|, |P_C^R|)}{\min(|P_C|, |P_C^R|)},$$

(2.31)

where $P_C$ is the power to the cold bath and when the temperatures are exchanged, we define $P_C^R$ as the power to the cold bath, which in this case has a higher temperature than the hot bath.
Chapter 3

Floquet Theory for Quantum Systems

The evolution of a system with a time-periodic Hamiltonian can be expressed in terms of an effective Hamiltonian [11, 65]. This effective description of the motion is a consequence of Floquet’s theory for linear periodic partial differential equations [66]. The effective Hamiltonian is therefore often referred to as the Floquet Hamiltonian, and the corresponding driven system as a Floquet system.

The effective Hamiltonian can have drastically different properties than the original non-driven Hamiltonian. A famous example in classical physics is the Kapitza pendulum [67, 68]: by oscillating the base of the pendulum with a high frequency, the vertical-up position of the pendulum can become stable. The possibility of changing a system’s properties by applying a periodic driving force leads to a multitude of applications. Using the right properties, it is possible to create systems that show many body localization, have non-trivial topological properties [69] or to construct discrete time crystals [70].

In the context of open quantum systems, Floquet theory is interesting since in the right physical regime, the environment interacts with the effective Hamiltonian rather than with the original Hamiltonian of the system. The corresponding Lindblad equation induces transitions between the effective eigenstates instead of the energy eigenstates of the system as usual.

In the next section, we will briefly introduce Floquet theory for closed quantum systems and discuss the equivalence of the Floquet Hamiltonian with a fully second quantised model. Floquet theory for weakly coupled open systems is discussed in Section 3.2, including the contribution of Article I.
3.1 Floquet theory for Closed Quantum Systems

The Schrödinger equation for a time dependent Hamiltonian and initial condition \( \psi_0 \) for the wave function is

\[
\begin{cases}
    (H(t) - i\hbar\partial_t) \psi(t) = 0 \\
    \psi(0) = \psi_0.
\end{cases}
\]

(3.1)

In case of periodic time dependence of the Hamiltonian \( H(t + T) = H(t) \), Floquet’s theorem tells us that the unitary time evolution operator \( U(t) \) has the structure

\[
U(t) = P_{t,0} e^{-iDt},
\]

(3.2)

where \( P_{t,0} \) is a unitary \( T \)-periodic matrix and \( D \) is Hermitian \([11, 65]\). Since \( D \) is Hermitian it can be fully diagonalised with real eigenvalues \( \epsilon_i \) and eigenvectors \( \varphi_i \) that evolve as

\[
P_{t,0} e^{-iDt} \varphi_i = e^{-i\epsilon_i t} \phi_i(t),
\]

(3.3)

where we defined the periodic state

\[
\phi_i(t) = P_{t,0} \varphi_i.
\]

(3.4)

Note that replacing \( \phi_i(t) \) by \( \phi_{i,n}(t) = e^{i\frac{2\pi n t}{T}} \phi_i(t) \) and \( \epsilon_i \) by \( \epsilon_i + \frac{2\pi n}{T} \) does not change the left hand side of equation (3.3). We have an additional freedom in choosing \( \phi_i \) and \( \epsilon_i \), for example to take \( \epsilon_i \in \left[ -\frac{2\pi}{2}, \frac{2\pi}{2} \right] \). The states \( \phi_{i,n}(t) \) are called Floquet states and solve the eigenvalue problem

\[
\begin{cases}
    (H(t) \psi(t) - i\hbar\partial_t) \phi_{i,n}(t) = (\epsilon_i + \frac{2\pi n}{T}) \phi_{i,n}(t) \\
    \phi_{i,n}(t + T) = \phi_{i,n}(t).
\end{cases}
\]

(3.5)

The above set of equations is an eigenvalue problem in the Hilbert space \( \mathbb{H} \otimes L^2[0,T] \) with \( \mathbb{H} \) the original Hilbert space of the system. The scalar product \( \langle \cdot | \cdot \rangle \) in \( \mathbb{H} \) is extended by

\[
\langle f, g \rangle_{L^2} = \frac{1}{T} \int_0^T d\tau \langle f(\tau)|g(\tau) \rangle.
\]

(3.6)

In this Hilbert space, the Floquet states \( \phi_{i,n} \) form an orthonormal basis.

The action of \( P_{t,0} \) on \( \psi_0 \) can be expressed in terms of the Floquet states

\[
P_{t,0} \psi = \sum_i \phi_i(t) \langle \varphi_i | \psi \rangle
\]

(3.7)
such that \( \psi(t) \) evolved from an initial state \( \psi_0 \in \mathbb{H} \) can be written as
\[
\psi(t) = \sum_i e^{-i\epsilon_i t} \phi_i(t) \langle \varphi_i | \psi_0 \rangle \\
= \sum_n \sum_i e^{-i(\epsilon_i + 2\pi n/T)t} \phi_{i,n}(t) \frac{1}{T} \int_0^T d\tau e^{i(2\pi n/T)\tau} \langle \varphi_i | \psi_0 \rangle. \tag{3.8}
\]

By inserting the identity \( \mathbb{I} = P_{\tau,0}^\dagger P_{\tau,0} \) in the integral we arrive at
\[
\psi(t) = \sum_n \sum_i e^{-i(\epsilon_i + 2\pi n/T)t} \phi_{i,n}(t) \frac{1}{T} \int_0^T d\tau \langle \phi_{i,n}(\tau) | P_{\tau,0} \psi \rangle. \tag{3.9}
\]

The above equation may look like a unnecessary convoluted expression for \( \psi(t) \). However, it will help us relate the dynamics in \( \mathbb{H} \) governed by \( H(t) \) to the dynamics of the system in the Hilbert space \( \mathbb{H} \otimes L^2[0, T] \) with Hamiltonian
\[
H_F(\tau) = H(\tau) - i\partial_{\tau}. \tag{3.10}
\]

Note that \( \tau \) does not represent time but the periodic spatial coordinate of \( L^2[0, T] \).

An initial state \( \Psi_0 \in \mathbb{H} \otimes L^2[0, T] \) evolves as
\[
\Psi(\tau, t) = \sum_n \sum_i e^{-i(\epsilon_i + 2\pi n/T)t} \phi_{i,n}(\tau) \frac{1}{T} \int_0^T d\tau \langle \phi_{i,n}(\tau) | \Psi_0(\tau) \rangle. \tag{3.11}
\]

By comparing equations (3.9) and (3.11), we find that the state \( \psi(t) \in \mathbb{H} \) can be lifted to the larger Hilbert space with the relation
\[
\Psi(\tau, t) = P_{\tau,t} \psi(t), \tag{3.12}
\]
and initial condition \( \Psi(\tau, 0) = P_{\tau,0} \psi_0 \). The above relation tells us that both systems are related by lifting the \( T \)-periodic time dependence of \( \psi(t) \) to a periodic spatial coordinate. Equation (3.12) implies \( \psi(t) = \Psi(\tau, t)|_{\tau=t} \) [13, 14].

The expanded Hilbert space has the advantage that it can be related to a physical system. Already in 1965 [11], Shirley noted the equivalence between a periodically driven system and a fully second quantized description of the system interacting with a harmonic oscillator. The oscillator has frequency \( \omega_L = 2\pi/T \).

In the limit that the average excitation number of the oscillator goes to infinity, the Floquet states \( \phi_{i,n}(t) \) correspond to energy eigenstates of the qubit-oscillator with energies \( \epsilon_i + \hbar \omega_L \). The term \( \frac{\imath}{\omega_L} \partial_{\tau} \) can be interpreted as the number operator for the oscillator and therefore factors \( e^{i\omega_L \tau} \) increase the expected photon number by \( n \). The authors of [12] made this equivalence rigorous for a concrete Hamiltonian.
3.2 Floquet Description for Strongly Driven Open Systems

The description of driven systems in contact with an environment is a non-trivial matter, even in case system and environment are weakly coupled. When considering arbitrarily strong and fast driving, necessary assumptions needed to justify the weak-coupling limit can break down. Generally, there are two cases for which the usual Lindblad equation can be used. Firstly, when the strength of the driving is of the order of the system-bath coupling squared, i.e. weak driving. Secondly, when the driving is much slower than the characteristic time scale of system-bath interactions, i.e. adiabatic driving.

When the driving is strong and fast enough, the environment effectively interacts with the time averaged system. The weak coupling limit can be performed by expressing the system-bath interaction in terms of eigenoperators of the Floquet Hamiltonian [71]. The interaction with the bath leads to transitions between Floquet states instead of the energy eigenstates of the system. We call the resulting master equation for the system the Floquet-Lindblad equation.

One of the assumptions made by [71] is that the inverse of the difference of the Floquet quasi-energies is much smaller than the characteristic timescale $\tau_R$ of the system-bath interactions

$$|\epsilon_r - \epsilon_s + k\frac{2\pi}{T} |^{-1} \ll \tau_R \quad \text{for} \quad k \in \mathbb{Z}. \quad (3.13)$$

This assumption is needed to perform the so-called rotating wave approximation. In some cases the differences $|\epsilon_r - \epsilon_s|$ can be very small. If so, one can make a partial rotating wave approximation [72, 73, 74, 75, 76], which leads to additional terms in the resulting Floquet-Lindblad equation. In this section, and in Article I and II, we maintain assumption (3.13) and perform the full rotating wave approximation. Furthermore, we assume that there are no degeneracies in the Floquet energy spectrum

$$\epsilon_r \neq \epsilon_{r'}, k\frac{2\pi}{T} \quad \text{for} \quad r \neq r', k \in \mathbb{Z}. \quad (3.14)$$

Let us now consider a periodically driven system as in the last section, which interacts with a bath through the interaction Hamiltonian

$$H_I = X \otimes \sum_k (B_k + B_k^\dagger), \quad (3.15)$$
where $X$ is the interaction coordinate of the system and $B_k$ are bath operators.

The Floquet-Lindblad operators $A$ are calculated by transforming the interaction coordinate $X$ to the interaction picture. The resulting expression can be cast into the form

$$U(t, t_0) = \sum_{\omega \in \Omega} A(\omega, t_0) e^{-i\omega(t-t_0)}$$  \hspace{1cm} (3.16)

where the summation is over the set

$$\Omega = \{\epsilon_i - \epsilon_j + \frac{n 2\pi}{T} | n \in \mathbb{Z}\}. \hspace{1cm} (3.17)$$

The operators $A(\omega, t)$ are eigenoperators of the Floquet Hamiltonian $H_F(t)$: they satisfy

$$[H(t) - i\partial_t, A(\omega, t)] = -\omega A(\omega, t). \hspace{1cm} (3.18)$$

Assumption (3.14) assures that $A(\omega, t)$ projects a Floquet state $\phi_r(t)$ on a unique Floquet state $\phi_{sr}(t)$

$$A(\omega, t)\phi_r(t) = \alpha_{r,\omega} e^{im_{r,\omega} \frac{2\pi}{T} t} \phi_{sr,\omega}(t), \hspace{1cm} (3.19)$$

where $s_{r,\omega}$ and $n_{r,\omega}$ are unique such that

$$\epsilon_r - \epsilon_{sr,\omega} - \frac{n_{r,\omega} 2\pi}{T} = \omega \hspace{1cm} (3.20)$$

and $\alpha_{r,\omega} \in \mathbb{C}$. The Floquet-Lindblad equation is

$$\frac{d}{dt}\rho(t) = -i[H(t), \rho(t)]$$

$$+ \sum_{\omega} \gamma(\omega) (A(\omega, t)\rho(t) A^\dagger(\omega, t) - \frac{1}{2} \{ A^\dagger(\omega, t) A(\omega, t), \rho(t) \}),$$  \hspace{1cm} (3.21)

where the $\gamma(\omega)$’s are the transition rates. Similar to the jump process discussed in Section 2.1, the above Lindblad equation can be unravelled as [77]

$$d\psi(t) = -iG(\psi(t))dt + \sum_{\omega \in \Omega} \left( \frac{A(\omega, t)\psi(t)}{\|A(\omega, t)\psi(t)\|} - \psi(t) \right) dN(\omega, t) \hspace{1cm} (3.22)$$

with

$$G(\psi) = -i \frac{1}{2} \sum_{\omega \in \Omega} \gamma(\omega) (A^\dagger(\omega, t) A(\omega, t) - \|A(\omega, t)\psi(t)\|^2) \psi(t) \hspace{1cm} (3.23)$$
and
\[ E(dN(\omega, t) | \psi) = \gamma(\omega) \| A(\omega, t) \psi \|^2 dt. \quad (3.24) \]

From equation (3.21) it is straightforward to check that the diagonal elements of the density matrix in the Floquet basis satisfy a closed equation. Let us define \( P_r(t) \) as the probability to be in the Floquet state \( \phi_r(t) \) at time \( t \)
\[ P_r(t) = \langle \phi_r(t) | \rho(t) | \phi_r(t) \rangle. \quad (3.25) \]

Projecting on \( \phi_r(t) \) on both sides of equation (3.21), we find that the probabilities satisfy a Pauli master equation
\[ \frac{d}{dt} P_r(t) = \sum_s [W(r|s) P(s) - W(s|r) P(r)] \quad (3.26) \]
with the transition rates
\[ W(s|r) = \sum_\omega \gamma(\omega) |\alpha_{r,\omega}|^2 \delta_{s,r,\omega,r}. \quad (3.27) \]

### 3.2.1 Equivalence

In Article I the relation (3.12), connecting the \( \mathbb{H} \) and \( \mathbb{H} \otimes L^2 \) system, is extended to open systems. We consider the Floquet system with Hamiltonian \( H_F(\tau) \) in the Hilbert space \( \mathbb{H} \otimes L^2[0,T] \) to be in contact with a bath with the interaction Hamiltonian
\[ \tilde{H}_I = X \otimes \mathbb{I}_{L^2} \otimes \sum_k (B_k + B_k^\dagger) \quad (3.28) \]
where \( X \) is the same system interaction coordinate as in (3.15) and \( \mathbb{I}_{L^2} \), the identity operator in \( L^2 \). Under the weak coupling limit, one can derive a stochastic Schrödinger equation for this system.

Let us now assume that there exists a unique \( n_\omega \in \mathbb{Z} \) for all transition frequencies \( \omega \in \Omega \), see equation (3.17), such that
\[ \omega = \text{difference of quasi-energies} + n_\omega \frac{2\pi}{T}. \quad (3.29) \]

Note that in the case the driven system is a qubit, this assumption is equivalent to (3.14). Thus, \( n_\omega \) is the amount of particles annihilated, or created for \( n_\omega < 0 \), in the driving field during the transition \( A(\omega) \). We introduce the process \( \mu(t) \),
which counts the change in photon number during the evolution of the system. The counting process evolves as

\[
d\mu(t) = \sum_{\omega \in \Omega} n_{\omega} dN(\omega).
\]  

(3.30)

In Article I, we find that by simultaneously evolving the set of equations

\[
\begin{align*}
    d\psi(t) &= -iG(\psi(t)) dt + \sum_{\omega \in \Omega} \left( \frac{A(\omega, t_0)\psi(t)}{\|A(\omega, t_0)\psi(t)\|} - \psi(t) \right) dN(\omega) \\
    d\mu(t) &= \sum_{\omega \in \Omega} n_{\omega} dN(\omega)
\end{align*}
\]  

(3.31)

and defining the state in the larger Hilbert space $\mathbb{H} \otimes L^2$

\[
\Psi(t, \tau) = e^{-i\mu(t)\omega_L^{\tau}} P_{\tau, t_0} \psi(t),
\]  

(3.32)

the state $\Psi(t, \tau)$ evolves according to the stochastic Schrödinger for the $\mathbb{H} \otimes L^2$ system. Figure 3.1 illustrates relation (3.32) for a driven two level system.

Using the relation (3.32) between both systems, the thermodynamics of a periodically driven qubit are studied through the $\mathbb{C}^2 \otimes L^2$ system in Article I. In this way, earlier results obtained by [78, 79] are recovered.
Figure 3.1: A visualisation of the stochastic process given by the couple of equations (3.31) and the relation (3.32) with jumps at times $t_1$, $t_2$, ... The qubit state is initialised in the lower Floquet state $\phi_-$ and initially no photons have been created or annihilated in the drive, so $\mu(t_0) = 0$. Source: Article I.
Chapter 4

Calorimetric Measurements

The authors of [18] proposed an experimental setup to perform calorimetric measurements of the heat exchange between a qubit and its environment. The idea is to measure temperature changes in the environment induced by energy exchanges with the qubit. Concretely, the setup they propose is based upon a quantum integrated circuit containing a superconducting qubit and a resistor, which acts as the calorimeter. Figure 4.1 shows a visual representation of the quantum integrated circuit.

The experiment [18] requires the realization of a nanoscale thermometer to measure the temperature of the resistor. The possibility to actually construct such devices was proven in [19] with a thermometer based on an NIS junction, recent realisations include [80, 81]. The working principle of this thermometer is that the conductance of the junction depends on the temperature of the normal metal and is independent of the superconductor temperature. By applying a small bias current through the junction, one can extract the temperature while minimally disturbing the system. Improvements to the design and resolution of the thermometer have been made by [20, 21, 82].

The proposal by [18] and general possibility of calorimetric measurements in quantum integrated circuits motivated several theoretical studies into systems interacting with a finite environment [83, 84, 85, 86, 22, 87]. In [83] the authors studied the statistics of work by counting photons absorbed and emitted from the environment using the quantum jump approach. The authors of [85] proposed a simultaneous jump process for a system and the energy of the environment. In [86], the authors derived the master equation corresponding to the the system-energy jump process of [85]. Such a master equation describing the simultaneous evolution of a classical and quantum variable is usually referred to as a hybrid
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master equation. The authors of [22] proposed a similar jump process to [85], but related energy exchanges to changes in the temperature environment. By treating the electrons in the calorimeter as free particles, the Sommerfeld expansion [88] relates changes of the calorimeter energy \( dE \) to changes in its temperature (squared) \( dT_e^2 \):

\[
dT_e^2 = \frac{1}{N\sigma} dE,
\]

where \( N \) is the amount of electrons in the calorimeter and \( \sigma \) a constant. From this relation it is clear that the change in temperature goes to zero as the size of the calorimeter goes to infinity, and hence the amount of electrons \( N \to \infty \). Furthermore, the authors of [22] considered the influence of the substrate on which the integrated circuit is placed in experiments such as [18]. The electrons and phonons in the resistor exchange energy, while phonons in the substrate keep the resistor phonons at a constant temperature. This interaction leads to an additional drift term for \( dE \) [89, 90]

\[
dE_{ep} = \Sigma V(T_p^5 - T_e^5)dt,
\]

which drives the electron temperature \( T_e \) to the phonon temperature \( T_p \). \( \Sigma \) is a material constant and \( V \) the volume of the calorimeter. The temperature drift (4.2) caused by the electron-phonon interaction is a typical occurrence in integrated circuits [91]. For example, the recent study [92] investigates the drift term and observes a crossover to the power law \( dE_{ep} \propto T_p^4 - T_e^4 \) as the electron-phonon energy transfer comes to dominate phonon-substrate phonon energy transfer. Fluctuations in the electron-phonon energy exchange lead to an additional noise term for \( dE \) [93]

\[
dE_{\text{noise}} = \sqrt{10\Sigma V T_p^3} dw_t.
\]

Recently, the authors of [87] studied a system-environment jump process similar to [22] by including the response of the thermometer measuring the calorimeter, smearing out the measured jumps.

In Articles II & III we study the qubit-calorimeter setup for a periodically driven qubit. In Article III we model the dynamics of the qubit-calorimeter state \( \rho(X,t) \), where \( X = T_e^2 \), with the hybrid master equation corresponding to the
jump process [22]

\[
\frac{d\rho}{dt}(X, t) = \mathcal{L}_X \rho(X, t) - i[\hbar \omega_0 \sigma_z + \kappa H(t), \rho(X, t)] \\
+ \left( \Gamma_\downarrow \left( X - \frac{\hbar \omega_0}{N\sigma} \right) \sigma_- \rho \left( X - \frac{\hbar \omega_0}{N\sigma} \right) \sigma_+ - \frac{\Gamma_\downarrow(X)}{2} \{ \sigma_+ \sigma_- , \rho(X, t) \} \right) \\
+ \left( \Gamma_\uparrow \left( X + \frac{\hbar \omega_0}{N\sigma} \right) \sigma_+ \rho \left( X + \frac{\hbar \omega_0}{N\sigma} \right) \sigma_- - \frac{\Gamma_\uparrow(X)}{2} \{ \sigma_- \sigma_+ , \rho(X, t) \} \right). \tag{4.4}
\]

The second and third line in the above equation have a form similar to the dissipator terms in the Lindblad equation (2.7). They are due to the qubit-calorimeter interaction. The drift (4.2) and diffusion (4.3) due to the electron-phonon interaction are contained in in the operator

\[
\mathcal{L}_X f(X, t) = -\frac{\Sigma V}{N\sigma} \partial_X [(T_p^5 - X^{2/5})f(X, t)] + \frac{10\Sigma V k_B T_p^6}{2N^2\sigma^2} \partial_X^2 f(X, t). \tag{4.5}
\]

One of the underlying assumptions for equation (4.4) is that the driving strength \( \kappa \) is of the order of the qubit-calorimeter coupling strength, such that the driving is a perturbation to the free evolution of the qubit. Hence, we refer to equation (4.4) as the weak-driving hybrid master equation.

In Article II we use the Floquet formalism for periodically driven open quantum systems presented in Section 3.2 to model the qubit-temperature dynamics. Analogously to the Pauli master equation (3.26), the probability \( P(r, X, t) \) for the qubit to be in Floquet state \( r \) and the calorimeter to have temperature square
\[ X = T_e^2 \] at time \( t \) satisfies a classical equation

\[
\frac{dP}{dt}(r, X, t) = \mathcal{L}_X P(r, X, t) + \sum_s \int_0^\infty dY \, W(r, X|s, Y) P(s, Y, t) - \sum_s \int_0^\infty dY \, W(s, Y|r, X) P(r, X, t)
\]

with the qubit-temperature transition rates

\[
W(r, X|s, Y) = \sum_\omega \Gamma(\omega, Y) |\alpha_{r,\omega}|^2 \delta_{s, s} \delta \left( X - Y - \frac{\hbar \omega}{N\sigma} \right).
\]

### 4.1 Numerical Predictions

The weak-driving master equation (4.4) and the Floquet jump process (4.6) both provide descriptions of the qubit-calorimeter dynamics. The underlying assumptions for both equations do not necessarily match: equation (4.4) requires the driving to be much weaker than the free evolution of the qubit while (4.6) requires the driving to be much stronger than the interaction with the calorimeter. By numerically integrating the dynamics of both equations, we can provide quantitative predictions for the experiment [18]. Additionally, we are able to compare the predictions made by the two different approximative schemes in terms of a measurable quantity, the temperature of the calorimeter. In Article II we integrate the dynamics of the Floquet jump equation (4.6). In Article III we compare the predictions of equations (4.4) and (4.6).

In the upcoming numerics we study the behaviour of the temperature for different values of the qubit-calorimeter coupling and the driving strength. The coupling strength is represented by the dimensionless quantity \( g^2 \) and the driving strength by \( \kappa \). The drive is taken to be

\[
H(t) = e^{-i\omega_0 t} \sigma_+ + e^{i\omega_0 t} \sigma_+.
\]

For our specific model, assumption (3.13) for the Floquet-Lindblad equation requires that [25]

\[
\frac{g^2}{\kappa} \ll 1.
\]

Figure 4.2 shows the distribution of the temperature after 10 periods of driving. Note that equations (4.4) and (4.6) predict similar behaviour even when \( g^2 \) is of the same order as \( \kappa \). When \( g^2 > \kappa \) the predictions are significantly different.
4.1 Numerical Predictions

Figure 4.2: Distribution of the electron temperature $T$ driving for $10 \times 2\pi/\omega$ for $\kappa = 0.05$. The red line displays the temperature distribution predicted by the Floquet master equation (4.6), the (blue) histogram comes from the weak drive dynamics (4.4). The physical parameters used in the numerical integration are $\hbar \omega = 0.5k_B \times 1$ K, is $V = 10^{-21}$ m$^3$, $\Sigma = 2 \times 10^{-9}$ W K$^{-5}$m$^{-3}$ and $\gamma = 1500k_B/(1$K). Source: Article III.

After many driving cycles the temperature increases until the electron-phonon interaction balances out the energy provided from the qubit to the calorimeter. Figure 4.3 illustrates this relaxation to the steady state. While measuring the short time temperature statistics is still an experimental challenge [94, 95], the average temperature in steady state is possible, see for example the recent experiments [80, 81]. Figure 4.4(a) compares predictions of the average steady state temperatures by the weak-driving (4.4) and Floquet (4.6) equations. The dashed lines are the Floquet predictions. For fixed coupling strength $g^2$ increasing the driving strength $\kappa$ barely influences the steady state temperature. The dots with error bars represent the weak-driving dynamics. As the driving strength increases, the dots asymptotically reach the Floquet lines.

Finally, in Figure 4.4(b) we show the parametric region in which both predictions overlap. The green area below the black squares represents values for $\kappa$ and $g^2$ for which the constant Floquet lines fall within the error bars of the weak-driving results in Figure 4.4(a). The slope between the two regions is $0.454 \pm 0.013$ indicating that when $\kappa$ is about twice as large as $g^2$, both systems predict the same statistics.
Figure 4.3: After many periods of driving the temperature reaches a steady state, when the energy provided by the driven qubit matches the energy dissipating due to the electron-phonon interaction. Source: Article II.

Figure 4.4: (a) Dependence of average steady state temperature on the driving strength $\kappa$ for coupling constant $g$. The dashed lines show the steady state temperature predicted by the Floquet jump equation (4.6), the dots show predictions obtained by numerically integrating (4.4) (b) Parametric region for which the Floquet and weak-driving equations predict the same steady state temperature. In the green region below the black squares, the dashed lines in (a) fall within the standard deviation of the dots. The parameters used for the simulations are in the caption of Figure 4.2. Source: Article III
Chapter 5

Multiscale Perturbation theory

The theory of multiscale perturbation provides a technique to construct approximate solutions to differential or partial differential equations. Applying ordinary perturbation theory to such problems can lead to secular terms, i.e. diverging terms. These divergences can be, at least partially, resolved by resuming the expansion. An illustrative example of how secular terms can arise by finite order expansions is to consider the truncated expansion of $e^{-\varepsilon t}$ [96]

$$1 - \varepsilon t + \frac{1}{2} \varepsilon^2 t^2 + \ldots + (-1)^n \frac{1}{n!} \varepsilon^n t^n. \quad (5.1)$$

Clearly all individual terms, except the zeroth order, are diverging for large positive $t$ as well as their finite sum. However, $e^{-\varepsilon t}$ is bounded for all positive $t$.

Multiscale perturbation theory provides a more refined method of constructing approximate solutions than ordinary perturbation theory. In mathematics literature it is referred to as homogenization [97]. The method relies on identifying different (time) scales in the problem and to treat these scales as independent variables. Doing so, allows one resum secular terms at finite orders in the expansion.

The theory of multiscale perturbations was used multiple times in the articles on which this dissertation is based. In the Article II and Article III the long time behaviour of equations (4.4) and (4.6) is studied analytically, by averaging out the qubit dynamics with a multiscale perturbative expansion. Also in Chapter 6 this technique is used to derive the hybrid master equation in the weak coupling limit. In fact, the rigorous derivation of the Lindblad equation (2.7), can be thought of as a multi-timescale expansion.
In the next section we illustrate the difference between ordinary and multi-timescale perturbation theory with an example. In Section 5.2, we discuss the results obtained in the Article II and Article III.

5.1 Motivating Example

Let us look at an example of a multi-timescale perturbation, see [98] for more details. We consider the differential equation

\[ \ddot{x} + 2\varepsilon\dot{x} + x = 0. \]  

(5.2)

with initial conditions \( x(0) = 0 \) and \( \dot{x}(0) = 1 \) and \( \varepsilon \) gives the strength of the perturbation. For this example, the exact solution is known to be

\[ x(t, \varepsilon) = (1 - \varepsilon^2)^{-1/2}e^{-\varepsilon t} \sin \left( (1 - \varepsilon^2)^{1/2}t \right). \]

(5.3)

It is clear that \( x(t, \varepsilon) \) is bounded for all \( t \) and \( \varepsilon < 1 \). From the exact solution, we can immediately detect multiple time scales of the problem. The sine function contains the fastest time \( t \), followed by the exponential decay \( \varepsilon t \). Even slower time scales are found in the sine function.

5.1.1 Ordinary Perturbation

We start by doing a simple perturbative expansion of the solution in \( \varepsilon \): \( x(t, \varepsilon) = x_0(t) + \varepsilon x_1(t) + \ldots \). Plugging the expansion in equation (5.2) leads to a set of equations for all orders of \( \varepsilon \)

\[
\begin{align*}
\varepsilon^0 : & \quad \ddot{x}_0 + x_0 = 0 \\
\varepsilon^1 : & \quad \ddot{x}_1 + 2\dot{x}_0 + x_1 = 0 \\
& \quad \vdots
\end{align*}
\]

(5.4)

Solving the 0th order equation is straightforward and gives

\[ x_0(t) = \sin t. \]

(5.5)

Using the solution of \( x_0(t) \) for the first order equation leads to

\[ \ddot{x}_1 + x_1 = -2\cos t, \]

(5.6)
Figure 5.1: A plot comparing the exact solution (5.2) to the solution obtained by ordinary perturbation theory (5.8) and by multiscale perturbation theory (5.15). \( \varepsilon = 0.01 \).

Which has the solution

\[
x_1(t) = -t \sin t.
\]  

(5.7)

Up to first order in \( \varepsilon \), the solution to (5.2) is

\[
x(t, \varepsilon) = \sin t + \varepsilon t \sin t + O(\varepsilon^2).
\]  

(5.8)

Comparing the exact solution (5.3) to the approximate (5.8), one can see that the perturbative solution remains close to the exact one for short times \( t\varepsilon \ll 1 \). For longer times, however, both solutions predict significantly different qualitative behaviour: (5.3) decays to 0, while (5.8) continues to grow linearly, see also Figure 5.1.

### 5.1.2 Multiscale perturbation

Let us now take advantage of our knowledge of the different time scales of the exact solution (5.3) and introduce the slow time \( \tau = \varepsilon t \). We explicitly write the time dependence of the solution on \( \tau \)

\[
x(t, \varepsilon) \rightarrow x(t, \tau, \varepsilon) = x_0(t, \tau) + \varepsilon x_1(t, \tau) + O(\varepsilon^2).
\]  

(5.9)
Accordingly, the time derivative changes to
\[ \dot{x}(t) = \frac{d}{dt} x(t) = \partial_t x(t, \tau) + \frac{\partial \tau}{\partial t} \partial_\tau x(t, \tau) = \partial_t x(t, \tau) + \varepsilon \partial_\tau x(t, \tau) \] (5.10)

Combining (5.9) and (5.10) with our original problem (5.2), we find the set of equations for all orders
\begin{align*}
\varepsilon^0 : \quad & \partial_t^2 x_0 + x_0 = 0 \\
\varepsilon^1 : \quad & \partial_t^2 x_1 + 2 \partial_\tau \partial_t x_0 + 2 \partial_t x_0 + x_1 = 0 \\
\vdots
\end{align*}
(5.11)

Solving the first equation gives
\[ x_0(t, \tau) = A(\tau) \sin t + B(\tau) \cos t. \] (5.12)

Note that there is freedom in the \( \tau \) dependence \( A \) and \( B \). Applying the solution of \( x_0 \) to the first order equation leads to
\[ \partial_t^2 x_1 + x_1 = -2(\partial_\tau A + A) \cos t + 2(\partial_\tau B + B) \sin t \] (5.13)

The right hand side of this equation has the risk of leading to diverging terms just as we saw in the first order term (5.7) for the ordinary perturbation theory. However, since we want to avoid such terms, we impose
\[ \partial_\tau A + A = 0 = \partial_\tau B + B \] (5.14)

Combining this condition with the initial conditions \( x(0) = 0 \) and \( \dot{x}(0) = 1 \), we find
\[ x(t) = e^{-\tau} \sin t + O(\varepsilon) = e^{-\varepsilon t} \sin t + O(\varepsilon) \] (5.15)

Now, comparing to the exact solution (5.3), it is immediately clear that the approximation captures both the oscillations and the exponential decay. Figure 5.1 shows the exact solution and the first order approximation by both types of perturbative expansions.

### 5.2 Effective Dynamics for the Temperature

In Article II and Article III, the qubit-calorimeter system is described by the master equations (4.6) and (4.4), respectively. One of the goals of the articles is
to study the long time behavior of the temperature of the Calorimeter. To do so it is convenient to eliminate the qubit degrees of freedom and to obtain effective dynamics for the temperature.

The idea of Articles II and III is to expand around an infinite size calorimeter. In this limit the qubit-calorimeter interactions take place on a time scale in which the temperature remains approximately constant. The qubit has time to equilibrate with the calorimeter on its current temperature and only on much longer timescales the temperature changes. The expansion parameter is introduced by scaling the amount of electrons $N$ by $\varepsilon$. Accordingly, we define the time scale $\tau = \varepsilon t$ and furthermore take the limit where the short time dynamics have already relaxed

$$\bar{\rho}(X, \tau) = \lim_{t \to \infty} \rho(X, t, \tau). \quad (5.16)$$

Expanding the hybrid master equation (4.4) in $\varepsilon$ leads to

$$\varepsilon \frac{d}{dt} \bar{\rho}(X, \tau) = -\varepsilon \frac{\Sigma V}{N \sigma} \partial_X [(T_p - X^{2/5})\bar{\rho}(X, \tau)] + \varepsilon^2 \frac{10\Sigma V k_B T_0^6}{2N^2 \sigma^2} \partial_X^2 \bar{\rho}(X, \tau)$$

$$+ M^{(0)}(\bar{\rho})(X, \tau) + \sum_{n=1}^{\infty} \frac{\varepsilon^n}{n!} M^{(n)}(\bar{\rho})(X, \tau). \quad (5.17)$$

Let us represent the density matrix in terms of a vector containing its components: $\rho = (\rho_{11} \rho_{22} \rho_{12} \rho_{21})^T$. In the case of the weak-driving dynamics (4.4) with driving (4.8), the matrices $M$ have the form

$$M^{(0)}(X) = \begin{pmatrix}
-\Gamma_\downarrow(X) & \Gamma_\uparrow(X) & i\lambda & -i\lambda \\
\Gamma_\downarrow(X) & -\Gamma_\uparrow(X) & -i\lambda & i\lambda \\
i\lambda & -i\lambda & -\Gamma(X)/2 & 0 \\
-i\lambda & i\lambda & 0 & -\Gamma(X)/2
\end{pmatrix}, \quad (5.18)$$

where we defined the sum of the rates

$$\Gamma(X) = \Gamma_\downarrow(X) + \Gamma_\uparrow(X) \quad (5.19)$$

and the higher orders are

$$M^{(n)}(X) = \left(\frac{\hbar \omega}{\gamma}\right)^n \begin{pmatrix}
0 & \Gamma_\uparrow(X) & 0 & 0 \\
(-1)^n \Gamma_\downarrow(X) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}. \quad (5.20)$$
Note that $M^{(0)}$ is the matrix representation of the usual Lindblad equation of a qubit interacting with a bath at temperature $\sqrt{X}$ with driving (4.8).

In analogy to the example worked out in the last section, the above perturbative expansion gives a hierarchy of differential equations

\[
\begin{aligned}
\varepsilon^0 : & \quad M^{(0)} \rho^{(0)}(X, \tau) = 0 \\
\varepsilon^1 : & \quad \partial_\tau \rho^{(0)}(X, \tau) - M^{(0)} \rho^{(1)}(X, \tau) - M^{(1)} \rho^{(0)}(X, \tau) \\
& \quad + \frac{\sum V}{N\gamma} \partial_X [(T^5_p - X^{2/5}) \bar{\rho}(0)(X, \tau)] = 0
\end{aligned}
\]  

Solving the zeroth order equation, we find

\[
\rho^{(0)}(X, \tau) = Q(X) F^{(0)}(X, \tau)
\]  

where $Q(X)$ satisfies $M^{(0)} Q(X) = 0$ and is thus the steady-state solution of the driven system interacting with a bath on temperature $\sqrt{X}$ and $F^{(0)}(X, \tau) = \text{tr} \rho^{(0)}(X, \tau)$.

Solving the qubit dynamics up to second order, we derive an effective Fokker-Planck equation for $F(X, \tau) = F^{(0)}(X, \tau) + \varepsilon \text{tr} \rho^{(1)}(X, \tau)$

\[
\begin{aligned}
\partial_\tau F(X, \tau) = & \quad - \partial_X \left\{ \left[ \frac{\Sigma V}{N\gamma} (T^5_p - X^{5/2}) + \frac{1}{N} j^{(1)}(X) + \frac{1}{N^2} j^{(2)}(X) \right] F(X, \tau) \right\} \\
& \quad + \partial_X^2 \left\{ \left[ \frac{10 \Sigma V T^3_p}{2N^2 \gamma^2} + \frac{1}{N^2} \Delta(X) \right] F(X, \tau) \right\}.
\end{aligned}
\]  

The corrections to the drift $j^{(1)}$, $j^{(2)}$ and diffusion $\Delta$ depend on whether one is using the Floquet model (4.6) or the weak drive model (4.4). Figure 5.2, from Article III, compares steady state-distribution of the temperature of the calorimeter obtained by direct numerical integration from the analytic approximation (5.23). As found in Section 4.1, both equations give matching predictions for $2g^2 \lesssim \kappa$. 
Figure 5.2: Comparison of the steady-state temperature distribution obtained from numerical integration and analytical approximations for different values of the system-bath coupling strength $g^2$ and driving strength $\kappa$. The blue histogram displays the result of numerically integrating (4.4). The full red line shows the prediction of the approximation (5.23) for both weak-drive dynamics and the black dots for the Floquet dynamics. The physical parameters used in the numerical integration are $\hbar \omega = 0.5 k_B \times 1$ K, is $V = 10^{-21}$ m$^3$, $\Sigma = 2 \times 10^{-9}$ W K$^{-5}$ m$^{-3}$ and $\gamma = 1500 k_B / (1 K)$. Source: Article III.
Chapter 6

First Principle Derivation of a Hybrid Master Equation

In this chapter we present a first principle derivation of a hybrid master equation for the state of a system and the energy of the reservoir. We consider a fermion, the central fermion, linearly coupled to a fermion reservoir. This model is quadratic in the system and reservoir operators and therefore the dynamics can be integrated exactly. We present a general formalism to derive the master equation and consider two limits which lead to an explicit equation. By considering weak system reservoir coupling we recover a hybrid master equation of the form that was studied in [84, 85, 86, 22] and in Article III and discussed in Chapter 4. Additionally, we study the limit in which the reservoir has zero energy, i.e. the zero temperature limit.

6.1 Model

We consider a fermion, which we call the central fermion, in contact with a fermion bath. For simplicity we set $\hbar = 1$. The central fermion has energy $\omega_0$, its Hamiltonian is given in terms of the fermionic ladder operators $a^\dagger, a$

$$H_C = \omega_0 a^\dagger a. \quad (6.1)$$

The reservoir Hamiltonian is

$$H_R = \sum_k \omega_k b_k^\dagger b_k, \quad (6.2)$$
where $b_{k}^\dagger$ and $b_k$ are fermionic ladder operators. Finally, both systems interact linearly as described by

$$H_I = \sum_{k} g_k (a^\dagger b_k + b_{k}^\dagger a). \quad (6.3)$$

The total Hamiltonian is the sum of the above three terms

$$H = H_C + H_R + H_I. \quad (6.4)$$

At initial time $t = 0$, the energy of the reservoir is measured, but the measurement outcome forgotten. Let the total system be in a general state $\rho_{C+R}$ before the initial energy measurement and $P_E$ be the projector on the energy state $E$ of the reservoir. An energy $E$ is measured with probability

$$p(E) = \text{tr} (P_E \rho_{C+R}). \quad (6.5)$$

After measuring $E$, the total system is in the state

$$\rho_{C+R} \rightarrow \hat{\rho}_{C+R}(E) = \frac{\rho_{C}(E)}{p(E)} \otimes P_E \quad (6.6)$$

where we defined the central-fermion state by the partial trace $\text{tr}_R$ over the reservoir degrees of freedom

$$\rho_{C}(E) = \frac{1}{n(E)} \text{tr}_B (P_E \rho_{C+R}) \quad (6.7)$$

and $n(E) = \text{tr}(P_E)$. Note that $\text{tr}_C \rho_{C}(E) = p(E)/n(E)$, ensuring that $\text{tr} \rho_{C+R}(E) = 1$. Since the measurement outcome is forgotten, the state after the measurement is given by the sum of all possible outcomes weighted by their probability

$$\rho_{C+R} \rightarrow \hat{\rho}_{C+R} = \sum_{E} p(E) \hat{\rho}_{C+R}(E)$$

$$= \sum_{E} \rho_{C}(E) \otimes P_E. \quad (6.8)$$

This initial condition includes the more common factorised initial state where the reservoir is in a thermal state $\rho_{C} \otimes e^{-\beta H_B}/\text{tr}(e^{-\beta H_B})$ by taking

$$\rho_{C}(E) = \rho_{C} \frac{e^{-\beta E}}{\text{tr}(e^{-\beta H_B})}. \quad (6.9)$$
Following the above discussion our aim is to calculate the partial trace

\[ \rho_C(E, \tau) = \text{tr}_R \left( P_E U(\tau) \left( \sum_E \rho_C(E) \otimes P_E \right) U^\dagger(\tau) \right) \] (6.10)

which is the state of the central fermion given a bath energy \( E \). Its trace

\[ P(E, \tau) = \text{tr}_C \rho_C(E, \tau) \] (6.11)

is the probability for the bath to have energy \( E \) at a time \( \tau \). It is straightforward to check that \( \sum_E P(E, \tau) = 1 \).

For our upcoming calculations, it is convenient to express the energy projectors in terms of their Fourier transforms. Let us define

\[ \hat{\rho}(\nu_f, \nu_i, \tau) = \text{tr}_B \left( e^{-i\nu_f H_B U(\tau)} \hat{\rho}_C(\nu_i) \otimes e^{i\nu_i H_B U^\dagger(\tau)} \right) , \] (6.12)

such that

\[ \rho_C(E, \tau) = \int d\nu_f d\nu_i e^{iE\nu_f} \hat{\rho}(\nu_f, \nu_i, \tau). \] (6.13)

It is possible to show that \( \int d\nu_i \text{tr}_C \hat{\rho}(\nu_f, \nu_i, \tau) \) satisfies Bochner’s theorem [99] which guarantees that it is the characteristic function of a probability distribution.

### 6.2 Path Integral formulation

The Fourier transformed density matrix (6.12) can be represented as a standard fermionic path integral over Grassmannian central fermion fields \( \phi^\pm(t) \) and reservoir fields \( \psi^\pm(t) \) [100, 101, 55]. We define the propagator depending on Grassmann variables \( \eta, \chi \) as

\[ \Phi(\chi_i, \bar{\chi}_f, \bar{\eta}_i, \eta_f) = \int \left( \prod_k \mathcal{D}(\psi^+_k, \psi^-_k) \right) \mathcal{D}(\phi^+, \phi^-) e^{i S}, \] (6.14)

such that the Fourier transformed density matrix (6.12) is given by

\[ \hat{\rho}(\nu_f, \nu_i, \tau) = \int \mu(d\chi_i d\bar{\chi}_f d\eta_i d\eta_f) \Phi(\chi_i, \bar{\chi}_f, \bar{\eta}_i, \eta_f) |\chi_f\rangle \langle \bar{\eta}_f| \langle \bar{\chi}_i| \hat{\rho}_C(\nu_i)|\eta_i\rangle \] (6.15)
with the integration measure

\[ \mu(d\chi) = d\chi d\bar{\chi} e^{-\bar{\chi}\chi}. \]  

(6.16)

The action \( S \) has the form

\[ iS = iS_C + iS_{CR} + iS_B \]

\[ + \sum_k \tilde{\psi}_k^+(\tau_0)(e^{i\nu_k \omega_k \psi_k^- (\tau_0)} - \psi_k^+(\tau_0)) - \sum_k \tilde{\psi}_k^- (\tau)(e^{-i\nu_f \omega_k \psi_k^+ (\tau)} + \psi_k^- (\tau)) \]

\[ + \tilde{\phi}^- (\tau)(\eta_f - \phi^- (\tau) + \bar{\chi}_f \phi^+ (\tau) + \tilde{\phi}^+ (\tau_0)) + \bar{\eta}\phi^- (\tau_0), \]

where the second line contains the reservoir boundary terms and all \( \nu_i, \nu_f \) dependence, the final line has the central-fermion boundary terms. The free central fermion action is given by

\[ S_C = \int_0^\tau dt \left[ \tilde{\phi}^+(t)(i\partial_t - \omega_0)\phi^+(t) - \tilde{\phi}^-(t)(i\partial_t - \omega_0)\phi^-(t) \right], \]

(6.18)

similarly the free bath action is

\[ S_B = \int_0^\tau dt \sum_k [\tilde{\psi}_k^+(t)(i\partial_t - \omega_k)\psi_k^+(t) - \tilde{\psi}_k^-(t)(i\partial_t - \omega_k)\psi_k^-(t)] \]

(6.19)

and the central fermion-fermion interaction is described by

\[ S_{CB} = -\int_0^\tau \sum_k g_k (\tilde{\phi}^+(t)\psi_k^+(t) + \tilde{\psi}_k^+(t)\phi^+(t)) \]

\[ + \int_{\tau_0}^\tau \sum_k g_k (\tilde{\phi}^-(t)\psi_k^-(t) + \tilde{\psi}_k^-(t)\phi^-(t)). \]

(6.20)

### 6.2.1 Integrating the reservoir dynamics

By performing the reservoir path-integrals, we are able to express the propagator \( \Phi \) in terms of a path integral solely over the central-fermion fields \( \phi^\pm \)

\[ \Phi(\chi_i, \bar{\chi}_f, \bar{\eta}_i, \eta_f) = \prod_k (e^{-i\omega_k (\nu_f - \nu_i)} + 1) \int D(\phi^+, \phi^-) e^{iS}. \]

(6.21)
The first factor on the right hand side of the above equation is due to the functional determinant when performing the reservoir path integral. The modified central fermion action is

\[
iS = i S_C + i S_I + \bar{\phi}^+(\tau_0)(\chi_i - \phi^+(\tau_0)) + \bar{\eta}_i \phi^-(\tau_0) + \bar{\phi}^-(\tau)(\eta_f - \phi^-(\tau)) + \bar{\chi}_f \phi^+(\tau),
\]

with the correction \(S_I\) to the free dynamics

\[
iS_I = \int_0^\tau dt ds \sum_k g_k^2 e^{-i\omega_k(t-s)} \left( \frac{\bar{\phi}^+(t)}{\phi^-(t)} \right)^T M_k(\nu_f, \nu_i) \left( \frac{\phi^+(s)}{\phi^-(s)} \right)
\]

and

\[
M_k(\nu_f, \nu_i) = \begin{pmatrix}
e^{i\omega_k(\nu_f - \nu_i)} & -\theta(t-s) \\
0 & \frac{e^{-i\omega_k(\nu_f - \nu_i)}}{e^{-i\omega_k(\nu_f - \nu_i)} + 1}
\end{pmatrix}
\]

\[
\theta(t-s) = \frac{e^{i\omega_k(\nu_i - \nu_f) - 1}}{e^{i\omega_k(\nu_i - \nu_f)}}
\]

The correction due to interactions \(S_I\) is time non-local and contains cross terms between the forward \(\phi^+\) and the backward contour \(\phi^-\).

### 6.2.2 Integrating the central fermion dynamics

In order to formally solve the central-fermion path integrals, let us write \(\phi = \varphi + \delta \varphi\) where \(\varphi, \bar{\varphi}\) are classical solutions to the saddle point equations

\[
\frac{\delta}{\delta \varphi} \tilde{S} = 0 \quad \text{and} \quad \frac{\delta}{\delta \bar{\varphi}} \tilde{S} = 0.
\]

Explicitly, the central-fermion saddle-point equations are

\[
\partial_t \varphi^+(t) = -i\omega_0 \varphi^+(t) - \sum_k |g_k|^2 \int_0^t ds e^{-i\omega_k(t-s)} \varphi^+(s)
\]

\[
+ \sum_k |g_k|^2 \int_0^\tau ds e^{-i\omega_k(t-s)} \frac{e^{i\omega_k \nu_i}}{e^{-i\omega_k(\nu_f - \nu_i)} + 1} \left( e^{-i\omega_k \nu_f} \varphi^+(s) + \varphi^-(s) \right)
\]

\[
\partial_t \varphi^-(t) = -i\omega_0 \varphi^-(t) - \sum_k |g_k|^2 \int_0^t ds e^{-i\omega_k(t-s)} \varphi^-(s)
\]

\[
+ \sum_k |g_k|^2 \int_0^\tau ds e^{-i\omega_k(t-s)} \frac{1}{e^{-i\omega_k(\nu_f - \nu_i)} + 1} \left( e^{-i\omega_k \nu_f} \varphi^+(s) + \varphi^-(s) \right),
\]
with boundary conditions (6.22)
\[
\varphi^+(\tau_0) = \chi_i \quad \text{and} \quad \varphi^-(\tau) = \eta_f
\]
induced by the boundary terms in the action \(\tilde{S}\). The action in terms of the classical solutions is
\[
\tilde{S}[\varphi + \delta \varphi, \varphi + \delta \varphi] = \tilde{S}[\varphi] + (S_C + S_I)[\delta \varphi, \delta \varphi]
\]
\[
- \delta \varphi^+ \delta \varphi^+ - \delta \varphi^- \delta \varphi^-
\]
and accordingly the propagator
\[
\Phi(\chi_i, \tilde{x}_f, \tilde{\eta}_i, \eta_f) = e^{i\tilde{S}[\varphi, \varphi]} \int \mathcal{D}(\delta \varphi^+, \delta \varphi^-) e^{i(S_C + S_I)[\delta \varphi, \delta \varphi] - \delta \varphi^+ \delta \varphi^+ - \delta \varphi^- \delta \varphi^-}
\]
The solutions to the saddle point equations are of the form
\[
\varphi^+(t) = K^{++}(\nu_f, \nu_i, t)\chi_i + K^{+-}(\nu_f, \nu_i, t)\eta_f
\]
\[
\varphi^-(t) = K^{--}(\nu_f, \nu_i, \tau - t)\chi_i + K^{+-}(\nu_f, \nu_i, \tau - t)\eta_f
\]
with on the one hand \(K^{++}(\nu_f, \nu_i, 0) = K^{--}(\nu_f, \nu_i, 0) = 1\) and on the other \(K^{+-}(\nu_f, \nu_i, 0) = 0, K^{--}(\nu_f, \nu_i, 0) = 0\), in order to satisfy the boundary conditions (6.27). Using the above expressions for \(\varphi\) we find that
\[
\tilde{S}[\varphi, \varphi] = \left( \begin{array}{c} \tilde{x}_f \\ \tilde{\eta}_i \end{array} \right)^T \left( \begin{array}{c} \chi_i \\ \eta_f \end{array} \right)
\]
with the matrix \(K\)
\[
K(\nu_f, \nu_i, \tau) = \left( \begin{array}{cc} K^{++}(\nu_f, \nu_i, \tau) & K^{+-}(\nu_f, \nu_i, \tau) \\ K^{-+}(\nu_f, \nu_i, \tau) & K^{--}(\nu_f, \nu_i, \tau) \end{array} \right).
\]
Performing the remaining path integral in (6.29) gives the functional determinant \(N^{-1}\) related to integration over a Gaussian measure
\[
\frac{1}{N(\nu_f, \nu_i, t)} = \int \mathcal{D}(\delta \varphi^+, \delta \varphi^-) e^{i(S_C + S_B)[\delta \varphi, \delta \varphi] - \delta \varphi^+ \delta \varphi^+ - \delta \varphi^- \delta \varphi^-}
\]
Combining equations (6.31) and (6.33), we find that the propagator has the form
\[
\Phi(\chi_i, \tilde{x}_f, \tilde{\eta}_i, \eta_f) = \frac{1}{N(\nu_f, \nu_i, \tau)} e^{\left( \begin{array}{c} \tilde{x}_f \\ \tilde{\eta}_i \end{array} \right)^T \left( \begin{array}{c} \chi_i \\ \eta_f \end{array} \right)}
\]
The expression (6.34) for the propagator allows us to express the dynamics of $\rho(\nu_f, \nu_i, \tau)$ in terms of a master equation. Similar to what was done in [102], we differentiate $\rho(\nu_f, \nu_i, \tau)$ with respect to $\tau$ and eliminate the dependence on the initial fields $\chi_i$ and $\bar{\chi}_i$. The result of this procedure is the master equation

$$
\partial_\tau \hat{\rho}(\nu, \nu_f, \tau) = \left( \frac{\hat{K}^{++} - \hat{K}^{--} \hat{K}^{+-}}{\hat{K}^{++} - \hat{K}^{--}} \right) a^\dagger \hat{a} + \left( \frac{\hat{K}^{--} - \hat{K}^{++} \hat{K}^{+-}}{\hat{K}^{++} - \hat{K}^{--}} \right) \hat{a}^\dagger a \\
+ K^{+-} \left( \frac{\hat{K}^{++}}{\hat{K}^{++} - \hat{K}^{--}} - \frac{\hat{K}^{++}}{\hat{K}^{++} - \hat{K}^{--}} \frac{\hat{K}^{--} \hat{K}^{+-}}{\hat{K}^{++} - \hat{K}^{--}} \right) a^\dagger \hat{a}
$$

where $\hat{K}$ denotes the $\tau$ derivative of $K$. Let us now study two limits which lead to an explicit expression for the hybrid master equation: the weak coupling limit and the zero temperature limit.

### 6.3 Weak Coupling Master Equation

#### 6.3.1 Weak Coupling Limit

Let us introduce a scaling factor $\varepsilon$ to the interaction Hamiltonian

$$
H_I \rightarrow \varepsilon H_I.
$$

(6.36)

We can can eliminate the homogeneous term from the saddle point equations (6.26) by defining $\tilde{\varphi}^\pm = e^{i\omega_0 t} \varphi^\pm(t)$. Additionally, let us define the kernel

$$
\mathcal{K}(t - s) = \sum_k |g_k|^2 e^{-i(\omega_k - \omega)(t-s)} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} M_k(\nu_f, \nu_i)
$$

(6.37)

such that the saddle point equations become

$$
\partial_t \begin{pmatrix} \tilde{\varphi}^+(t) \\ \tilde{\varphi}^-(t) \end{pmatrix} = \varepsilon^2 \int_0^\tau ds \mathcal{K}(t - s) \begin{pmatrix} \tilde{\varphi}^+(s) \\ \tilde{\varphi}^-(s) \end{pmatrix}.
$$

(6.38)

Similar to the procedure outlined in the previous chapter, we introduce a second time scale $\sigma = \varepsilon^2 t$ and write the formal dependence of the fields on both times $\tilde{\varphi}^+(t) \rightarrow \tilde{\varphi}^+(t, \sigma)$. The derivative becomes

$$
\partial_t \rightarrow \partial_t + \varepsilon^2 \partial_\sigma.
$$

(6.39)
We assume that the kernel $K$ only survives for short times, i.e. it only depends on the fast time, such that the integral becomes

$$\int_{\tau_0}^\tau ds \, K(t-s) \left( \frac{\varphi^+ (s)}{\varphi^- (s)} \right) \to \int_{\tau_0}^\tau ds \, K(t-s) \left( \frac{\varphi^+ (s, \sigma)}{\varphi^- (s, \sigma)} \right). \quad (6.40)$$

The fields thus satisfy the equation

$$(\partial_t + \varepsilon^2 \partial_\sigma) \left( \frac{\varphi^+ (t, \sigma)}{\varphi^- (t, \sigma)} \right) = \varepsilon^2 \int_{\tau_0}^\tau ds \, K(t-s) \left( \frac{\varphi^+ (s, \sigma)}{\varphi^- (s, \sigma)} \right). \quad (6.41a)$$

Assuming now an expansion of the form

$$\varphi^\pm (t, \sigma) = \tilde{\varphi}^\pm (\sigma) + \varepsilon \tilde{\varphi}^\pm (t, \sigma) + \varepsilon^2 \tilde{\varphi}^\pm (t, \sigma) + ... \quad (6.41b)$$

where

$$\tilde{\varphi}^\pm (\sigma) = \lim_{t \to \infty, \varepsilon^2 t = \text{cte}} \varphi^\pm (t, \sigma). \quad (6.41c)$$

We find that the lowest order $\tilde{\varphi}$ satisfies the equation

$$\partial_\sigma \left( \frac{\tilde{\varphi}^+ (\sigma)}{\tilde{\varphi}^- (\sigma)} \right) = \int_{\tau_0}^\tau ds \, K(t-s) \left( \frac{\tilde{\varphi}^+ (\sigma)}{\tilde{\varphi}^- (\sigma)} \right). \quad (6.42)$$

Let us write the discrete sum over the reservoir modes in (6.26) in terms of the spectral density

$$\sum_k |g_k|^2 \to \int d\omega \, J(\omega) \quad (6.43)$$

and define the integrals

$$\int d\omega \, J(\omega) \int_0^\infty dt \, e^{-i(\omega - \omega_0)(t-s)}$$

$$= \int d\omega \, J(\omega) \left[ \pi \delta (\omega - \omega_0) - iP \frac{1}{\omega - \omega_0} \right] = \frac{\Gamma}{2} + iS \quad (6.44a)$$

$$\int d\omega \, J(\omega) \int_{-\infty}^\infty dt \, e^{-i(\omega - \omega_0)(t-s)} = \int d\omega \, J(\omega)(2\pi \delta (\omega - \omega_0)) = \Gamma. \quad (6.44b)$$

Let us now transform the fields back $\varphi^\pm (t) \to e^{i\omega_0 t} \varphi^\pm (t)$ and write equation (6.42) explicitly with the above definitions. The result is

$$\partial_t \varphi^+ (t) = -i(\omega_0 + S) \varphi^+ (t) - \frac{\Gamma}{2} \varphi^+ (t) + \frac{\Gamma/\rho^i}{\rho^f/\rho^i + 1} \left( \rho_f \varphi^+ (t) + \varphi^- (t) \right) \quad (6.45a)$$

$$\partial_t \varphi^- (t) = -i(\omega_0 + S) \varphi^- (t) - \frac{\Gamma}{2} \varphi^- (t) + \frac{\Gamma/\rho^i}{\rho^f/\rho^i + 1} \left( \rho_f \varphi^+ (t) + \varphi^- (t) \right) \quad (6.45b)$$
6.3 Weak Coupling Master Equation

with

\[ \rho_{f/i} = e^{-i\nu_{f/i}/\omega_0}. \]  (6.46)

We define the functions

\[ u(t) = e^{(-i(\omega_0 + S) - \frac{\Gamma}{2})t} \]  (6.47a)
\[ w(t) = \frac{e^{\Gamma t}(\rho_f/\rho_i + 1)}{\rho_f/\rho_i + e^{\Gamma t}}, \]  (6.47b)

such that the solutions to (6.45) are

\[ \varphi^+(\tau) = u(\tau)w(\tau)\chi_i + \frac{1}{\rho_f}(w(\tau) - 1)\eta_f \]  (6.48a)
\[ \varphi^-(0) = \rho_f(u(\tau)w(\tau)\bar{u}(\tau) - 1)\chi_i + \bar{u}(\tau)w(\tau)\eta_f, \]  (6.48b)

which gives the components of the \( K \)-matrix

\[ K(\nu_i, \nu_f, \tau) = \begin{pmatrix} u(\tau)w(\tau) & \frac{1}{\rho_f}(w(\tau) - 1) \\ \rho_f(u(\tau)w(\tau)u^\dagger(\tau) - 1) & u^\dagger(\tau)w(\tau) \end{pmatrix}. \]  (6.49)

Note that the form of the matrix \( K \) is very similar to form obtained in [102], where the authors performed the partial trace \( \text{tr}_B(U(t, t_0)\rho \otimes \rho_B U^\dagger(t, t_0)) \).

6.3.2 Master equation

Using the explicit form of the matrix \( K \) and inverse-Fourier transforming (6.35) up to second order in the coupling strength leads to the hybrid master equation

\[ \dot{\rho}_C(E, \tau) = -i(\omega_0 + S)[a^\dagger a, \rho_C(E, \tau)] + \Gamma(N_{E+\omega}(\omega)a^\dagger \rho_C(E + \omega, t)a - \frac{\Gamma}{2}N_E(\omega)\{ a^\dagger a, \rho_C(E, \tau) \}] + \Gamma[1 - N_{E-\omega}(\omega)]a \rho_C(E - \omega, \tau)a^\dagger - \frac{\Gamma}{2}[1 - N_E(\omega)]\{ a^\dagger a, \rho_C(E, \tau) \} \]  (6.50)

where \( N_E(\omega) \) is occupation of modes with energy \( \omega \) when the bath has energy \( E \)

\[ N_E(\omega) = \frac{\text{tr}_B(P_E b_{\omega}^\dagger b_{\omega})}{\text{tr}_B(P_E)}. \]  (6.51)

Note that in the derivation of (6.50), the last term diagonal in \( \rho \) in (6.35) cancels. In the upcoming manuscript this is explicitly demonstrated using Forman’s theorem [103, 104, 105, 106, 107] to evaluate the functional determinant \( N \). The cancellation can also be inferred by recalling that \( \text{tr}_C \dot{\rho}(\nu_f, \nu_i, \tau) \) satisfies Bochner’s
theorem and therefore is the characteristic function of a probability distribution. As shown below, equation (6.50) preserves normalisation and positivity of the probability and therefore the final term in (6.35) must vanish. The positivity is checked by taking the trace $\text{tr}_C$ on both sides of (6.50), the right hand side is $> 0$ if $P(E, t) = 0$. To check the preservation of the norm, we suppose that the ground state of the bath has zero energy. Taking the partial trace $\text{tr}_C$ of the right hand side of (6.50) and integrating over the energy $\int_0^\infty dE$ leads to

$$\begin{align*}
- \int_0^\infty dE N_E(\omega) \text{tr}_C(aa^\dagger \rho_C(E, \tau)) \\
+ \int_0^\infty dE [1 - N_{E-\omega}(\omega)] \text{tr}_C(a^\dagger a \rho_C(E - \omega, \tau)).
\end{align*}$$

(6.52)

The first line is zero because $N_{E<0}(\omega) = 0$, the second line is zero since $\rho_C(E < 0, \tau) = 0$.

### 6.4 Zero temperature limit

Let us now consider the specific initial distribution where the bath is pinned at zero energy. This initial condition can be expressed by choosing an initial fermion-reservoir state

$$\tilde{\rho}_{C+R} = \rho_C \otimes \frac{e^{-\beta H_R}}{\text{tr}_R(e^{-\beta H_R})}$$

(6.53)

and taking the zero temperature limit $\beta \to \infty$. For our upcoming calculations, this formulation is more convenient so we replace the inverse Fourier transform over $\nu$ in equation (6.13) by the zero temperature limit

$$\int d\nu_i \text{tr}_B \left( e^{-i\nu_f H_B} U(\tau, \tau_0) \left( \hat{\rho}_C(\nu_i) \otimes e^{i\nu_i H_B} \right) U^\dagger(\tau, \tau_0) \right)$$

$$= \lim_{\beta \to \infty} \text{tr}_B \left( e^{-i\nu_f H_B} U(\tau, \tau_0) \left( \hat{\rho}_C \otimes e^{-\beta H_B} \right) U^\dagger(\tau, \tau_0) \right).$$

(6.54)

In zero-temperature limit the interaction part $S_I$ (6.23) of the action simplifies significantly

$$S_I[\phi^\pm] = -i \int_{\tau_0}^{\tau} dt ds \sum_k |g_k|^2 e^{-i\omega_k(t-s)} \begin{pmatrix} \phi^+(t) \\ \phi^-(t) \end{pmatrix}^T$$

$$\times \begin{pmatrix} -\theta(t-s) & 0 \\ -\rho_k & -\theta(s-t) \end{pmatrix} \begin{pmatrix} \phi^+(s) \\ \phi^-(s) \end{pmatrix}.$$
With this simplification, the solutions to the saddle point equations (6.26) can be expressed in terms of the function $x(t)$, which solves

$$
\partial_t x(t) = -i\omega_0 x(t) - \int d\omega J(\omega) \int_0^t ds e^{-i\omega(t-s)} x(s) \quad (6.56)
$$

where $J(\omega)$ is the spectral density introduced in (6.43). The solutions are

$$
\varphi^+(\tau) = x(\tau)\chi_i \quad (6.57a)
$$

$$
\varphi^-(\tau) = \bar{x}(\tau - t)\eta_f + \int d\omega J(\omega) \int_0^\tau d\sigma d\lambda \bar{x}(\tau - \sigma)e^{-i\omega(\sigma + \nu - \gamma)}x(\tau - \gamma)\chi_i \quad (6.57b)
$$

such that the $K$-matrix is

$$
K(\tau, \nu) = \begin{pmatrix} x(\tau) & 0 \\ \int d\omega J(\omega)e^{-i\nu\omega}D(\tau, \omega) & \bar{x}(\tau) \end{pmatrix} \quad (6.58)
$$

with

$$
D(\tau, \omega) = \int_0^\tau d\sigma d\lambda \bar{x}(\tau - \sigma)e^{-i\omega(\sigma - \gamma)}x(\tau - \gamma). \quad (6.59)
$$

With the explicit form of the $K$-matrix (6.58), it is straightforward to inverse-Fourier transform (6.35). The resulting master equation is

$$
\dot{\rho}_C(E, \tau) = -i\Omega_0(\tau)[a^\dagger a, \rho_C(E, \tau)]
$$

$$
+ \int d\omega J(\omega) \frac{\partial:\partial_{\tau}}{x(\tau)x(\tau)}a\rho_C(E - \omega, \tau)a^\dagger - \frac{\gamma(\tau)}{2}\{a^\dagger a, \rho_C(E, \tau)\} \quad (6.60)
$$

where we defined the frequency

$$
\Omega_0(\tau) = \frac{1}{2}(\partial_{\tau}x(\tau))x^{-1}(\tau) - (\partial_{\tau}\bar{x}(\tau))\bar{x}^{-1}(\tau) \quad (6.61)
$$

and the rate

$$
\gamma(\tau) = -[(\partial_{\tau}x(\tau))x^{-1}(\tau) + (\partial_{\tau}\bar{x}(\tau))\bar{x}^{-1}(\tau)]. \quad (6.62)
$$

Note that the rate is time dependent and not necessarily positive definite.

Similarly as in the weak-coupling case, the final term in equation (6.35) is zero. In this case it is due to the fact that $K^{+-} = 0$ and the function determinant $N$ is constant in time. This can be checked using Forman’s theorem [103, 104, 105, 106, 107], or as before inferred since one can check that the equation is
probability conserving by tracing over the central fermion degrees of freedom and by integrating over energy \( \int_{-\infty}^{\infty} dE \). The last line of the master equation (6.60) cancels because

\[
\int d\omega J(\omega) D(\tau, \omega) = 1 - \bar{x}(\tau) x(\tau),
\]

such that

\[
\int d\omega J(\omega) \frac{\partial \tau D(\tau, \omega)}{\bar{x}(\tau) x(\tau)} = \gamma(\tau).
\]

Equation (6.63) can be checked by integrating \( p(\tau, s) = \bar{x}(\tau - s) x(\tau - s) \) from 0 to \( \tau \) and using (6.56).

Let us now consider a Lorentzian spectral density

\[
J(\omega) = \frac{\Gamma d^2/2\pi}{(\omega - \epsilon)^2 + d^2}.
\]

For this spectral density we find that

\[
\int d\omega J(\omega) e^{-i\omega(t-s)} = \frac{\Gamma d}{2} \exp\left(-d|t-s| - \epsilon(t-s)\right).
\]

Figure 6.1 shows the rate \( \gamma(\tau) \) (6.62) as a function of time. Initially the rate is positive indicating that energy will flow from the central fermion to the bath. At later times the rate turns negative, energy will flow back into the central fermion not because of thermal activation but due to memory effects. For very long times, the rate relaxes to a constant value. Figure 6.2 displays this energy behaviour, additionally we show the probability for the central fermion to be in the up state.

The authors of [43] showed how master equations with non-positive definite rates such as (6.60) can still be unravelled as jump processes. Jumps with negative rates allow the system to jump back to a former state. These jumps are interpreted as information back flowing from the reservoir into the system. This behaviour is seen in Figure 6.2 as energy flows back into the central fermion, not due to thermal activation but negativity of the rate \( \gamma(\tau) \).

### 6.5 Outlook

In this chapter we present a formalism to derive a system-reservoir energy hybrid master equation from first principles. We study the zero temperature and weak
Figure 6.1: The rate $\gamma(\tau)$ (6.62) for a Lorentzian spectral density (6.65). The parameters used are $d = 0.1\omega_0$, $\epsilon = 1.1\omega_0$ and $\Gamma = \omega_0$.

Figure 6.2: Expected energy of the bath as a function of time. The initial state of the central fermion-fermion bath is $|1\rangle\langle 1| \otimes e^{-\beta H_B}$, with $\beta = 10/\omega_0$. The parameters are the same as those in Figure 6.1.
coupling limits for which we obtain an explicit form of the hybrid master equation. In the manuscript in preparation on which this chapter is based, we will present a general hybrid master equation valid at arbitrary system-reservoir coupling and non-zero temperature.

This general hybrid master equation allows us to study various experimentally relevant situations beyond the weak coupling limit. One example, motivated by recent experiments [80, 81], is to study the heat flowing through the fermion when it is coupled to one or more baths. We can also study calorimetric two-measurement thermodynamics similar to the scheme proposed in [18].

The dynamics of strongly coupled systems can exhibit non-Markovian dynamics. With a strong-coupling hybrid master equation we are able to express the non-Markovianity in terms a measurable quantity, the energy of the bath. In the zero temperature limit Figures 6.1 and 6.2 show clear signs of non-Markovianity. The decay rate $\gamma(\tau)$ can turn negative, effectively reversing the direction of the energy flow and causing the central fermion to regain energy from the bath.

Finally we are able to study differences between central fermion and central boson models. The question is whether, beyond weak coupling, we are able to detect distinct signatures of their different statistics.
Chapter 7

Summary

This dissertation reports on the research performed by the author during his doctoral studies. It provides an introduction to Articles I-IV and additionally covers new results in Chapter 6, which is the subject of an article in an advanced stage of preparation. The theoretical research is motivated by recent experimental developments which allow for the study of quantum effects in solid state devices. Specifically, the studies we present are focussed on heat currents and calorimetric measurements in quantum integrated circuits.

Chapter 2 provides a short introduction to weak and strong coupling methods for open quantum systems. Related to strong coupling, the results of Article IV are discussed. In this article the generating function for a driven spin-boson system is derived under the so-called non-interacting blip approximation.

We discuss the Floquet description of driven quantum systems in Chapter 3. We provide an introduction to earlier results and discuss the contribution of the author in Article I to extend an equivalence between Floquet systems and dressed oscillators to open strongly-driven systems.

Chapter 4 deals with calorimetric measurements in quantum integrated circuits. We discuss a specific experimental setup and earlier theoretical studies on this setup. Additionally, we present concrete numerical predictions for the experiment [18] reported in Articles II & III.

In Chapter 5 we introduce the technique of multiscale perturbation theory via a motivating example. We show how in Articles II & III this technique is used predict the steady-state properties of the setup [18].

In Chapter 6 we present new results of the derivation of a hybrid master equation for the state of a system and the energy of a reservoir. We study a fermion linearly coupled to a fermion bath, this quadratic model is integrable
and allows us to extend the description of the setup in Chapter 4 to strong system-reservoir coupling.
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