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Natural speech builds on contextual relations that can prompt predictions of upcoming utterances. To study the
neural underpinnings of such predictive processing we asked 10 healthy adults to listen to a 1-h-long audiobook
while their magnetoencephalographic (MEG) brain activity was recorded. We correlated the MEG signals with
acoustic speech envelope, as well as with estimates of Bayesian word probability with and without the contextual
word sequence (N-gram and Unigram, respectively), with a focus on time-lags. The MEG signals of auditory and
sensorimotor cortices were strongly coupled to the speech envelope at the rates of syllables (4-8 Hz) and of
prosody and intonation (0.5-2 Hz). The probability structure of word sequences, independently of the acoustical
features, affected the  2-Hz signals extensively in auditory and rolandic regions, in precuneus, occipital cortices,
and lateral and medial frontal regions. Fine-grained temporal progression patterns occurred across brain regions
100-1000 ms after word onsets. Although the acoustic effects were observed in both hemispheres, the contextual
in uences were statistically signi cantly lateralized to the left hemisphere. These results serve as a brain signature
of the predictability of word sequences in listened continuous speech, con rming and extending previous results
to demonstrate that deeply-learned knowledge and recent contextual information are employed dynamically and

in a left-hemisphere-dominant manner in predicting the forthcoming words in natural speech.

1. Introduction

Humans predict the future and interprets the present based on prior
experience. In the rich sensory environment of every-day life, the pre-
dictions take place continuously, for example during listening to on-
going natural speech—a very complex sensory input that healthy
adults are highly experienced in. In natural conversations, the silent
periods between the turns of two speakers are surprisingly short, on
average 250 ms, across all languages and cultures (Stivers et al., 2009).
So quick turn-takings imply predictive comprehension of the other par-
ticipant’s speech because purely reactive turn-taking would take
considerably longer (Levinson, 2016). Thus, an active listener continu-
ously updates the predictions of the forthcoming speech at several con-
ceptual levels and temporal scales. Altogether, the alignment to other
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person’s speech is a good example of smooth social interaction (Hari
et al., 2015).

In continuous speech, information unfolds serially, building on
context and resulting in complex sequential dependencies between
phonemes, words, and sentences. These contextual dependencies
comprise multiple time scales and are learned during healthy develop-
ment. Listening to natural speech therefore leads to predictions of up-
coming utterances, words, and even narratives. The corresponding brain
mechanisms should preferably be studied in similar naturalistic
conditions.

In the human brain, the temporal processing scales tend to be ordered
so that the shortest time windows—from milliseconds to hundreds of
milliseconds, or even seconds—occur close to early sensory areas
whereas higher-order processing integrates information over much
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longer time scales, up to tens of seconds in multiple brain areas (Hari
et al., 2010; Hari and Parkkonen, 2015; Hasson et al., 2008; Jaaskelainen
et al., 2011; Lerner et al., 2011, Stephens et al., 2013).

Given the complexity of natural speech and the multiple time scales of
the associated context-dependencies, the identi cation of the brain cor-
relates of word prediction becomes dif cult both in principle and in
practice. Functional magnetic resonance imaging (fMRI) has been suc-
cessfully used to pinpoint brain areas affected by predictability of words
in natural speech in the sense of entropy and surprisal (Willems et al.,
2016). However, time-accurate brain-recording methods, such as mag-
netoencephalography (MEG), electroencephalography (EEG), or elec-
trocorticography (ECoG), are needed for exploration of the underlying
brain events at time scales shorter than 1 s. MEG oscillations below 10 Hz
show a robust relationship to continuous auditory speech (e.g. Park et al.,
2015) and may indicate predictive neural processing. For example, in
macaque auditory cortex (Marton et al., 2019), frequencies below 10 Hz
are involved in low-to-high cross-frequency interactions assumed to
re ect top-down information processing in a predictive-coding frame-
work. In humans, neural entrainment to speech rate tends to persist after
an abrupt change of the speech rate which biases the perception of
subsequent words (Kosem et al., 2018). Moreover, in strongly con-
straining contexts, 4-7-Hz EEG power is increased as a response to un-
expected words (Rommers et al., 2017).

Because it is dif cult to unravel the neural correlates of context-
dependent predictive behavior in a naturalistic experimental setting,
we rstassumed that the discrepancy between expectations (predictions)
and actual sensory input is visible in the brain signals occurring during
speech listening. We then applied probabilistic language modeling to
assign the conditional probability for each word given the previous
words (and the prior probabilities of words in Finnish language). In other
words, large probabilities were assigned to predictable words, and vice
versa, and we analyzed brain activity by correlating the signals occurring
after word onsets with the conditional word probabilities assigned by the
model.

Here we focused on continuous low-frequency MEG uctuations
while looking for brain correlates of word predictability. We used 1-h
recordings where subjects were attentively listening to narrative
speech in an audiobook. Instead of spectral or coherence estimates often
used in studies of high-frequency brain oscillations in speci c time-
windows, we chose a wavelet-transform that sensitively reveals
changes in continuous brain activity. The resulting signals were then
cross-correlated with the sequence of estimated (log) probabilities by the
language model to provide detailed information of the lags of stimulus
effects in MEG signals, thus complementing the often-used coherence
computations with xed lags.

Our two language models—one based on word probabilities (—word
frequencies) and the other on conditional word probabilities given the
recent context, i.e. the previous words in the sequence— have concep-
tually different interpretations, and we found that their brain correlates
differ.

In the analysis, we tagged each word by its language-model proba-
bility estimate provided by an N-gram language model that had been
trained using a large Finnish text corpus. Instead of a typical word N-
gram model, we applied a subword varigram model that ts better to the
structure of the Finnish language (Hirsimaki et al., 2009). Finnish is a
morphologically rich language which does not have prepositions nor
articles. Instead, the words are typically composed of in ections, com-
pounds, and several subsequent suf xes that make the words longer and
more complex compared with English. Thus, it is not practical for Finnish
to build the language model of word units, because then the vocabulary
would need more than a million entries. Moreover, the length of the
required subword sequences to cover in ated words varies considerably,
which makes also the xed-N models, often used in psycholinguistic
literature and in neuroscienti ¢ and speech-recognition applications,
unpractical for the Finnish language. The established solution used in
speech recognition and machine translation in Finnish and in other
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morphologically rich languages is to build subword varigram models to
capture the linguistic relations in sentences needed to estimate the word
probabilities.

Brain mechanisms activated in naturalistic conditions would be
ideally studied using analysis approaches that bypass the need for stim-
ulus repetition and response averaging. We have previously applied ca-
nonical correlation analysis to maximize between-subjects correlation
after optimizing spatial Itering of non-averaged MEG signals from single
sensors (e.g. Lankinen et al., 2014; Koskinen et al., 2016). More recently,
models including linear stimulus—response relationships have been used
to relate e.g. speech envelope to continuous brain activity (Lalor and
Foxe, 2010), word frequency and acoustic power to broad-band (1-40
Hz) MEG signals (Brodbeck et al., 2018), as well as semantic dissimi-
larities between words in a listened narrative to 1-8 Hz EEG activity
(Broderick et al., 2018). While the models may represent estimates of
ensemble averages, stimulus repetition can be avoided. Here we used an
alternative method based on cross-correlations and language modelling
to detect acoustic and predictability-related modulations of brain signals
by single presentation of the listened narrative, without the need to
average brain signals.

Our main goal was to differentiate the predictability effects from
acoustic effects in the MEG signals. We thus computed correlations be-
tween source-level brain activity—at different time-lags and frequency
bands—and the probability-estimate sequence of the words by using two
language models to nd out where and when the brain activity is
consistently affected by the context of the words. Con rming previous

ndings with English language and N-gram modeling, our study dem-
onstrates the relevance of varigram modeling for Finnish as a highly
in ecting, morphologically rich language. We also show that different
frequency components of the ongoing MEG are differentially related to
these stimulus properties.

Preliminary results of these data have been presented in abstract form
(Koskinen et al., 2016).

2. Materials and methods
2.1. Materials

Ten healthy adults (5 females, 5 males; mean age 33 yrs, range 22-62
yrs) participated after informed consent. The protocol was approved by
the ethics committee of the Helsinki and Uusimaa Hospital District.

Whole-scalp MEG was acquired with 306-channel Elekta Neuromag™
neuromagnetometer (Elekta Oy, Helsinki, Finland) at the MEG Core of
Aalto Neurolmaging, Aalto University, Finland. Participants were
comfortably seated under the MEG dewar within the magnetically
shielded room. They listened to selected parts of the classic novel
Valskarin kertomuksia by Z. Topelius. Although the narrative is over
hundred years old (Finnish translation published in 1896) and differs
somewhat in vocabulary and style from modern Finnish, its language is
fully comprehensible and pleasant to contemporary adult listeners.
Notably, the computational language models that we used to explain a
part of listeners’ brain activity, were trained with contemporary texts (as
were our participants, of course). The story, lasting 1-h in total and
containing 7230 words, was played via a non-magnetic open- eld audio
speaker (Panphonics Ltd., Tampere, Finland) at comfortable loudness
level. The story was presented only once but divided into two recording
sessions carried out on separate days, with two ~15-min pieces played on
each day; for more details, see Koskinen and Seppa (2014).

The recording passband of MEG was 0.03-330 Hz and the sampling
rate 1000 Hz. Anatomical T1-weighted magnetic resonance images
(MRIs) of the brain were available for six subjects from prior studies with
permission (3-T scanner at the AMI Centre, AaltoNeuroimaging, Aalto
University, Finland). For four subjects, we used a template brain model
(‘fsaverage’, Freesurfer software; http://surfer.nmr.mgh.harvard.edu/),
scaled to match individual digitized head shape (MNE Python Toolbox;
Gramfort et al., 2013).
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2.2. MEG preprocessing

MEG data were down-sampled to 200 Hz applying an antialiasing FIR
low-pass Iter. External interference signals coming from the outside of
the head were reduced using spatial signal-space-separation (SSS) tech-
nique (Taulu et al., 2004). No further artifact processing was applied.
MEG analysis was performed using custom Matlab and Python scripts,
utilizing MNE Python and MNE Matlab Toolboxes.

The MEG signals were transformed by Mexican-hat wavelet to seven
timescales, corresponding to e-folding times (Torrence and Campo,
1998) from 660 ms to 44 ms or center frequencies from 0.5 to 8 Hz,
respectively. The Mexican-hat wavelet was chosen due to its temporal
accuracy, minimal temporal blurring, avoidance of Iter ‘ringing’ effects,
and sensitivity to both transients and expectedly subtle deviations in
(non-stationary) oscillatory rhythms that we were interested in.

Anatomical MR images were co-registered with MEG by digitized

ducial markers and head-shape points on the scalp. A single-layer
boundary-element model (BEM) of the brain surface was constructed
from anatomical MR images with FreeSurfer software. The minimum-
norm source-current estimates (MNEs; Hamalainen and IImoniemi,
1994) on the cortical surface were computed for wavelet-transformed
data of 306 MEG channels with free current-dipole orientations and
without depth weighting for 2562 sources per hemisphere. The noise
covariance matrices were computed from empty-room data recorded on
the same days as the participants’ data. Source space time-series of the
four separate recordings were concatenated and treated as continuous
1-h data. For three dipole orientations at each point in source space, the
signal component (derived from principal component analysis) explain-
ing the largest signal variance was used in the subsequent analysis.

2.3. Segmentation of the speech stream to words

The continuous speech was segmented into words and morphemes by
applying the AaltoASR speech- recognition system (Hirsimaki et al.,
2009) for forced alignment between speech and text. The best alignment
was based on the system’s acoustic phoneme models trained on speech
data of hundreds of native Finnish speakers by using the stochastic
hidden-Markov modeling framework.

2.4. Language models

2.4.1. N-grams and cloze probability
The probability of a word sequence wy; ...;wy of length M can be
expressed as

W .
Pwi...;Wy .. P Wijwi. k1 @)
k.1

by the chain rule. Probabilities in Eq. (1) are estimated from counting
occurrences of word sequences in large text corpora. As counting gets
impractical with long sequences, a preferable choice is to approximate
the conditional probabilities in Eqg. (1) by limiting the scrutiny to N words
by

PWiwi k1 P W jWe n s Wi g (@)

Eq. (2) is a generative stochastic model of word sequences, called N-
gram. The value of N is typically 1-5. As natural language data are typically
sparse (i.e. the observed words or sequences are rare or non-existing even in
large training sets), acommon procedure is to smooth these probabilities by
moving a part of the probability mass to unseen events and interpolating
rare N-grams with N-grams of smaller N (Chen and Goodman, 1999).
Evidently, Eq. (2) is related to the notion of cloze probability referring to the
probability of a word given the context, as subjectively assessed by human
observers. However, arguments have been presented about the biased na-
ture of cloze relative to corpus probabilities (Smith and Levy, 2011).
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2.4.2. Varigram model

As stated above, Finnish is a highly in ecting, morphologically rich
language where the size of the vocabulary expands tremendously with
different subsequent suf xes and compounds but with no prepositions
nor articles. Thus, we built the language model using morpheme-based
subword units (Hirsimaki et al., 2006). Because the length of the com-
mon morpheme sequences may in some cases extend over 10 units,
traditional ~ xed-N models are impractical, and we applied
variable-length N-grams called varigrams (Niesler and Woodland, 1999),
where the value N is adaptive and depends on the actual word sequence.
The purpose was to gain higher modeling accuracy by allowing larger N
values for common sequences, as long as the increasing N provided
relevant information. The N-gram probabilities in varigram model are
smoothed and computed just like in the normal N-gram.

The models were implemented using the open source VariKN tool
(Siivola et al., 2007) developed at Aalto University to estimate the
optimal varigram model for a text corpus. The algorithm ensures that
smoothing of the resulting varigram probabilities follows the
state-of-the-art Kneser-Ney smoothing (Chen and Goodman, 1999). We
trained the model for a standard written-style Finnish (Finnish Text
Collection 2004; http://www.kielipankki. /).

Because the model was built from subword sequences, it also esti-
mated the probability for the next subword. Importantly, the probability
of a whole word can be composed as a product of the (conditional)
probabilities of its subwords (Hirsimaki et al., 2006) similarly as the
probability of a word sequence can be composed as a product of proba-
bilities of single words. In the analysis, we compared the probability of
the current word computed with and without the context of the previous
words to nd the contribution of the previous words in predicting the
next word. In the varigram model built from subword units, we separated
the contributions of the subwords of the current word (called here the
unigram probability) from the full subword sequence covering also the
previous words (called here the varigram probability).

2.5. Analysis

Fig. 1 shows schematically the starting point of our analysis. First, the
transcripted audio narrative was associated word-by-word with the
output of the language model (here the N-gram), the time course of
which was then correlated with the resampled MEG time-series in the
desired frequency band, separately for each individual.

We used the language models to test the hypothesis that the neural
activity in brain areas related to speech processing—in addition to being
temporally correlated to the acoustical features of the speech—is
modulated by word probabilities. To this end, we computed group-level
cluster statistics on cross-correlations between each individual’s MEG
signal (in speci c frequency bands) and logarithmic word probability,
estimated by the unigram language model that does not contain
contextual cues. Importantly, in this analysis the effects that can be
explained by acoustical features of the speech were removed by partial
correlation analysis (see Section 2.6 below for details).

Next, having demonstrated that speech-related brain activity is sen-
sitive to word probabilities, we tested the hypothesis that brain signals
show the effect of (are correlated with) the sequence of conditional word
probabilities. This analysis was carried out by incorporating model-based
predictions (N-gram) of the next word given the prior word sequence.
Importantly, and consistent with the previous analysis, correlations that
can be explained by the speech envelope had been removed.

2.6. Clustering statistics

Down-sampled and wavelet-transformed MEG time-series were rst
segmented into 1000-ms epochs time-locked to all 7230 word onsets, and
then the MEG amplitudes at a given delay between 0 and 1000 ms with
respect to stimulus were correlated with the sequence of corresponding
logarithmic conditional word probabilities. We used partial correlations
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Fig. 1. Schematics of the analysis procedure. Top: The audio signal with the transcripted spoken text (in Finnish). Middle: Output of the N-gram language model; the
trace was correlated with the resampled MEG time-series. Bottom: Wideband (0.5-40 Hz) planar-gradiometer MEG signal from one planar sensor over the left

auditory cortex.

to control for the effects of speech envelope that re ects acoustic in-
tensity changes, such as accents that emphasize syllables or words and
may correlate with word informativeness directly and thereby inversely
with word probabilities (e.g. Pan and Kathleen, 1999). For each source
point, partial correlation was computed between the word probability
time series by language models and MEG amplitude (wavelet trans-
formed) time-series sampled at a speci c lag relative to the word onsets.
The lags from 0 to 1000 ms were separately investigated. Speech enve-
lope was similarly sampled relative to word onsets, for lags between

200 ms and 1000 ms, resulting in the matrix used for controlling en-
velope effects in the partial correlation computations. The procedure was
repeated separately for each subject, wavelet scale, and source point. For
one participant, only ~75% of data were used due to MEG-recording
artifacts.

For comparison, MEG and speech envelope time-series were cross-
correlated in a conventional manner using the maximum delay of
1000 ms for all the 1-h-long data.

The group statistics of correlations was computed using cluster-level
statistics based on (non-parametric) permutation of paired t-tests for
spatio-temporal data (Maris and Oostenveld, 2007; MNE Python toolbox
‘spatio_temporal_cluster_1samp _test’), thereby addressing the multiple
comparisons problem across space and time (p < 0.05) with Bonferroni
correction over seven frequency bands. For statistical testing, (cross-)
correlation coef cients at each source point were rst morphed into the
common anatomical template (‘fsaverage’, FreeSurfer software),
spatially smoothened and Fisher-transformed, resulting in 1000-ms
time-series at each 20484 vertices of the cortical surface model. Due to
the arbitrariness of the sign in principal component analysis at the MEG
preprocessing phase, we used the absolute values of the correlation co-
ef cients. Paired contrasts were formed by subtraction between the
correlation coef cients obtained in the experiment and control condi-
tions. In the control condition, the correlation was calculated between
the original MEG data and the probability sequence circularly shifted by
approximately half of the number of words. The circular shifting here
corresponded to switching the order of two halves of a sequence. Next,
the N-gram — Unigram contrast was formed by subtracting the absolute
values of the corresponding correlation coef cient timeseries.

We identi ed clusters contributing to rejection of null hypothesis in
statistical analysis. Thus, the plotted values should not be directly
interpreted as statistical signi cances of single source points (Sassenha-
gen and Draschkow, 2019). We marked sources and time-lags of the
cluster as ones in a new sources-by-times matrix and zeros elsewhere.
Deep structures below cingulate cortex were masked out. Time series in
presented gures represent summation of this matrix along source-axis,
divided by 10242, the number of vertices (sources) in one hemisphere.
Corresponding anatomical maps represent the duration spanned by the
cluster (code ‘mne.stats.summarize_clusters_stc’; Gramfort et al., 2013).
Instantaneous t-statistic maps are presented in Supplementary video
animations.

Similar statistics was used for hemispheric comparison of the corre-
lation coef cients where the contrasts were computed between sym-
metric vertex positions of the BEM model in two hemispheres. The closest
corresponding vertices in contralateral hemisphere were found by mir-
roring the MNI coordinates of each BEM vertex to the contralateral side.

3. Results
3.1. Coupling between brain activity and speech envelope

Fig. 2 shows the results of speech—-MEG coupling, that is the effects of
the acoustic envelope, aimed to produce a baseline for our study of the
contextual in uences on brain activity. The spatial distribution and the
delay-structure of clustering is illustrated for frequencies between 0.5
and 8 Hz. As expected, the main effects center around auditory cortices,
rolandic sensorimotor cortices and frontal lobes in both hemispheres.
The lower frequencies (0.5 and 1 Hz) displayed additional correlation
clusters also in frontal lobes, including the frontal eye elds. The delays
(shown in the right column) concentrated below 400 ms, and the
speech-brain correlations decreased with increasing frequency. The
Supplementary Videos “Envelope” display the temporal evolution of
instantaneous t-statistic maps for the speech—brain coupling and suggests
that the coupling varies between brain areas at different time-lags. The
videos also show the involvement of medial brain structures, such as
precuneus and medial prefrontal cortex. These results form the basis of
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Fig. 2. Correlation of MEG signals with speech envelope. Cluster-level statistical analysis revealed a signi cant difference between conditions (p < 0.05, Bonferroni
corrected). The colors code the time span (ms) of the cluster. On the right, the traces quantify the spatial extent of the cluster as the percentage of source points at each
time-lag, separately for the left and right hemispheres (black and red lines, respectively).

speech-brain coupling, an acoustic baseline, with which we compare the
effects of word probabilities.

3.2. Effects of word and conditional word probabilities

Fig. 3 shows the spatial distributions of cross-correlations between
MEG signals and word probabilities from the Unigram model (without

contextual cues) on the left, from the N-gram model (with conditional
word probabilities) in the middle, and their comparison on the right. As
noted before, in these analyses the correlations that can be explained by
the acoustical envelope have been removed.

Brain signals correlated statistically signi cantly with the Unigram
word probability sequence in the 0.5-Hz range in bilateral temporal lobes
and in left frontal and inferior rolandic areas (Fig. 3, left panel and
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Fig. 3. Cortical activity in four frequency bands associated with estimated word probability sequence by Unigram (left) and N-gram (middle). Right: Speech-brain
coupling associated with contextual effects, given as N-gram — Unigram contrast. Color-coding as in Fig. 2.

Supplementary Videos “Unigram”). The temporal progression of the
correlations revealed differences in word probability effects between
brain areas. From 200 to 300 ms, the correlation varied widely in the
temporal lobes and rolandic areas, and later on (after 500 ms), lateral and
medial prefrontal cortices and the right temporal pole regions got
involved. Because the Unigram model produced statistically signi cant
correlations only in the lowest frequency band (see below), we from this
on focus on the N-gram results and on the differences between the N-
gram and Unigram models.

Fig. 3 (middle panel) shows that the most consistent correlations
between MEG signals and conditional word probabilities (N-gram)
concentrate to the temporal lobes, lower rolandic areas and to frontal
regions. Statistically signi cant correlations were in the 0.5-Hz range
found in both hemispheres but at higher frequencies only in the left
hemisphere. Hemispheric differences were statistically signi cant at 1.5
Hz and 2 Hz. The delay plots in Fig. 3, as well as the temporal dynamics in
Fig. 4, show that the correlation effects were spatially most widespread at
a delay of about 400 ms at 1-2 Hz, extending up to 700-800 ms at 0.5 and
1 Hz. Instantaneous correlations e.g. at 2 Hz (Supplementary Videos “N-
gram”) revealed ne-grained progression patterns typically starting from
the left auditory cortex and insula, extending across the left temporal
lobe, occipital and the lateral and medial frontal cortices, throughout the
1-s range of lags studied.

The difference between N-gram and unigram correlations (Fig. 3,
right panel; Supplementary Videos “N-gram — Unigram”) resulted in
clustering only in the left hemisphere, involving widely the temporal
lobe, the inferior rolandic areas, and parts of the frontal lobe. However,
this hemispheric asymmetry when tested on the basis of correlation co-
ef cients was not statistically signi cant. The most widespread context

dependence occurred around 400 ms but with a wide tuning up to about
800 ms, depending on the frequency band. In superior and posterior
temporal cortices, the difference was apparent already at ~100 ms. The
medial frontal cortex was involved distinctively at 400 and 650 ms, and
the posterior temporal cortex at 700 ms. Correlations disappeared after
850 ms.

4. Discussion

We found that when subjects listened to connected natural speech,
their speech-related brain activity was modulated by the context of single
words. Speci cally, the MEG signals correlated with estimated context-
related, conditional word probabilities computed by N-gram in tempo-
ral, frontal, parietal and occipital brain regions, including mesial cortex,
at 2 Hz and below, revealing ne-grained spatiotemporal progression
patterns of cortical activity. Importantly, the coupling delays differed
between areas, revealing speech-brain coupling across most of the
neocortex; the effects were visible from about 100 ms on throughout the
studied 1000-ms analysis window, with prominent and widespread
coupling around 400 ms. Before the analyses with language models, we
had removed (via partial correlation) the effects of speech envelope as
the most prominent confounding factor, so that the results represent the
association between time-locked brain activity and the lexical-semantic
probability structure of the listened narrative, while controlling for a
large proportion of acoustical effects.

The evidence of predictive processing of on-going natural speech was
obtained by using a novel combination of source-localized MEG data,
language modeling, and statistical analysis. Our method—based on cross-
correlations in speci ¢ frequency bands—allows to study the relationship

Fig. 4. Spatiotemporal progression patterns of predictability effects within the given time-lag at 2-Hz band, shown separately for the N-gram (upper part) and the N-
gram — Unigram contrast (lower part). The small brain images display the mesial surfaces. The patterns were found only in the left hemisphere.
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between stimulus features and frequency-speci ¢ brain responses at
variable delays. We found that the acoustical features involved both
hemispheres consistently across the frequency bands (Fig. 2). These
patterns differed from language-model correlates. Importantly, even the
brain correlates of two different word probability estimates were found
to differ. Context-dependent word probabilities, N-grams, revealed left-
hemisphere-lateralized effects in 1 Hz, 1.5 Hz and 2 Hz frequency
bands (Fig. 3 and Supplementary videos), whereas the Unigram word
probability estimates did not. In the lowest 0.5 Hz band, both estimates
correlated with MEG signals in both hemispheres. Interestingly, the N-
gram — Unigram contrast (speci cally in 2 Hz), uncovering contextual
effects, revealed a spatiotemporal progression pattern starting from su-
perior and posterior temporal regions already around 100 ms, involving
medial frontal cortex at 400 ms, towards temporal poles, lateral and
orbitofrontal cortices, involving medial frontal cortex again at 650 ms,
and disappearing after 850 ms at posterior temporal cortex. These results
inform how short-term contextual information and deeply learned
knowledge of language can dynamically and complementarily affect, at
multiple levels of brain hierarchy, the processing of continuous speech.

4.1. Effects of acoustic speech envelope

Auditory cortices are known to react to listened speech with stimulus-
locked activity (Luo and Poeppel, 2007). The phase of oscillatory
auditory-cortex activity is temporally coupled to the speech envelope,
especially at syllable rate of about 4-8 Hz (Bourguignon et al., 2013;
Gross et al., 2013; Koskinen et al., 2013; Peelle et al., 2013). This
coupling between brain activity and listened speech is related to how
well the participants comprehend speech (Gross et al., 2013; Peelle et al.,
2013).

The coupling between speech envelope and MEG signals, that we used
as the baseline for nding out the context effects, thus reproduced pre-
vious reports of speech-brain coupling during listening to continuous
speech (see above) but also additionally demonstrated that activity in
rolandic and frontal brain areas—and thus not only of auditory area-
s—correlates with the speech envelope at frequencies corresponding to
the syllable rate (4-8 Hz) and at lower frequencies corresponding to
prosody and intonation (0.5-2 Hz). Thus, the rhythmic temporal struc-
ture of a continuous speech envelope was signi cantly and faithfully
represented in the activity of bilateral temporal, frontal and sensorimotor
areas, medial prefrontal regions, and precuneus.

4.2. Response delays

Our analysis approach enabled nding detailed spatiotemporal pro-
gression patterns of brain activity correlated to the speech signals,
demonstrating that brain areas are differentially affected by the listened
speech. Importantly, the dynamics was different for acoustic (correlation
with speech envelope) and predictability effects. Speci cally, correlation
with acoustics showed most prominent coupling at short delays that
decreased until about 400-ms delay for frequencies of 2-8 Hz. As ex-
pected, the slowly changing low-frequency oscillations below 1.5 Hz
showed little temporal variation with delay.

The dominant delay of context effects at 400 ms corresponds to the
peak latency of the N40O response observed in event-related EEG and
MEG recordings to words with low cloze probabilities (i.e. probabilities
that the word would smoothly complete a given sentence; Kutas and
Hillyard, 1984) or to words with semantic violations or other “anoma-
lies” (for reviews, see Kutas and Federmeier, 2011; Lau et al., 2008). Our
results agree with the EEG ndings of Broderick et al. (2018) interpreted
to indicate that the “mapping function of semantic features to neural
response shares traits with the N400”.

In our data, the probability sequences of words covaried with MEG
signals but the correlations between MEG and the envelope and the two
language models differed from each other both in spatial terms and in
time-lags. Thus the relation between our results and conventional evoked
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responses remains unclear at this point, but the presented methodology
and the observed progression patterns across a wide range of delays and
in different brain areas provide information that would be dif cult to
obtain with typical evoked-response studies.

4.3. Predictions of future words

Generally, it is well established that information cumulated into
memory is utilized predictively in human perception (Attneave, 1954;
Friston, 2002; Mumford, 1992; Rao and Ballard, 1999; Schuls and
Dickinson, 2000; Summer eld et al., 2006). It is likely that the rhyth-
micity of connected speech sets expectations for speech rate and that the
sensitivity to speech features is controlled by changes in neuronal
excitability (Peelle and Davis, 2012). Alignment of oscillations to stimuli
might serve as a mechanism for attentional selection (Lakatos et al.,
2008), modulated by top-down signals from left inferior cortex and
sensorimotor cortices to optimize speech-brain coupling (Park et al.,
2015).

Our work builds upon these and other prior studies on context-
dependent sequence processing, now extending from sublexical fea-
tures to the sequence of words, with respective timescales from milli-
seconds to seconds. For example, direct recordings from auditory cortex
in the temporal lobe have shown that responses to transitions of sound
segments (phonemes) within speech are modulated by the context, being
different for English words versus non-words (Leonard et al., 2015).
Moreover, scalp EEG recorded from subjects listening to audiobook
passages has re ected, in addition to the acoustic features of the speech,
also categorical phoneme-level speech processing (Di Liberto et al.,
2015). The EEG frequencies below 9 Hz also re ected learned permis-
sible phoneme sequences in English language (Di Liberto et al., 2019).
However, these ndings have recently been challenged through the use
of more comprehensive acoustic feature models (Daube et al., 2019).

N-gram-based probability sequences of words in natural speech have
been earlier associated with time-series of fMRI voxels, for example, in
superior temporal gyri and anterior temporal poles of both hemispheres,
in right amygdala, and in right inferior frontal sulcus (Willems et al.,
2016). With respect to syntax and grammatical structures, syntactic
complexity metrics have been shown to correlate with fMRI signals in
anterior and posterior temporal lobe (Brennan et al., 2016).

Regarding continuous brain activity, our study relates to and extends
recent intracranial recordings in humans and monkeys (Kikuchi et al.,
2017) that order violations in a sequence of nonsense words (with respect
to learned arti cial grammar) result in transient low-frequency (4-8 Hz)
oscillation coupling with >50 Hz (gamma) amplitude envelope in
450-700 ms latency in the auditory cortex. It is to be noted, however,
that the predictability effects in language-related brain region may also
be driven by the nested phrase structures of sentences, as has been sug-
gested on the basis of intracranial recordings of high-gamma activity
elicited by visual word-by-word presentation of sentences (Nelson et al.,
2017).

Altogether our results extend previous studies on the relationship
between brain activity and word context. In a statistical contrast of time
windows corresponding to high and low word predictability, Armeni
etal. (2019) reported signi cant differences at around 400-600 ms in the
left hemisphere. While our results are in line with these ndings,
considerable differences exist between our approaches: the analysis of
Armeni and coworkers was based on a few xed delays (0, 200, 400, and
600 ms) while our cross-correlation approach captured the increasing
delays for progressively more complex features (acoustics, word proba-
bility, context). Notably, spectral power inspected in an evoked response
setting differs clearly from our approach where uctuations of
low-frequency signals were inspected in a naturalistic listening task.
Similarly, using representational similarity analysis, Klimovich-Gray
et al. (2019) showed left-hemisphere lateralized activation in frontal
areas (BA45) that were sensitive to semantic context. Interestingly,
Broderick et al. (2018) related EEG activity to semantic structure by
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using a computational model of semantic dissimilarity combined with
lagged regression. Similar to our results they revealed strongest corre-
spondence at delays of 200-600 ms in centro-parietal EEG derivations.
Our results (cf. Fig. 3) suggest that these effects are dominated by slow

uctuations below 3 Hz, widespread in the left hemisphere and involving
mainly temporal and frontal brain areas. In the 0.5-Hz band, the effects
were bilateral.

Our data also support previous ndings that naturalistic stimuli can
trigger wide-spread brain activation that would be more dif cult to
identify with strictly controlled stimuli (see Hamilton and Huth, 2018).
The rich and complex characteristics of the natural continuous speech
allowed us to inspect brain correlates of different stimulus character-
istics—auditory envelope, word probability, and short-term contextual
processing—in the very same experiment. The key idea was to use
appropriate modelling as a proxy of hypothesized brain processing of
language, in combination with automatic speech-recognition algorithms
that enabled automatic estimation of a (conditional) probability for each
of the several thousand words in the listened prose text. The applied
models were explicitly tailored for Finnish language, and we expect
similar approaches to be useful also for other highly in ecting,
morphologically rich languages.

As a limitation, our study contained a small number of participants,
although each listening to the audiobook for 1 h, i.e. considerably longer
than what has been applied in previous studies. For source localization,
some subjects did not have individual anatomical MRIs but the head
model was assessed by a template, individually tted to head size based
on MEG-coil locations. Moreover, our reported results are based on
group-level cluster statistics.

5. Conclusions

By using MEG recordings where the narrative stimulus, lasting for 1 h,
was presented to a subject only once, we found that contextual infor-
mation has a major impact on how words and sequential events are
processed. We demonstrated that MEG low-frequency uctuations
convey predictability effects of speech input. In addition to deeply-
learned knowledge of language use, recent prior information, accumu-
lated in word sequences of natural speech, is dynamically and selectively
deployed in moment-by-moment processing of the ongoing speech.
Multiple brain areas in temporal lobes, but also in rolandic, prefrontal,
lateral and medial frontal cortices, and in occipital cortex showed activity
that could be explained to re ect predictive brain processing, with lags
expanding from about 100 to 800 ms from the word onsets. Above 1 Hz,
the predictability effects were left-hemisphere dominant. It was thus
possible to noninvasively pick up neural signals that in different fre-
guency bands were distinguishably sensitive to acoustic speech features,
word-probability effects, and to local contextual information deployed in
prospective, sequential information processing of natural continuous
speech.
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