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In Volume I of ‘Analysis in Banach spaces’ we presented essential techniques for the analysis of Banach space-valued functions, from integration theory and martingale inequalities to the extension of classical singular integral operators, such as the Hilbert transform and Mihlin Fourier multiplier operators, from $L^p$-spaces of scalar-valued functions to $L^p$-spaces of functions taking values in UMD Banach spaces.

In the present volume we concentrate on a second, closely related question central to the theory of evolution equations, namely how to extend various classical $L^2$-estimates and related Hilbert space techniques to the Banach space setting, in particular to the $L^p$-scale.

Already in the mid-1980s, motivated by the square root problem for sectorial operators, Alan McIntosh forged the classical theory of square functions in Fourier Analysis, pioneered by Paley, Marcinkiewicz–Zygmund, and Stein, into a powerful tool for the study of general sectorial operators on Hilbert spaces. Just as one can view Harmonic Analysis as the ‘spectral theory of the Laplacian’ (Strichartz), McIntosh’s square function techniques for sectorial operators capture essential singular integral estimates still available in this more general setting. Extension of these estimates to the $L^p$-setting requires a substitute for the basic Hilbertian orthogonality techniques on which they rely. The theory of random sums, in particular Rademacher sums and Gaussian sums, originally developed in the context of Probability Theory in Banach spaces and the Geometry of Banach spaces, provides just that. The fine properties of Banach space-valued random sums are intimately connected with various probabilistic notions such as type, cotype, and $K$-convexity which often take on the role of geometrical properties of the classical $L^p$-spaces that are explicit or implicit in the treatment of classical inequalities. The first two chapters of this volume present those aspects that are relevant to our purpose. For a fuller treatment of this fascinating topic the reader is referred to the rich literature on the Geometry of Banach spaces and Probability in Banach spaces.
Volume I already provided a first glance into the programme outlined above when we proved an operator-valued version of the Mihlin multiplier theorem by replacing the uniform boundedness condition on certain operator families appearing in the conditions of the Mihlin theorem by the stricter requirement of $R$-boundedness. This magic wand can be applied to a surprising number of operator theoretic Hilbert space results. This volume presents a wealth of analytical methods that allow one to verify the $R$-boundedness of many sets of classical operators relevant in applications to Harmonic Analysis and Stochastic Analysis.

A second tool to extend Hilbert space techniques to a Banach space setting consists of replacing $L^2$-spaces by generalised square function estimates which, in an abstract Banach space setting, can be alternatively described in an operator-theoretic way through the theory of radonifying operators. This class of operators connects the theory of Banach space-valued Gaussian random sums to methods from operator theory in a rather direct way, thus paving the way to substantial applications in vector-valued Harmonic Analysis and Stochastic Analysis. On an ‘operational level’, they display the same function space properties (such as versions of Hölder’s inequality, Fatou’s lemma, and Fubini’s theorem) as their classical counterparts do.

With these tools at hand we present a far reaching extension of the theory of the $H^\infty$-functional calculus on Hilbert spaces to the $L^p$-setting, including characterisations of its boundedness in terms of square function estimates, $R$-boundedness and dilations. From these flow the results which made the $H^\infty$-functional calculus so useful in the theory of evolution equations in $L^p$-spaces: the operator sum method, an operator valued calculus and a variety of techniques to verify the boundedness of the $H^\infty$-functional calculus for most differential operators of importance in applications.

The randomisation techniques and their operator theoretic counterparts worked out in the present book will also set the stage for Volume III. There we will present vector-valued function spaces, complete our treatment of vector valued harmonic analysis and discuss the theory of operator valued Itô integrals in UMD Banach spaces and their application to maximal regularity estimates for stochastic evolution equations with Gaussian noise. It is here that generalised square functions display their full power as they furnish a close link between stochastic estimates such as the vector valued Burkholder–Davis–Gundy inequalities and harmonic analytic properties of the underlying partial differential operator, encoded in its $H^\infty$-calculus.

* It is perhaps interesting to notice a change of generation in the contents of this volume compared to Volume I. With important exceptions mostly on the scale of subsections, the main body of the material presented in Volume I may be considered ‘classical’ by now. In fact, the following subjective definition of ‘classical’ has been has proposed by D. Cruz-Uribe (private communication): “Anything that was proved before I started graduate school.” By a three-
quarter majority within the present authorship, this definition would render all results obtained by mid-1980’s ‘classical’.

The main results of the first two chapters on random sums and their connections to Banach space theory are still largely classical in this sense. However, an important turning point occurs in the beginning of Chapter 8, dedicated to the notion of $R$-boundedness. Although the deep roots of this theory are older, its systematic development only begins in the 1990’s and reaches its full bloom around and after the turn of the millennium; some basic questions related to the comparison of $R$-boundedness with related notions were settled as recently as 2016. Likewise, while the foundations of the theory of radonifying operators are certainly classical, their interpretation and systematic exploitation as generalised square functions in Chapter 9 is a successful creation of the 2000’s. As for the theory of the $H^\infty$-calculus developed in the last chapter, only the groundwork in a Hilbert space context is classical. Its extension to Banach spaces is more recent, and especially its fundamental connections with the generalised square functions, a key theme of our treatment, have only been revealed during this century.

Two stylistic conventions of Volume I will stay in force in the present volume as well: Most of the time, we are quite explicit with the constants appearing in our estimates, and we especially try to keep track of the dependence on the main parameters involved. Some of these explicit quantitative formulations appear here for the first time. We also pay more attention than many texts to the impact of the underlying scalar field (real or complex) on the results under consideration. A careful distinction between linear and conjugate-linear duality is particularly critical to the correct formulation of some key results concerning the generalised square functions, which are among the main characters of the present volume.
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Chiara Gallarati, Fabian Hornung, Luca Hornung, Nick Lindemulder, Emiel Lorist, Bas Nieraeth, Jan Rozendaal, Emil Vuorinen, and Ivan Yaroslavtsev who did detailed readings of portions of this book. Needless to say, we take full responsibility for any remaining errors. A list with errata will be maintained on our personal websites. We wish to thank Klaas Pieter Hart for \LaTeX{} support.
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Symbols and notations

**Sets**

\[ \mathbb{N} = \{0, 1, 2, \ldots\} \] - non-negative integers
\[ \mathbb{Z} \] - integers
\[ \mathbb{Q} \] - rational numbers
\[ \mathbb{R} \] - real numbers
\[ \mathbb{C} \] - complex numbers
\[ \mathbb{K} \] - scalar field (\(\mathbb{R}\) or \(\mathbb{C}\))
\[ \mathbb{Z} = \mathbb{Z} \cup \{ -\infty, \infty \} \] - extended integers
\[ \mathbb{R}_+ = (0, \infty) \] - positive real line
\[ B_X \] - open unit ball
\[ S_X \] - unit sphere
\[ B(x, r) \] - open ball centred at \(x\) with radius \(r\)
\[ \mathbb{D} \] - open unit disc
\[ \mathcal{S} = \{ z \in \mathbb{C} : 0 < \Im z < 1 \} \] - unit strip
\[ \Sigma_\omega \] - open sector of angle \(\omega\)
\[ \Sigma_\omega^{\text{bi}} \] - open bisector of angle \(\omega\)
\[ T = \{ z \in \mathbb{C} : |z| = 1 \} \] - unit circle

**Vector spaces**

\( c_0 \) - space of null sequences
\( C \) - space of continuous functions
\( C_0 \) - space of continuous functions vanishing at infinity
\( C^\alpha \) - space of Hölder continuous functions
\( C_b \) - space of bounded continuous functions
\( C_c \) - space of continuous functions with compact support
\( C_c^\infty \) - space of continuous functions with compact support
\( \mathcal{C}^p \) - Schatten class
\( \varepsilon_N(X), \varepsilon(X) \) - Rademacher sequence spaces
\( \gamma_N(X), \gamma(X) \) - Gaussian sequence spaces
γ(H, X) - space of γ-radonifying operators
γ(S; X) - shorthand for γ(L²(S), X)
γ∞(H, X) - space of almost summing operators
γ∞(S; X) - shorthand for γ∞(L²(S), X)
H - Hilbert space
H⁺ - Bessel potential space
H⁺p - Hardy space
H(0, X₁) - space of homomorphic functions on the strip
lp - space of p-summable sequences
lp - space of p-summable finite sequences
Lp - Lebesgue space
Lpq - Lorentz space
Lp,∞ - weak-Lp
L(X, Y) - space of bounded linear operators
Mlp(Rd; X, Y) - space of Fourier multipliers
M(Rd; X, Y) - Mihlin class
M' - space of Schwartz functions
M' - space of tempered distributions
Wkp - Sobolev space
Wkp - Sobolev-Slobodetskii space
X, Y, . . . - Banach spaces
XC - complexification
XCK - Gaussian complexification
X*, Y*, . . . - dual Banach spaces
X∅, Y∅, . . . - strongly continuous semigroup dual spaces
X ⊗ Y - tensor product
[X₀, X₁]₀ - complex interpolation space
(X₀, X₁)₀ - real interpolation spaces

Measure theory and probability

A - σ-algebra
dfn = fn - fn−1 - nth martingale difference
eₙ - signs in K, i.e., scalars in K of modulus one
εₙ - Rademacher variables with values in K
E - expectation
F, G, . . . - σ-algebras
F - collection of sets in F on which f is integrable
E(·|) - conditional expectation
γn - Gaussian variables
h₁ - Haar function
µ - measure
||µ|| - variation of a measure
(Ω, A, P) - probability space
P - probability measure
real Rademacher variables
$(S, \mathcal{A}, \mu)$ - measure space
$\sigma(f, g, \ldots)$ - $\sigma$-algebra generated by the functions $f, g, \ldots$
$\sigma(\mathcal{C})$ - $\sigma$-algebra generated by the collection $\mathcal{C}$
$\tau$ - stopping time
$w_\alpha$ - Walsh function

**Norms and pairings**

| $\cdot | \cdot$ | modulus, Euclidean norm |
| $\| \cdot \| = \| \cdot \|_X$ | norm in a Banach space $X$ |
| $\| \cdot \|_p = \| \cdot \|_{L^p}$ | $L^p$-norm |
| $\langle \cdot, \cdot \rangle$ | duality |
| $\langle \cdot, \cdot \rangle$ | inner product in a Hilbert space |
| $a \cdot b$ | inner product of $a, b \in \mathbb{R}^d$ |

**Operators**

$A$ - closed linear operator
$A^\ast$ - adjoint operator
$A^\ominus$ - part of $A^\ast$ in $X^\ominus$
$D(A)$ - domain of $A$
$D_j$ - pre-decomposition
$\Delta$ - Laplace operator
$\gamma(\mathcal{T})$ - $\gamma$-bound of the operator family $\mathcal{T}$
$\gamma_p(\mathcal{T})$ - $\gamma$-bound of $\mathcal{T}$ with respect to the $L^p$-norm
$\mathcal{D}$ - dyadic system
$\partial_j = \partial/\partial x_j$ - partial derivative with respect to $x_j$
$\partial^\alpha$ - partial derivative with multi-index $\alpha$
$\mathbb{E}(\cdot | \cdot)$ - conditional expectation
$\mathcal{F} f$ - Fourier transform
$\mathcal{F}^{-1} f$ - inverse Fourier transform
$\mathcal{H}$ - Hilbert transform
$H$ - periodic Hilbert transform
$J_\alpha$ - Bessel potential operator
$\ell^2(\mathcal{T})$ - $\ell^2$-bound of the operator family $\mathcal{T}$
$\mathcal{L}(X, Y)$ - space of bounded operators from $X$ to $Y$
$\mathcal{L}_{so}(X, Y)$ - idem, endowed with the strong operator topology
$N(A)$ - null space of $A$
$\mathcal{N}(\mathcal{T})$ - $R$-bound of the operator family $\mathcal{T}$
$\mathcal{N}_p(\mathcal{T})$ - $R$-bound of $\mathcal{T}$ with respect to the $L^p$-norm
$R(A)$ - range of $A$
$R_j$ - $j$th Riesz transform
$S, T, \ldots$ - bounded linear operators
$S(t), T(t), \ldots$ - semigroup operators
$S^\ast(t), T^\ast(t), \ldots$ - adjoint semigroup operators on the dual space $X^\ast$
\(S^\circ(t), T^\circ(t), \ldots\) - their parts in the strongly continuous dual \(X^\circ\)
\(T^*\) - adjoint of the operator \(T\)
\(T^*\) - Hilbert space (hermitian) adjoint of Hilbert space operator \(T\)
\(T_m\) - Fourier multiplier operator associated with multiplier \(m\)
\(T \otimes I_X\) - tensor extension of \(T\)

Constants and inequalities

\(\alpha_{p,X}\) - Pisier contraction property constant
\(\alpha_{p,X}^\pm\) - upper and lower Pisier contraction property constant
\(\beta_{p,X}\) - UMD constant
\(\beta_{p,X}^\pm\) - UMD constant with signs \(\pm 1\)
\(\beta_{p,X}^\pm\) - upper and lower randomised UMD constant
\(c_{q,X}\) - cotype \(q\) constant
\(c_{q,X}^\pm\) - Gaussian cotype \(q\) constant
\(\Delta_{p,X}\) - triangular contraction property constant
\(h_{p,X}\) - norm of the Hilbert transform on \(L^p(\mathbb{R}; X)\)
\(K_{p,X}\) - \(K\)-convexity constant
\(K_{p,X}^\gamma\) - Gaussian \(K\)-convexity constant
\(\kappa_{p,q}\) - Kahane–Khintchine constant
\(\kappa_{p,q}^\gamma\) - idem, for real Rademacher variables
\(\kappa_{p,q}^\gamma\) - idem, for Gaussian sums
\(\kappa_{p,q,X}\) - idem, for a fixed Banach space \(X\)
\(\tau_{p,X}\) - type \(p\) constant
\(\tau_{p,X}^\gamma\) - Gaussian type \(p\) constant
\(\varphi_{p,X}(\mathbb{R}^d)\) - norm of the Fourier transform \(\mathcal{F} : L^p(\mathbb{R}^d; X) \rightarrow L^{p'}(\mathbb{R}^d; X)\).

Miscellaneous

\(\leftrightarrow\) - continuous embedding
\(1_A\) - indicator function
\(a \lesssim b\) - \(\exists C\) such that \(a \leq Cb\)
\(a \lesssim_{p,p} b\) - \(\exists C\), depending on \(p\) and \(P\), such that \(a \leq Cb\)
\(C\) - generic constant
\(\mathcal{C}\) - complement
\(d(x, y)\) - distance
\(f^*\) - maximal function
\(\hat{f}\) - reflected function
\(\tilde{f}\) - Fourier transform
\(\check{f}\) - inverse Fourier transform
\(f * g\) - convolution
\(\Im\) - imaginary part
\(Mf\) - Hardy–Littlewood maximal function
\(p' = p/(p - 1)\) - conjugate exponent
\(p^* = \max\{p, p'\}\)
\( \Re \) - real part
\( s \land t = \min\{s, t\} \)
\( s \lor t = \max\{s, t\} \)
\( x \) - generic element of \( X \)
\( x^* \) - generic element of \( X^* \)
\( x \otimes y \) - elementary tensor
\( x^+, x^-, |x| \) - positive part, negative part, and modulus of \( x \)
Standing assumptions

Throughout this book, two conventions will be in force.

1. Unless stated otherwise, the scalar field $\mathbb{K}$ can be real or complex. Results which do not explicitly specify the scalar field to be real or complex are true over both the real and complex scalars.

2. In the context of randomisation, a *Rademacher variable* is a uniformly distributed random variable taking values in the set $\{z \in \mathbb{K} : |z| = 1\}$. Such variables are denoted by the letter $\varepsilon$. Thus, whenever we work over $\mathbb{R}$ it is understood that $\varepsilon$ is a real Rademacher variable, i.e.,

$$
\mathbb{P}(\varepsilon = 1) = \mathbb{P}(\varepsilon = -1) = \frac{1}{2},
$$

and whenever we work over $\mathbb{C}$ it is understood that $\varepsilon$ is a complex Rademacher variable (also called a *Steinhaus variable*), i.e.,

$$
\mathbb{P}(a < \arg(\varepsilon) < b) = \frac{1}{2\pi}(b - a).
$$

Occasionally we need to use real Rademacher variables when working over the complex scalars. In those instances we will always denote these with the letter $r$. Similar conventions are in force with respect to Gaussian random variables: a *Gaussian random variable* is a standard normal real-valued variable when working over $\mathbb{R}$ and a standard normal complex-valued variable when working over $\mathbb{C}$.
Random sums

One of the main themes in these volumes is the use of probabilistic techniques in general, and random sums in particular, in Banach space-valued Analysis. A first glimpse of their usefulness was already offered by the classical Theorem 2.1.9 of Paley, Marcinkiewicz and Zygmund on the extendability of bounded operators on $L^p(S)$ to bounded operators on $L^p(S; H)$, the proof of which involved estimates on Gaussian random sums. On the other hand, Rademacher random sums played a key role both in the formulation and in the proofs of the Littlewood–Paley theory in $L^p(\mathbb{R}^d; X)$ developed in Chapter 5.

In the chapter at hand, we will make a systematic investigation of the properties of the mentioned the two aforementioned species of random sums, Rademacher and Gaussian sums. The first three Sections 6.1, 6.2, and 6.3 are concerned with their basic relations and estimates in the context of finite sums, whereas Section 6.4 is devoted to two fundamental convergence results, the Itô–Nisio theorem and the Hoffmann-Jørgensen–Kwapień theorem, for infinite random series. In the final Section 6.5, we present Pisier’s theorem on the comparison of Rademacher sums and trigonometric sums. It will be applied in the further development of the Littlewood–Paley theory, to which we return in Chapter 8.

With one exception, the present chapter deals with general aspects of random sums that remain valid in arbitrary Banach spaces. The rich interplay between more sophisticated estimates for these sums on the one hand, and the properties of the underlying Banach spaces on the other hand, will be taken up in the following Chapter 7. The exception is the Hoffmann-Jørgensen–Kwapień theorem, which relates the convergence of $X$-valued random sums to the containment of $c_0$ as an isomorphic subspace in $X$. It will play an important role in Chapter 9, where we extend the present considerations of random sums over finite or countable sequences $x_n = f(n)$ in order to deal with certain ‘randomised norms’ of functions $f$ on general measure spaces. This, in turn, provides a powerful tool for the study of the $H^\infty$-calculus in the last chapter.
6.1 Basic notions and estimates

We begin with a brief discussion of the notion of random variable in the Banach space-valued context. We refer the reader to Appendix E for an introduction to some standard notions of probability theory.

Let $X$ be a (real or complex) Banach space.

**Definition 6.1.1.** An $X$-valued random variable is an $X$-valued strongly measurable function $\xi$ defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

The underlying probability space $(\Omega, \mathcal{F}, \mathbb{P})$ will always be considered given and fixed, and when several random variables are considered simultaneously we will assume them to be defined on the same probability space, unless the contrary is stated (and there are also cases when this is useful).

The notion of strong measurability has been studied in great detail in Chapter 1. We recall that a function is said to be strongly measurable if it is the pointwise limit of a sequence of simple functions. By the Pettis measurability theorem (Theorem 1.1.6) a function $\xi$ is strongly measurable if and only if it is separably-valued and weakly measurable, where the latter means that the scalar-valued functions $\langle \xi, x^* \rangle$ are measurable in the usual sense for all functionals $x^* \in X^*$. Moreover, strongly measurable functions are measurable (Corollary 1.1.2), i.e., the pre-images of open sets are measurable, and in separable Banach spaces the notions of strong measurability and measurability coincide (Corollary 1.1.10). As a consequence of these facts, standard definitions and results for measurable random variables taking values in separable metric spaces, such as those collected in Appendix E, apply in the present setting.

**Remark 6.1.2 (Strong measurability versus strong $\mathbb{P}$-measurability).** A further subtlety concerns the distinction between strong measurability and strong $\mu$-measurability (cf. Definitions 1.1.4 and 1.1.14). Recall that a function is said to be strongly $\mathbb{P}$-measurable if it is $\mathbb{P}$-almost everywhere (in contrast to everywhere) the pointwise limit of a sequence of simple functions; if we work over a general measure space it is furthermore required that the approximating simple functions be supported on sets of finite measure. If $\xi$ is a strongly $\mathbb{P}$-measurable, then $\xi$ can be redefined on a $\mathbb{P}$-null set to become a strongly measurable random variable $\overline{\xi}$ (Proposition 1.1.16). We may then define

$$\mathbb{P}(\xi \in B) := \mathbb{P}(\overline{\xi} \in B)$$

for any set $B$ in $\mathcal{B}(X)$, the Borel $\sigma$-algebra of $X$. This definition is independent of the choice of the pointwise defined representative $\xi$ and allows one to treat strongly $\mathbb{P}$-measurable functions as random variables. As long as we are dealing with properties of random variables that only depend on their (joint) distributions, we may thus use the notions of ‘strongly measurable’ and ‘strongly $\mathbb{P}$-measurable’ interchangeably, and we will indeed do so. Only
when the risk of confusion arises we will be more precise in this respect, for instance when dealing with the \( \sigma \)-algebra generated by a random variable or a family of random variables.

In the same vein, an integrable random variable will always mean a random variable that is Bochner integrable with respect to \( \mathbb{P} \).

The Bochner integral of an integrable \( X \)-valued random variable \( \xi \) is called its mean (value) or expectation and is denoted by \( \mathbb{E}(\xi) \) or just \( \mathbb{E}\xi \). Thus,

\[
\mathbb{E}\xi := \int_{\Omega} \xi \, d\mathbb{P}.
\]

The distribution of \( \xi \) is the Borel probability measure \( \mu_{\xi} \) on \( X \) defined by

\[
\mu_{\xi}(B) := \mathbb{P}(\xi \in B), \quad \xi \in \mathcal{B}(X).
\]

As a consequence of the substitution rule (Theorem 1.2.6), the expectation of an integrable random variable is given in terms of its distribution by

\[
\mathbb{E}\xi = \int_{X} x \, d\mu_{\xi}(x).
\]

Simple criteria for random variables to have the same distribution can be given in terms of the so-called characteristic function, which is discussed in Section E.1.c.

A family of \( X \)-valued random variables \( (\xi_i)_{i \in I} \) is said to be independent if for all choices of distinct indices \( i_1, \ldots, i_N \in I \) and all \( B_1, \ldots, B_N \in \mathcal{B}(X) \) we have

\[
\mathbb{P}(\xi_{i_1} \in B_1, \ldots, \xi_{i_N} \in B_N) = \prod_{n=1}^{N} \mathbb{P}(\xi_{i_n} \in B_n),
\]

or equivalently (by Dynkin’s lemma, Lemma A.1.3) the distribution of the \( X^N \)-valued random variable \( (\xi_{i_1}, \ldots, \xi_{i_N}) \) equals the product of the distributions of the \( \xi_{i_n} \). For further details the reader is referred to Section E.1.b.

The identity

\[
\mathbb{E}(\xi_1\xi_2) = \mathbb{E}\xi_1 \cdot \mathbb{E}\xi_2
\]

for independent scalar-valued integrable random variables \( \xi_1 \) and \( \xi_2 \) admits the following extension to the vector-valued case. For a discussion of independence of random variables with values in a metric space we refer to Appendix E.

**Proposition 6.1.3.** Let \( X_1, X_2, Y \) be Banach spaces and \( \beta : X_1 \times X_2 \to Y \) be a bounded bilinear mapping. If the random variables \( \xi_1 \) and \( \xi_2 \) are independent and integrable, with values in \( X_1 \) and \( X_2 \) respectively, then \( \beta(\xi_1, \xi_2) \) is integrable and

\[
\mathbb{E}\beta(\xi_1, \xi_2) = \beta(\mathbb{E}\xi_1, \mathbb{E}\xi_2).
\]
Proof. The integrability of \( \beta(\xi_1, \xi_2) \) follows from

\[
E \|\beta(\xi_1, \xi_2)\| \leq \|\beta\| E(\|\xi_1\| \|\xi_2\|) = \|\beta\| E\|\xi_1\| E\|\xi_2\| < \infty,
\]

where \( \|\beta\| := \sup\{\|\beta(x_1, x_2)\| : \|x_1\|, \|x_2\| \leq 1\} \) is finite by assumption.

To prove the identity for the expectation we proceed as follows. Let \( A_1 \leq \mathcal{E}(\mathcal{A}_1) \) and \( A_2 \leq \mathcal{E}(\mathcal{A}_2) \) (we use the notation \( \mathcal{E}(\mathcal{A}) \) to denote the \( \mathcal{E}\)-algebra generated by \( \mathcal{A} \)). Then, by bilinearity,

\[
E \beta(1_{A_1} \otimes x_1, 1_{A_2} \otimes x_2) = E(1_{A_1} 1_{A_2} \beta(x_1, x_2))
\]

\[
= E(1_{A_1}) E(1_{A_2}) \beta(x_1, x_2)
\]

\[
= \beta(E(1_{A_1} \otimes x_1), E(1_{A_2} \otimes x_2)).
\]

Once again by bilinearity, this proves the identity \( E \beta(\phi_1, \phi_2) = \beta(E\phi_1, E\phi_2) \) for all simple \( \phi_k : \Omega \to X_k \) that are \( \sigma(\xi_k)\)-measurable, \( k = 1, 2 \). By dominated convergence, this implies the same identity for arbitrary \( \phi_k \in L^1(\Omega, \sigma(\xi_k); X_k) \); in particular, this proves the identity for \( \xi_1 \) and \( \xi_2 \). \( \square \)

It is evident how to extend this result to the multilinear case, and to the sesquilinear case when \( \mathbb{K} = \mathbb{C} \). The prime examples of interest include duality and scalar multiplication

\[
\beta(x, x^*) := \langle x, x^* \rangle \quad X_1 = X, \ X_2 = X^*, \ Y = \mathbb{K},
\]

\[
\beta(\lambda, x) := \lambda x \quad X_1 = \mathbb{K}, \ X_2 = Y = X.
\]

In such cases, we will apply Proposition 6.1.3 casually, without an explicit reference to either the proposition or a particular “bilinear form”.

6.1.a Symmetric random variables and randomisation

A distinguished role in the subsequent developments is played by random variables with a simple additional property:

Definition 6.1.4 (Symmetric random variables). An \( X \)-valued random variable is called:

(1) symmetric, if \( \xi \) and \( e\xi \) are identically distributed for all \( e \in \mathbb{K} \) with \( |e| = 1 \);
(2) real-symmetric, if \( \xi \) and \( -\xi \) are identically distributed.

Clearly, symmetry implies real-symmetry, and in real Banach spaces the two notions coincide. In complex Banach spaces a random variable \( \xi \) is symmetric if and only if \( \xi \) and \( e^{i\theta}\xi \) are identically distributed for all \( \theta \in [0, 2\pi] \). We will sometimes refer to the latter property as complex-symmetry.

Symmetric random variables have a useful monotonicity property with respect to taking \( L^p\)-norms:
Proposition 6.1.5. Let $\xi$ and $\eta$ be $X$-valued random variables. If $\eta$ is real-symmetric and independent of $\xi$, then for all $1 \leq p \leq \infty$ we have

$$\|\xi\|_{L^p(\Omega; X)} \leq \|\xi + \eta\|_{L^p(\Omega; X)}.$$ 

Somewhat informal statements such as this one are to be interpreted in the obvious way; for instance, here we are saying that $\xi + \eta$ is also in $L^p(\Omega; X)$, and it is clear that

$$\|\xi\|_{L^p(\Omega; X)} \leq \|\xi + \eta\|_{L^p(\Omega; X)} + \|\eta\|_{L^p(\Omega; X)}.$$

Proof. The real-symmetry of $\eta$ and the independence of $\xi$ and $\eta$ imply that $\xi + \eta$ and $\xi - \eta$ are identically distributed, and therefore

$$E\|\xi\|^p = \frac{1}{2} E[(\|\xi + \eta\|^p + (\|\xi - \eta\|^p)]^{1/p} \leq \frac{1}{2} E\|\xi + \eta\|^p + \frac{1}{2} E\|\xi - \eta\|^p = (E\|\xi + \eta\|^p)^{1/p}.$$

Here we took $1 \leq p < \infty$; the modification needed for $p = \infty$ is obvious.

As a typical application, suppose $(\xi_n)_{n=1}^N$ is a sequence of independent real-symmetric scalar-valued random variables and $(x_n)_{n=1}^N$ is a sequence in $X$. Then, for all $I \subseteq \{1, \ldots, N\}$,

$$\left\| \sum_{n \in I} \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^p(\Omega; X)}.$$

By a limiting argument, a similar inequality holds for convergent random series. A more general inequality, the Kahane contraction principle, will be discussed in the next section.

Of special interest are Rademacher and Gaussian random variables.

Definition 6.1.6 (Rademacher variables and sequences). A Rademacher variable is a random variable uniformly distributed over $\{z \in \mathbb{K} : |z| = 1\}$. A Rademacher sequence consists of independent Rademacher variables $\varepsilon_n$.

In the real case, a Rademacher variable $\varepsilon$ takes the values $\pm 1$ with equal probability $\frac{1}{2}$, i.e.,

$$\mathbb{P}(\varepsilon = 1) = \mathbb{P}(\varepsilon = -1) = \frac{1}{2}.$$

In the complex case, a Rademacher variable is a random variable with uniform distribution on the unit circle in the complex plane. Classically, such variables are sometimes called Steinhaus random variables. If we wish to use real Rademachers in a complex setting, this will be explicitly mentioned and the notation $r$ will be used instead of $\varepsilon$.

The notion of a Gaussian random variable is discussed at length in Appendix E.2, and we will not repeat it here. We only point out that this notion is adapted to the scalar field in the same way as the notion of symmetry.
and that of a Rademacher variable. If we wish to use real Gaussian variables when working over the complex scalars, we will always mention this explicitly. In this situation we will use the notation \( g \) for real Gaussians and reserve the notation \( \gamma \) for complex Gaussians. Whereas Rademacher variables are intimately connected with unconditionality and provide the tool for randomisation techniques, the main virtue of Gaussians is their invariance under the orthogonal group. This is the basis of the principle of covariance domination, the consequences of which will be explored in later chapters.

**Definition 6.1.7 (Gaussian sequences).** A Gaussian sequence consists of independent standard Gaussian variables \( \gamma_n \).

The reader should keep in mind that both the definition of symmetry and that of Rademacher and Gaussian variables depends on the choice of the underlying scalar field. Although this convention is perhaps not entirely standard in the Probability literature, it is analogous to the standard convention in Functional Analysis that a linear map is a real-linear map in the real case and a complex-linear map in the complex case. We wish to emphasise that this is not an accidental observation but a key point: our definition of symmetry is consistent with the scalar multiplication of the underlying Banach space \( X \). The advantages of this approach will become clear along the way.

The Rademacher variables are often hiding in the background, even when their presence is not immediately obvious, thanks to the following basic lemma, which may be regarded as a toy model of the randomisation technique discussed below.

**Lemma 6.1.8 (Polar decomposition).** Let \( \xi \) be a symmetric \( X\)-valued random variable, and \( \varepsilon \) an independent Rademacher variable. Then \( \xi \) and \( \varepsilon \xi \) are identically distributed.

If \( X = \mathbb{K} \), they are also identically distributed with \( \varepsilon |\xi| \).

**Proof.** Preserving the joint distributions, we may assume that the independent random variables are defined on different probability spaces \( \Omega_\xi \) and \( \Omega_\varepsilon \). We denote the corresponding probabilities and expectations by obvious subscripts. Then

\[
\mathbb{P}(\varepsilon \xi \in B) = \mathbb{E}_\varepsilon \mathbb{E}_\xi \mathbf{1}_{\{\xi \in B\}} = \mathbb{E}_\varepsilon \mathbb{E}_\xi \mathbf{1}_{\{\xi \in B\}} = \mathbb{P}(\xi \in B),
\]

where the critical step \((*)\) used the fact that, for each fixed \( \omega \in \Omega_\varepsilon \), the random variables \( \varepsilon(\omega)\xi \) and \( \xi \) on \( \Omega_\xi \) have equal distribution by the assumed symmetry of \( \xi \).

If \( X = \mathbb{K} \) we can make a similar computation

\[
\mathbb{P}(\varepsilon \xi \in B) = \mathbb{E}_\varepsilon \mathbb{E}_\xi \mathbf{1}_{\{\varepsilon \xi \in B\}} = \mathbb{E}_\varepsilon \mathbb{E}_\xi \mathbf{1}_{\{\varepsilon |\xi| \in B\}} = \mathbb{P}(\varepsilon |\xi| \in B).
\]

In \((*)\) we used the fact that, for each fixed \( \omega \in \Omega_\xi \), the random variables \( \xi(\omega)/|\xi(\omega)| \cdot \varepsilon \) and \( \varepsilon \), and therefore also \( \xi(\omega)\varepsilon \) and \( |\xi(\omega)|\varepsilon \), have equal distribution by the assumed symmetry of \( \varepsilon \). \( \Box \)
6.1 Basic notions and estimates

Randomisation

We will now present an extremely useful result that permits one to change the signs of the coefficients in a sum of independent symmetric variables in a deterministic or random way. For its formulation we need a definition.

Definition 6.1.9. Let $I$ and $J$ be index sets.

- Two families of random variables $(\xi_i)_{i \in I}$ and $(\eta_i)_{i \in I}$ are called identically distributed if for all indices $i_1, \ldots, i_N \in I$ the random variables $(\xi_{i_1}, \ldots, \xi_{i_N})$ and $(\eta_{i_1}, \ldots, \eta_{i_N})$ are identically distributed.
- Two families of random variables $(\xi_i)_{i \in I}$ and $(\eta_j)_{j \in J}$ are called independent if for all indices $i_1, \ldots, i_N \in I$ and $j_1, \ldots, j_M \in J$ the random variables $(\xi_{i_1}, \ldots, \xi_{i_N})$ and $(\eta_{j_1}, \ldots, \eta_{j_M})$ are independent.

By Dynkin’s lemma (Lemma A.1.3), the random variables $(\xi_1, \ldots, \xi_N)$ and $(\eta_1, \ldots, \eta_N)$ are identically distributed if and only if

$$\mathbb{P}(\xi_1 \in B_1, \ldots, \xi_N \in B_N) = \mathbb{P}(\eta_1 \in B_1, \ldots, \eta_N \in B_N)$$

for all Borel sets $B_1, \ldots, B_N$. In particular, two families of independent random variables are identically distributed if and only if for every $i \in I$ the random variables $\xi_i$ and $\eta_i$ are identically distributed.

Likewise, the random variables $(\xi_1, \ldots, \xi_N)$ and $(\eta_1, \ldots, \eta_M)$ are independent if and only if

$$\mathbb{P}(\xi_1 \in B_1, \ldots, \xi_N \in B_N, \eta_1 \in C_1, \ldots, \eta_M \in C_M) = \mathbb{P}(\xi_1 \in B_1, \ldots, \xi_N \in B_N) \mathbb{P}(\eta_1 \in C_1, \ldots, \eta_M \in C_M)$$

for all Borel sets $B_1, \ldots, B_N$ and $C_1, \ldots, C_M$. It is not true, however, that two families of independent random variables $(\xi_i)_{i \in I}$ and $(\eta_i)_{i \in I}$ are independent if for all $i, i' \in I$ the random variables $\xi_i$ and $\eta_i$ are independent.

Example 6.1.10. Let $\varepsilon_1$ and $\varepsilon_2$ be independent Rademacher variables and let $\eta := \varepsilon_1 \varepsilon_2$. Then clearly $\{\varepsilon_1, \varepsilon_2\}$ and $\{\eta\}$ are not independent; however, $\eta$ is independent of both $\varepsilon_1$ and $\varepsilon_2$. In fact, assuming without loss of generality that $\varepsilon_1$ and $\varepsilon_2$ are defined on different probability spaces $\Omega_1, \Omega_2$, we have

$$\mathbb{P}(\varepsilon_1 \in A, \eta \in B) = \mathbb{E}_1 \mathbb{E}_2(1_{\{\varepsilon_1 \in A\}}1_{\{\varepsilon_1 \varepsilon_2 \in B\}}) = \mathbb{E}_1(1_{\{\varepsilon_1 \in A\}}) \mathbb{E}_2(1_{\{\varepsilon_1 \varepsilon_2 \in B\}})$$

$$= \mathbb{E}_1(1_{\{\varepsilon_1 \in A\}}) \mathbb{E}_2(1_{\{\varepsilon_2 \in B\}}) = \mathbb{E}_1(1_{\{\varepsilon_1 \in A\}}) \mathbb{E}_2(1_{\{\varepsilon \in B\}}),$$

where $\mathbb{E}_1(1_{\{\varepsilon_1 \in A\}}) = \mathbb{P}(\varepsilon_1 \in A)$ and

$$\mathbb{E}_2(1_{\{\varepsilon_2 \in B\}}) = \mathbb{E}_1 \mathbb{E}_2(1_{\{\varepsilon_2 \in B\}}) = \mathbb{E}_1 \mathbb{E}_2(1_{\{\varepsilon_1 \varepsilon_2 \in B\}}) = \mathbb{P}(\eta \in B).$$

Proposition 6.1.11 (Randomisation). Let $(\xi_n)_{n \geq 1}$ be a sequence of independent and symmetric $\mathcal{X}$-valued random variables, let $(\varepsilon_n)_{n \geq 1}$ be a sequence in $\{z \in \mathbb{K} : |z| = 1\}$, and let $(\varepsilon_n)_{n \geq 1}$ be a Rademacher sequence which is independent of $(\xi_n)_{n \geq 1}$.\)
The sequences $(\xi_n)_{n \geq 1}$, $(\epsilon_n \xi_n)_{n \geq 1}$, and $(\epsilon_n |\xi_n|)_{n \geq 1}$ are identically distributed.

(2) If the random variables $\xi_n$ are scalar-valued, then the sequences $(\xi_n)_{n \geq 1}$ and $(\epsilon_n |\xi_n|)_{n \geq 1}$ are identically distributed.

The same result holds if one replaces \{symmetric, $K$, Rademacher\} by \{real-symmetric, $\mathbb{C}$, real Rademacher\}.

\textbf{Proof.} (1): By independence, we may assume that each $\xi_n$ and $\epsilon_n$ is defined on a different probability space, say $\Omega_n$ and $\epsilon_n$ on $\Omega'_n$. From this it is clear that the sequence $(\epsilon_n \xi_n)_{n \geq 1}$ since the random variables are defined on the different probability spaces $\Omega_n \times \Omega'_n$.

Thus it suffices to show that for each fixed $n \geq 1$, the random variables $\xi_n$, $\epsilon_n \xi_n$, and $\epsilon_n |\xi_n|$ are identically distributed. For $\xi_n$ and $\epsilon_n \xi_n$ this is the definition of symmetry. For $\xi_n$ and $\epsilon_n |\xi_n|$, this is Lemma 6.1.8.

(2): As above, it suffices to prove that $\xi_n$ and $\epsilon_n |\xi_n|$ are identically distributed. This follows from Lemma 6.1.8. \hfill $\Box$

A first application of these ideas is the following simple maximal estimate.

\textbf{Proposition 6.1.12 (Lévy’s inequality).} \textit{Let $\xi_1, \ldots, \xi_n$ be independent real-symmetric $X$-valued random variables, and put $S_k := \sum_{j=1}^k \xi_j$ for $k = 1, \ldots, n$. Then for all $r \geq 0$ we have}

$$P\left( \max_{1 \leq k \leq n} \|S_k\| > r \right) \leq 2P(\|S_n\| > r).$$

\textbf{Proof.} Put

$$A := \left\{ \max_{1 \leq k \leq n} \|S_k\| > r \right\},$$

$$A_k := \{\|S_1\| < r, \ldots, \|S_{k-1}\| < r, \|S_k\| > r\}; \quad k = 1, \ldots, n.$$

The sets $A_1, \ldots, A_n$ are disjoint and $\bigcup_{k=1}^n A_k = A$.

The identity $S_k = \frac{1}{2}(S_n + (2S_k - S_n))$ implies that

$$\{\|S_k\| > r\} \subseteq \{\|S_n\| > r\} \cup \{\|2S_k - S_n\| > r\}.$$

By Proposition 6.1.11, $(\xi_1, \ldots, \xi_n)$ and $(\xi_1, \ldots, \xi_k, -\xi_{k+1}, \ldots, -\xi_n)$ are identically distributed, which, in view of the identities

$$S_n = S_k + \xi_{k+1} + \cdots + \xi_n, \quad 2S_k - S_n = S_k - \xi_{k+1} - \cdots - \xi_n,$$

implies that $(\xi_1, \ldots, \xi_k, S_n)$ and $(\xi_1, \ldots, \xi_k, 2S_k - S_n)$ are identically distributed. Hence,

$$P(A_k) \leq P(A_k \cap \{\|S_n\| > r\}) + P(A_k \cap \{\|2S_k - S_n\| > r\})$$

$$= 2P(A_k \cap \{\|S_n\| > r\}).$$
Summing over $k$, we obtain
\[
\mathbb{P}(A) = \sum_{k=1}^{n} \mathbb{P}(A_k) \leq 2 \sum_{k=1}^{n} \mathbb{P}(A_k \cap \{\|S_n\| > r\}) = 2\mathbb{P}(\|S_n\| > r).
\]

\[\square\]

6.1.b Kahane’s contraction principle

One of the most useful tools for estimating random sums is the following contraction principle due to Kahane, which asserts that scalar sequences act as multipliers with respect to the $L^p$-norm. The randomisation technique gives us this immediate extension from a version already covered in Proposition 3.2.10.

**Theorem 6.1.13 (Kahane’s contraction principle).** Let $1 \leq p \leq \infty$ and let $(\xi_n)_{n=1}^{N}$ be a sequence of independent random variables in $L^p(\Omega; X)$.

(i) If all $\xi_n$ are $\mathbb{K}$-symmetric, then for all sequences $(a_n)_{n=1}^{N}$ in $\mathbb{K}$ we have
\[
\left\| \sum_{n=1}^{N} a_n \xi_n \right\|_{L^p(\Omega; X)} \leq \max_{1 \leq n \leq N} |a_n| \left\| \sum_{n=1}^{N} \xi_n \right\|_{L^p(\Omega; X)}.
\]

(ii) If all $\xi_n$ are $\mathbb{R}$-symmetric, then for all sequences $(a_n)_{n=1}^{N}$ in $\mathbb{C}$ we have
\[
\left\| \sum_{n=1}^{N} a_n \xi_n \right\|_{L^p(\Omega; X)} \leq \frac{\pi}{2} \max_{1 \leq n \leq N} |a_n| \left\| \sum_{n=1}^{N} \xi_n \right\|_{L^p(\Omega; X)}.
\]

The constants in these inequalities are sharp.

**Proof.** The special case that $\xi_n = \varepsilon_n x_n$ in (i) or $\xi_n = r_n x_n$ in (ii) has already been treated in Proposition 3.2.10. We will use randomisation to reduce the general statement to this special case.

Indeed, letting $(\varepsilon_n)_{n=1}^{N}$ be an independent Rademacher sequence on another probability space $\Omega'$, we have
\[
\left\| \sum_{n=1}^{N} a_n \xi_n \right\|_{L^p(\Omega; X)} = \left\| \sum_{n=1}^{N} a_n \varepsilon_n \xi_n \right\|_{L^p(\Omega; L^p(\Omega'; X))}
\]
\[
\leq \max_{1 \leq n \leq N} |a_n| \left\| \sum_{n=1}^{N} \varepsilon_n \xi_n \right\|_{L^p(\Omega; L^p(\Omega'; X))}
\]
\[
= \max_{1 \leq n \leq N} |a_n| \left\| \sum_{n=1}^{N} \xi_n \right\|_{L^p(\Omega; X)}
\]
in case (i), and (ii) is proved similarly with obvious modifications. Both equalities above are based on randomisation, and the inequality is the special case of the theorem proved in Proposition 3.2.10, with \( \varepsilon_n x_n \) in place of \( \xi_n \). The sharpness has already been observed in this special case.

While the above chain of identities and estimates above is meaningful for all \( p \in [1, \infty] \), one can also derive the case \( p = \infty \) simply as the limit \( p \to \infty \) of finite exponents, using \( \|f\|_{L^{\infty}(\Omega)} = \lim_{p \to \infty} \|f\|_{L^p(\Omega)} \).

Remark 6.1.14. The symmetry assumption may be dropped from one of the variables \( \xi_n \), say \( \xi_1 \), in Theorem 6.1.13. Namely, suppose that \( \xi_1, \ldots, \xi_N \) are independent and \( \xi_2, \ldots, \xi_N \) are \( \mathbb{K} \)-symmetric, and consider a random variable \( \varepsilon \) uniformly distributed over \( \{z \in K : |z| = 1\} \) and independent of all \( \xi_1, \ldots, \xi_N \). Then \((\xi_1, \varepsilon \xi_2, \ldots, \varepsilon \xi_N)\) is equidistributed with \((\xi_1, \xi_2, \ldots, \xi_N)\), and

\[
\left\| \sum_{n=1}^N a_n \xi_n \right\|_{L^p(\Omega; X)} = \left\| a_1 \xi_1 + \sum_{n=2}^N a_n \varepsilon \xi_n \right\|_{L^p(\Omega; X)} = \left\| a_1 \varepsilon \xi_1 + \sum_{n=2}^N a_n \xi_n \right\|_{L^p(\Omega; X)},
\]

where \( \varepsilon \xi_1 \) is a \( \mathbb{K} \)-symmetric random variable. In particular, it follows that

\[
\left\| a_1 \varepsilon \xi_1 + \sum_{n=2}^N a_n \xi_n \right\|_{L^p(\Omega; X)} \leq \left\| a\right\|_\infty \left\| \sum_{n=1}^N \xi_n \right\|_{L^p(\Omega; X)},
\]

This formulation includes Proposition 6.1.5 as a special case.

6.1.c Norm comparison of different random sums

In this subsection we prove several basic \( L^p \)-norm comparisons between the different types of random sums discussed so far.

Rademacher sums versus other symmetric random sums

We begin with the comparison of Rademacher sums against random sums involving general symmetric random coefficients.

Proposition 6.1.15 (Comparison). Let \( 1 \leq p \leq \infty \) and let \( (\xi_n)_{n=1}^N \) be a sequence of independent symmetric random variables in \( L^p \) and let \( (\varepsilon_n)_{n \geq 1} \) denote a Rademacher sequence. Then for all \( x_1, \ldots, x_N \in X \) we have

\[
\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)} \leq \max_{1 \leq n \leq N} \frac{1}{\mathbb{E}[\xi_n]} \left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^p(\Omega; X)}.
\]

Note that in the case \( \xi_n \) is real/complex symmetric, the Rademacher sequence in the above result should be real/complex as well.
Proof. We may assume that the sequences \((\xi_n)_{n=1}^N\) and \((\varepsilon_n)_{n=1}^N\) are defined on two separate probability spaces \(\Omega_\xi\) and \(\Omega_\varepsilon\). Expectations will be denoted by \(E_\xi\) and \(E_\varepsilon\) respectively. We may also assume that \(E_\xi|\xi_n| > 0\), since otherwise there is nothing to prove.

Let \(\xi_n := \xi_n / E_\xi|\xi_n|\). By the Kahane contraction principle it suffices to prove the inequality

\[
E_\varepsilon \left\| \sum_{n=1}^N \xi_n x_n \right\|^p \leq E_\xi \left\| \sum_{n=1}^N \xi_n x_n \right\|^p.
\]

By Proposition 6.1.11 the sequences \((\xi_n)_{n=1}^N\) and \((\varepsilon_n|\xi_n|)_{n=1}^N\) are identically distributed. Using this together with the fact that \(E_\xi|\xi_n| = 1\) and Jensen's inequality, we estimate, for \(p \in [1, \infty)\),

\[
E_\varepsilon \left\| \sum_{n=1}^N \xi_n x_n \right\|^p = E_\varepsilon \left\| \sum_{n=1}^N \varepsilon_n |\xi_n| x_n \right\|^p \\
\leq E_\varepsilon E_\xi \left\| \sum_{n=1}^N \varepsilon_n |\xi_n| x_n \right\|^p = E_\xi \left\| \sum_{n=1}^N \xi_n x_n \right\|^p.
\]

The case \(p = \infty\) can be obtained as the limit \(p \to \infty\) in the statement. □

A converse estimate holds for uniformly bounded random variables:

**Proposition 6.1.16.** Let \((\xi_n)_{n \geq 1}\) be a sequence of independent symmetric random variables in \(L^\infty\). Then for all \(x_1, \ldots, x_N \in X\) and \(1 \leq p \leq \infty\) we have

\[
\left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \max_{1 \leq n \leq N} \|\xi_n\|_{L^\infty} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}.
\]

**Proof.** By Proposition 6.1.11 and the contraction principle we have

\[
\left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^p(\Omega; X)}^p = E_\xi E_\varepsilon \left\| \sum_{n=1}^N \varepsilon_n \xi_n x_n \right\|^p \\
\leq E_\xi \max_{1 \leq n \leq N} \|\xi_n\|_{L^\infty}^p \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^p \\
\leq \max_{1 \leq n \leq N} \|\xi_n\|_{L^\infty}^p \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}^p
\]

if \(p \in [1, \infty)\), and the case \(p = \infty\) follows by taking the limit \(p \to \infty\). □

We now specialise to the comparison of Rademacher and Gaussian random sums. To this purpose, we recall the identities (cf. (E.2) and (E.4))
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Example 6.1.18. Let \((\varepsilon_n)_{n=1}^N\) be the standard basis of \(\ell_\infty^N\). Then

\[
E \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}^p = 1 \quad \text{and} \quad E \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega; X)}^p \geq E \max_{1 \leq n \leq N} |\gamma_n|^p \geq \frac{(\log(N))^{p/2}}{5^{p/2}}
\]

for any \(p \in [1, \infty)\). Here the final estimate follows from (E.10). In particular, there does not exist any finite constant \(C \geq 0\) such that

\[
\left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega; c_0)} \leq C \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; c_0)}
\]

holds for all \(N \geq 1\).

Real-symmetric sums versus complex-symmetric sums

We now turn to the comparison of real and complex versions of our basic random sums. Propositions 6.1.19 and 6.1.21 show that it is always possible to translate estimates in terms of complex Rademachers or Gaussians into estimates for real Rademachers or Gaussians.

Proposition 6.1.19. Let \((r_n)_{n=1}^N\) and \((\varepsilon_n)_{n=1}^N\) be real and complex Rademacher sequences, respectively, and let X be a complex Banach space. Then for all \(x_1, \ldots, x_N \in X\) and \(1 \leq p \leq \infty\) we have

\[
\frac{2}{\pi} \left\| \sum_{n=1}^N r_n x_n \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)} \leq \frac{\pi}{2} \left\| \sum_{n=1}^N r_n x_n \right\|_{L^p(\Omega; X)}.
\]

Moreover, the constant \(\frac{\pi}{2}\) in the second estimate is optimal.
6.1 Basic notions and estimates

Proof. We may assume that \((r_n)_{n \geq 1}\) and \((\varepsilon_n)_{n \geq 1}\) are defined on distinct probability spaces \(\Omega\) and \(\Omega'\). For each fixed \(\omega' \in \Omega'\), we have

\[
\frac{2}{\pi} \left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^p(\Omega;X)} \leq \left\| \sum_{n=1}^{N} r_n \varepsilon_n(\omega') x_n \right\|_{L^p(\Omega;X)} \leq \frac{\pi}{2} \left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^p(\Omega;X)},
\]

where the second estimate is an application of the contraction principle (Theorem 6.1.13(ii)) with \(a_n = \varepsilon_n(\omega')\) and \(\xi_n = r_n x_n\), and the first one is also seen as an application of the same result by taking \(a_n = \varepsilon_n(\omega)\) and \(\xi_n = r_n \varepsilon_n(\omega) x_n\).

Taking the \(L^p(\Omega')\)-norms and using the randomisation identity

\[
\left\| \sum_{n=1}^{N} r_n \varepsilon_n x_n \right\|_{L^p(\Omega;\Omega';X)} = \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega';X)},
\]

we obtain the claimed estimate.

We show that the estimate is optimal in the end-point case \(p = 1\). It suffices to consider \(X = \mathbb{C}\). Assume the second estimate holds with constant \(C\) instead of \(\frac{\pi}{2}\). Let \(x_n = e^{2\pi in/N}\). Then we have the following chain

\[
1 = \frac{1}{N} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^\infty(\Omega)} \leq \frac{C}{N} \left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^\infty(\Omega)} \to \frac{2C}{\pi},
\]

where the first identity is verified in Lemma 6.1.20 below, and the final limit as \(N \to \infty\) has been evaluated in the proof of Proposition 3.2.10. This shows that \(C \geq \frac{\pi}{2}\).

The proof of sharpness above used the following simple result concerning the \(L^\infty\)-norms of Rademacher sums.

**Lemma 6.1.20.** For all scalars \(a_1, \ldots, a_N\),

\[
\left\| \sum_{n=1}^{N} a_n \varepsilon_n \right\|_{L^\infty(\Omega)} = \sum_{n=1}^{N} |a_n|.
\]

**Proof.** Without loss of generality we can assume \(a_n \neq 0\) for all \(1 \leq n \leq N\). The inequality \(\left\| \sum_{n=1}^{N} a_n \varepsilon_n \right\|_{L^\infty(\Omega)} \leq \sum_{n=1}^{N} |a_n|\) is trivial. To prove the opposite inequality we consider the real and complex case separately.

In the real case one has

\[
P\left( \left| \sum_{n=1}^{N} a_n \varepsilon_n \right| = \sum_{n=1}^{N} |a_n| \right) \geq \sum_{n=1}^{N} \{\varepsilon_n = \text{sgn}(a_n)\} = 2^{-N}.
\]

From this the required inequality follows. In the complex case let \(\alpha \in (0, \pi/2)\) be arbitrary. Then
\[
\mathbb{P}\left( \left| \sum_{n=1}^{N} a_n \varepsilon_n \right| \geq \cos(\alpha) \sum_{n=1}^{N} |a_n| \right) \\
\geq \mathbb{P}\left( \Re \sum_{n=1}^{N} a_n \varepsilon_n \geq \cos(\alpha) \sum_{n=1}^{N} |a_n| \right) \\
\geq \mathbb{P}\left( \bigcap_{n=1}^{N} \{ |\arg(a_n \varepsilon_n)| \leq \alpha \} \right) = (\alpha/\pi)^N.
\]

Therefore, \( \| \sum_{n=1}^{N} a_n \varepsilon_n \|_{L^p(\Omega)} \geq \cos(\alpha) \sum_{n=1}^{N} |a_n| \). As \( \alpha \in (0, \pi/2) \) was arbitrary, the result follows.

We have the following Gaussian analogue of Proposition 6.1.19.

**Proposition 6.1.21.** Let \( (g_n)_{n \geq 1} \) and \( (\gamma_n)_{n \geq 1} \) and be real and complex Gaussian sequences, respectively, and let \( X \) be a complex Banach space. Then for all \( x_1, \ldots, x_N \in X \) and \( 1 \leq p < \infty \) we have

\[
\frac{1}{\sqrt{2}} \left\| \sum_{n=1}^{N} g_n x_n \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega; X)} \leq \sqrt{2} \left\| \sum_{n=1}^{N} g_n x_n \right\|_{L^p(\Omega; X)}.
\]

Moreover, the constant \( \frac{1}{\sqrt{2}} \) in the first estimate is optimal.

**Proof.** On a possibly larger probability space let \( (g'_n)_{n \geq 1} \) be a real Gaussian sequence which is independent of \( (g_n)_{n \geq 1} \). By Proposition 6.1.5,

\[
\left\| \sum_{n=1}^{N} g_n x_n \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{n=1}^{N} (g_n + ig'_n) x_n \right\|_{L^p(\Omega; X)}.
\]

The first inequality follows from this by noting that the random variables \( g_n + ig'_n \) are independent complex Gaussians with variance 2. The second inequality follows by considering real and imaginary parts separately and noting that \( \Re \gamma_n \) and \( \Im \gamma_n \) are independent Gaussians with variance \( \frac{1}{2} \).

The constant \( \sqrt{2} \) on the left-hand side of the estimate is optimal already for \( N = 1 \). Indeed, from (E.2) and (E.4) we see that

\[
\frac{\|g\|_p}{\|\gamma\|_p} = \frac{\sqrt{2} \Gamma((p+1)/2)}{\pi^{1/(2p)} \Gamma(p/2 + 1)}.
\]

Letting \( p \to \infty \), the latter tends to \( \sqrt{2} \) by elementary arguments.

**Remark 6.1.22.** As a consequence of the optimality on the left-hand side in Proposition 6.1.21, a central limit theorem argument (see Proposition 6.2.5 below) shows that the constant \( 2/\pi \) in Proposition 6.1.19 cannot be replaced by a constant larger than \( 1/\sqrt{2} \).
6.1 Covariance domination for Gaussian sums

We continue with a very useful comparison principle for Gaussian random sums. In view of later applications we provide two versions, both of which hold for real and complex Banach spaces, provided we keep in mind the convention that Gaussian random variables are to be understood as real (complex) when we work over the real (complex) scalars.

**Proposition 6.1.23.** Let \( p \in [1, \infty) \). For all \( m \times n \) matrices \( A = (a_{ij})_{i,j=1}^{m,n} \) with entries in \( K \) and all finite sequences \( (x_j)_{j=1}^{n} \) in \( X \),

\[
\left\| \sum_{i=1}^{m} \gamma_i \sum_{j=1}^{n} a_{ij} x_j \right\|_{L^p(\Omega;X)} \leq \|A\| \left\| \sum_{j=1}^{n} \gamma_j x_j \right\|_{L^p(\Omega;X)}.
\]

For the proof of Proposition 6.1.23 we need an elementary identity for matrices. Since we have reserved the symbol \( T^* \in \mathcal{L}(X_2^*,X_1^*) \) for the Banach adjoint of an operator \( T \in \mathcal{L}(X_1,X_2) \), we denote by \( T^* \in \mathcal{L}(H_2,H_1) \) the Hilbert space (hermitian) adjoint of a Hilbert space operator \( T \in \mathcal{L}(H_1,H_2) \).

**Lemma 6.1.24.** For every square matrix \( T \) with \( \|T\| \leq 1 \) we have

\[
T(I - T^*T)^{1/2} = (I - TT^*)^{1/2}T.
\]

**Proof.** Observe that the power series \( (1 - z)^{1/2} = \sum_{n=0}^{\infty} \left(\frac{1}{2}\right)(-z)^n \) converges absolutely in the closed disk \( |z| \leq 1 \), and hence

\[
(I - S)^{1/2} = \sum_{n=0}^{\infty} \left(\frac{n}{2}\right)(-1)^n S^n
\]

for both self-adjoint matrices \( S \in \{T^*T, TT^*\} \) of norm \( \|S\| \leq 1 \). Since clearly \( T(T^*T)^n = (TT^*)^n T \) for every \( n \in \mathbb{N} \), the result follows. \( \square \)

**Proof of Proposition 6.1.23.** We may assume that \( \|A\| = 1 \). By adding zero terms to the matrix \( A = (a_{ij})_{i,j=1}^{m,n} \), we may also assume that \( m = n \). Let \( B \) be the \( 2n \times 2n \)-matrix given by

\[
B = \begin{pmatrix} A & (I - AA^*)^{1/2} \\ (I - A^*A)^{1/2} & -A^* \end{pmatrix}.
\]

From (6.4) we deduce that \( B^*B = I \). Writing \( B = (b_{ij})_{i,j=1}^{2n} \) we have \( a_{ij} = b_{ij} \) for \( 1 \leq i, j \leq n \). By Proposition 6.1.5,

\[
E \left\| \sum_{i=1}^{n} \gamma_i \sum_{j=1}^{n} a_{ij} x_j \right\|^p \leq E \left\| \sum_{i=1}^{2n} \gamma_i \sum_{j=1}^{n} b_{ij} x_j \right\|^p = E \left\| \sum_{j=1}^{n} G_j x_j \right\|^p,
\]
where $G_j = \sum_{i=1}^{2m} x_i b_{ij}$, for $1 \leq j \leq n$. The result now follows from the fact that $(G_j)_{j=1}^n$ is a Gaussian sequence by Proposition E.2.12: joint Gaussianity is evident, and uncorrelatedness follows from

$$E(G_k G_\ell) = \sum_{i=1}^{2m} \sum_{j=1}^{2m} E(\gamma_i \gamma_j) b_{ik} b_{j\ell} = \sum_{i=1}^{2m} b_{ik} b_{i\ell} = (B^* B)_{k\ell} = \delta_{k\ell}.$$

$\Box$

**Theorem 6.1.25 (Covariance domination - I).** Let $(\gamma_k)_{k \geq 1}$ be a Gaussian sequence and let $x_1, \ldots, x_M$ and $y_1, \ldots, y_N$ be elements of $X$ satisfying

$$\sum_{m=1}^M |\langle x_m, x^* \rangle|^2 \leq \sum_{n=1}^N |\langle y_n, x^* \rangle|^2, \quad x^* \in X^*.$$  

Then, for all $1 \leq p < \infty$,

$$E \left( \sum_{m=1}^M |\gamma_m x_m|^p \right) \leq E \left( \sum_{n=1}^N |\gamma_n y_n|^p \right).$$

**Proof.** Consider the subspace $V := \{ (\langle y_n, x^* \rangle)_{n=1}^N : x^* \in X^* \} \subseteq \ell_2^N$. By assumption, the linear operator

$$A : V \rightarrow \ell_2^M : (\langle y_n, x^* \rangle)_{n=1}^N \rightarrow (\langle x_m, x^* \rangle)_{m=1}^M$$

is well defined and has norm $\|A\| \leq 1$. Thus it extends (by composing with the orthogonal projection of $\ell_2^N$ onto $V$) to a linear operator $A : \ell_2^N \rightarrow \ell_2^M$ of the same norm. Such an operator is given by a matrix $(a_{mn})_{m,n=1}^{M,N}$, hence

$$\langle x_m, x^* \rangle = \sum_{n=1}^N a_{mn} \langle y_n, x^* \rangle$$

for all $m = 1, \ldots, M$ and $x^* \in X^*$, and thus $x_m = \sum_{n=1}^N a_{mn} y_n$ for all $m = 1, \ldots, M$. Therefore

$$\left\| \sum_{m=1}^M \gamma_m x_m \right\|_{L^p(\Omega; X)} = \left\| \sum_{m=1}^M \gamma_m \sum_{n=1}^N a_{mn} y_n \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{n=1}^N \gamma_n y_n \right\|_{L^p(\Omega; X)},$$

by Proposition 6.1.23. $\Box$

**Corollary 6.1.26 (Covariance domination - II).** Let $(\gamma_k)_{k \geq 1}$ be a Gaussian sequence. Let $x_1, \ldots, x_M$ and $y_1, \ldots, y_N$ be elements of a complex Banach space $X$ satisfying

$$\sum_{m=1}^M |\Re(\langle x_m, x^* \rangle)|^2 \leq \sum_{n=1}^N |\Re(\langle y_n, x^* \rangle)|^2, \quad x^* \in X^*.$$  

Then, for all $1 \leq p < \infty$,

$$E \left( \sum_{m=1}^M |\gamma_m x_m|^p \right) \leq E \left( \sum_{n=1}^N |\gamma_n y_n|^p \right).$$
6.2 Comparison of different $L^p$-norms

**Proof.** Applying the assumptions to $ix^*$ we also obtain

$$\sum_{m=1}^{M} (\Im < x_m, x^*>)^2 \leq \sum_{n=1}^{N} (\Im < y_n, x^*>)^2, \quad x^* \in X^*.$$ 

Adding these inequalities gives the assumption of Theorem 6.1.25.

Note that we could also derive Theorem 6.1.25 from Corollary 6.1.26 by an application of Lemma E.1.15.

### 6.2 Comparison of different $L^p$-norms

In this section we study another norm comparison phenomenon for random sums, namely, the comparability of different $L^p$-norms of a fixed random sum.

A prime example of this phenomenon is the Kahane–Khintchine inequality for Rademacher sums,

$$\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)} \leq \kappa_{q,p} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)}$$

(6.5)

for all $p, q \in (0, \infty)$. (The case of actual interest is of course $0 < p < q < \infty$, since in the complementary range the result is immediate with constant 1 by Hölder’s inequality.)

The above inequality was already given in Theorem 3.2.23, where it was derived as a corollary of a John–Nirenberg inequality for martingales. In this section, we give a complete alternative proof from a different point of view of independent interest: so-called hypercontractivity of the discrete heat semigroup. This leads to the asymptotically optimal (for large exponents) bound of the constant, $\kappa_{q,p} \leq \sqrt{\frac{q}{p-1}}$ in the case we work over the real scalar field (and consequently use real Rademacher variables) and $\kappa_{q,p} \leq \frac{2}{\pi} \sqrt{\frac{q}{p-1}}$ in case we work over the complex field (and use complex Rademachers), and thereby to exponential square-integrability estimates as a substitute of the (false) $L^\infty$ bound at the end-point $q = \infty$.

The Gaussian version of the Kahane–Khintchine inequality holds as well but, in contrast to some estimates in the previous section, it does not seem to follow from a simple randomisation argument. Instead, a different approach via the central limit theorem will be used. This has independent interest as another route from results for Rademacher sums to their Gaussian counterparts.

**Notation.** We remind the reader that of the convention, in force throughout these volumes, that Rademacher variables are understood to be real (resp. complex) when we work over the real (resp. complex) scalar field. Accordingly, the numerical value of the Kahane–Khintchine constant $\kappa_{q,p}$ depends
on the choice of the scalar field. In certain situations one wishes to consider real Rademacher variables even when the underlying scalar field is complex. To anticipate on such situations we introduce the notation \( \kappa_{q,p}^R \) for the least constant \( \kappa \) in the inequality
\[
\left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^q(\Omega; X)} \leq \kappa \left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^p(\Omega; X)}
\]
with real Rademacher variables \( r_n \), regardless of the choice of the scalar field. For reasons of notational symmetry we also introduce the notation \( \kappa_{q,p}^C \) for the best constant for the inequality with complex Rademacher variables \( \varepsilon_n \); of course this definition only makes sense when the scalar field is complex.

If a fixed Banach space \( X \) is given, we denote by \( \kappa_{q,p,X} \) the best constant in the inequality (6.5) with the choice of \( x_n \) limited to \( X \); as in the general Kahane–Khintchine inequality the Rademacher variables are understood to be real or complex depending on whether \( X \) is a real or complex Banach space. If we want to insist on the use of real (resp. complex) Rademacher variables we write \( \kappa_{q,p,X}^R \) (resp. \( \kappa_{q,p,X}^C \)). With this notation the equality
\[
\kappa_{q,p,X} = \kappa_{q,p,X}^R
\]
is evident; recall that \( X_R \) is the real Banach space obtained by restricting the scalar multiplication in \( X \) to the reals.

In all this notation, a superscript ‘\( \gamma \)’ will be added to indicate that (real) (complex) Rademacher variables have been replaced by (real) (complex) Gaussian variables.

### 6.2.a The discrete heat semigroup and hypercontractivity

Consider the two-point space \( D = \{-1, 1\} \) with the uniform probability distribution \( \mu(\pm 1) = \frac{1}{2} \). The two-dimensional space of functions on this space has a basis consisting of \( 1 \) (the constant function) and \( r \) (a canonical Rademacher function defined by \( r(\pm 1) = \pm 1 \)).

The space \( D^N = \{-1, 1\}^N \) is sometimes called the discrete (hyper)cube. If \( r_n \) is the canonical Rademacher function defined on the \( n \)th component of \( D^N \), by induction one checks that a basis of functions on \( D^N \) is given by the \( Walsh \ functions \)
\[
w_\alpha := \prod_{n \in \alpha} r_n, \quad \alpha \subseteq \{1, \ldots, N\},
\]
where the empty product is defined as \( 1 \), as usual. It is immediate that these functions are orthonormal in \( L^2(D^N) \), where \( D^N \) is equipped with the product measure. Thus any function \( f : D^N \to X \) can be written as
\[
f = \sum_{\alpha \subseteq \{1, \ldots, N\}} w_\alpha x_\alpha, \quad x_\alpha = \mathbb{E}(w_\alpha f).
\]
6.2 Comparison of different $L^p$-norms

The **discrete heat semigroup** is defined as

$$T(t)f = \sum_{\alpha \subseteq \{1, \ldots, N\}} e^{-t\#\alpha} w_\alpha x_\alpha = \sum_{\alpha \subseteq \{1, \ldots, N\}} \left( \prod_{n \in \alpha} e^{-t r_n} \right) x_\alpha \quad (6.6)$$

where $\#\alpha$ is the number of elements of the set $\alpha$. From the equality on the right it is immediate that

$$T(t) = \prod_{n=1}^{N} T_n(t), \quad (6.7)$$

where

$$T_n(t)(x + r_n y) = x + e^{-t} r_n y, \quad x, y \in X,$$

is the one-dimensional discrete heat semigroup acting on the $n$th coordinate. Thanks to the product formula, non-trivial properties of $T(t)$ on $D^N$ can be deduced from two-point inequalities on the space $D = \{-1, 1\}$. Here is a simple example.

**Lemma 6.2.1.** The operators $T(t)$, $t \geq 0$, are positive on $L^p(D^N)$ and contractive on $L^p(D^N; X)$ for all $p \in [1, \infty]$ and all Banach spaces $X$.

**Proof.** For $N = 1$, the orthogonal projections to 1 and $r$ are given by $E$ and $I - E$. Thus, for $f = x + ry$ with $x, y \in X$, we see that

$$T(t)f = x + e^{-t}ry = Ef + e^{-t}(I - E)f = e^{-t}f + (1 - e^{-t})Ef \quad (6.8)$$

is a convex combination of the positive contractions $I$ and $E$. The case of general $N \geq 1$ follows from (6.7). \qed

The main result of this subsection is the following strengthening known as **hypercontractivity** (‘more than contractivity’). That is, as soon as $t > 0$, the operator $T(t)$ is contractive not only from $L^p$ into itself, but into a ‘better’ space $L^q \subseteq L^p$ with $q > p$. (Of course, these spaces coincide as sets on the finite measure space $D^N$, but $L^q$ has a stronger norm.)

**Theorem 6.2.2 (Hypercontractivity of the discrete heat semigroup).** Let $X$ be a Banach space and $1 < p \leq q < \infty$. Let $(T(t))_{t \geq 0}$ be the discrete heat semigroup defined in (6.6). Then

$$\|T(t)\|_{L^p(D^N; X) \to L^q(D^N; X)} \leq 1$$

if and only if

$$e^{-t} \leq \sqrt[\frac{p-1}{q-1}]{1}.$$

As in the simple Lemma 6.2.1, the core of the theorem is a two-point inequality.
Lemma 6.2.3 (Bonami’s inequality). Let \( r \) be a real Rademacher random variable and let \( 1 < p < q < \infty \). Then for every real number \( \theta \geq 0 \),

\[
\|x + \theta ry\|_{L^p(\Sigma, \mathcal{X})} \leq \|x + ry\|_{L^p(\Sigma, \mathcal{X})}
\]

for all \( x, y \in \mathcal{X} \) if and only if

\[
\theta \leq \sqrt{\frac{p-1}{q-1}}.
\]

Proof. Note that the lemma is simply a restatement, with \( \theta = e^{-t} \), of the fact that Theorem 6.2.2 holds for \( N = 1 \). Since \( T(t) \) is a positive operator, it suffices (by Theorem 2.1.3) to consider \( X = \mathbb{R} \). This reduction is also immediate from (6.8), which implies that \( \|T(t)f\| \leq T(t)(\|f\|) \).

Case 1 < \( p < q \leq 2 \): The result is clear for \( x = 0 \). If \( x \neq 0 \), then by homogeneity we only need to consider \( x = 1 \).

First assume that \( |y| \leq 1 \). Using the binomial series and the inequality \((1 + z)^q \leq 1 + a(z)\) for all \( z \geq 0 \) and \( 0 < a < 1 \), we estimate

\[
\left( \frac{1 + \theta y^q}{2} + \frac{1 - \theta y^q}{2} \right)^{p/q} = \left( 1 + \sum_{n \geq 1} \left( \frac{q}{2n} \right) \theta^{2n} y^{2n} \right)^{p/q} 
\]

\[
\leq 1 + \frac{p}{q} \sum_{n \geq 1} \left( \frac{q}{2n} \right) \theta^{2n} y^{2n} \leq 1 + \sum_{n \geq 1} \left( \frac{p}{2n} \right) y^{2n} = \frac{|1 + y|^p}{2} + \frac{|1 - y|^p}{2},
\]

where we used that \( \frac{p}{q} \left( \frac{q}{2n} \right) \theta^{2n} \leq \left( \frac{p}{2n} \right) \). Indeed, the latter follows from

\[
\frac{p}{q} \left( \frac{q}{2n} \right) \theta^{2n} \leq \frac{p(p-1)(2-q)(3-q) \cdots (2n-1-q)}{(2n)!} \frac{(2n-1-q)}{(q-1)^n-1} \leq \frac{p(p-1)(2-p)(3-p) \cdots (2n-1-p)}{(2n)!} = \left( \frac{p}{2n} \right),
\]

where we used that \( 1 < p < q \leq 2 \) implies \( 0 \leq (k-q)/\sqrt{q-1} \leq (k-p)/\sqrt{p-1} \) for all \( k \geq 2 \).

Next assume that \( |y| > 1 \). If \( 0 \leq a, b \leq 1 \), then \( 1 + ab = a - b = (1-a)(1-b) \geq 0 \), so \( a + b \leq 1 + ab \). Hence, \( |1 + \theta y| = |y| |y^{-1} + \theta| \leq |y|(1 + \theta y^{-1}) \). Therefore, from the above applied to \( y^{-1} \) we obtain that

\[
\left( \frac{1 + \theta y^q}{2} + \frac{1 - \theta y^q}{2} \right)^{1/q} \leq |y| \left( \frac{1 + \theta y^{-1} q}{2} + \frac{1 - \theta y^{-1} q}{2} \right)^{1/q} \leq |y| \left( \frac{1 + y^{-1} p}{2} + \frac{1 - y^{-1} p}{2} \right)^{1/p} = \left( \frac{1 + y}{2} + \frac{1 - y}{2} \right)^{1/p}.
\]

This completes the proof for \( 1 < p < q \leq 2 \). In particular, we have shown that the operator \( T(t) : L^p(D) \to L^q(D) \) is a contraction for \( e^{-t} \leq \sqrt{\frac{p-1}{q-1}} \).
6.2 Comparison of different \(L^p\)-norms

Case \(2 \leq p < q < \infty\): We use a duality argument. Indeed, \(T(t)\) is formally self-adjoint, and the conjugate exponents satisfy \(1 < q' < p' \leq 2\) and \(\frac{p' - 1}{p' - 1} = \frac{p - 1}{q - 1}\) so that \(\|T(t)\|_{L^p(D) \to L^q(D)} = \|T(t)\|_{L^{p'}(D) \to L^{q'}(D)} \leq 1\) for \(e^{-t} \leq \sqrt{\frac{q - 2}{q - 1}} = \sqrt{\frac{p - 2}{p - 1}}\) by the previous case.

Case \(1 < p < 2 < q < \infty\): The result follows by combining the previous two cases. Indeed, applying the cases already proved to the pairs \((q, 2)\) and \((2, p)\) and using \(\frac{p - 1}{q - 1} = \frac{p - 1}{2 - 1} = \frac{q - 1}{q - 2}\), we can split \(t = t_1 + t_2\) so that \(e^{-t_1} \leq \sqrt{\frac{q - 2}{q - 1}}\) and \(e^{-t_2} \leq \sqrt{p - 1}\). Then

\[
\|T(t)\|_{L^p \to L^q} = \|T(t_1)T(t_2)\|_{L^p \to L^q} \leq \|T(t_1)\|_{L^{2} \to L^q} \|T(t_2)\|_{L^p \to L^2} \leq 1.
\]

Necessity of \(\theta \leq \sqrt{\frac{q - 2}{q - 1}}\): To prove the “if” part note that the second order Taylor polynomials for \(\phi(y) := \|1 + \theta y\|_q^q\) and \(\psi(y) := \|x + ry\|_y^y\) satisfy

\[
\phi(y) = 1 + q(q - 1)\theta^2 y^2 + O(y^3) \quad \text{and} \quad \psi(y) = 1 + q(p - 1)\theta^2 y^2 + O(y^3)
\]

Therefore, Lemma 6.2.3 implies \(0 \leq \lim_{y \to 0} \frac{\psi(y) - \phi(y)}{y^2} = q(p - 1) - q(q - 1)\theta^2\), and hence \(\theta^2 \leq (p - 1)/(q - 1)\).

**Proof of Theorem 6.2.2.** We use induction on \(N\). The case \(N = 1\) is already contained in Lemma 6.2.3. Suppose that the theorem is true for \(N - 1\). Then, writing \(D^N = D^{N_1} \times D_N\) (where \(D_N\) is simply the \(N\)th copy of \(D\) in the product) and accordingly \(T(t) = T^{N-1}(t)T_N(t)\), where \(T^{N-1}\) is the discrete heat semigroup on \(D^{N-1}\) and \(T_N\) on \(D_N\), we have

\[
\|T(t)f\|_{L^q(D^N;X)} = \|T_N(t)T^{N-1}(t)f\|_{L^q(D^{N};L^q(D^{N-1};X))} \\
\leq \|T^{N-1}(t)f\|_{L^p(D^{N};L^q(D^{N-1};X))} \\
\leq \|f\|_{L^p(D^{N};L^p(D^{N-1};X))} = \|f\|_{L^p(D^N;X)},
\]

where the two inequalities were applications of Lemma 6.2.3 (with range \(L^q(D^{N-1};X)\) in place of \(X\)) and the induction hypothesis (pointwise on \(D_N\)).

\(\square\)

### 6.2.b Kahane–Khintchine inequalities

As an immediate consequence of the hypercontractivity estimates, we obtain the following:

**Theorem 6.2.4 (Kahane–Khintchine inequality, Rademacher sums).**

Let \((\varepsilon_n)_{n \geq 1}\) be a Rademacher sequence. Then for all \(0 < p < q < \infty\) and all sequences \((x_n)_{n=1}^N\) in any Banach space \(X\), we have

\[
\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega;X)} \leq \kappa_{q,p} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega;X)},
\]

(6.9)
For $1 < p < q < \infty$, in the real and complex case one has, respectively,

$$\kappa_{q,p}^R \leq \sqrt{\frac{q-1}{p-1}} \quad \text{and} \quad \kappa_{q,p}^C \leq \frac{\pi^2}{4} \sqrt{\frac{q-1}{p-1}}.$$ 

In Theorem 6.6.5 in the Notes we indicate the sharper bound $\kappa_{q,p}^C \leq \sqrt{q/p}$ in the complex case.

**Proof.** By Proposition 6.1.19 it suffices to prove the estimate for a real Rademacher sequence $(r_n)_{n \geq 1}$. Let $f := \sum_{n=1}^{N} r_n x_n$ and note that all its $L^p$-norms are finite. If $1 < p < q < \infty$ the result follows from Theorem 6.2.2 by observing that $T(t)f = e^{-t}f$ and choosing $t \geq 0$ such that $e^{-t} = \sqrt{\frac{p-1}{q-1}}$.

If $0 < p \leq 1 < q < \infty$, we pick $r \in (q, \infty)$ and write $1/q = \theta/p + (1 - \theta)/r$ with $\theta \in (0, 1)$. Then

$$\|f\|_q \leq \|f\|_p^\theta \|f\|_{1-\theta} \leq \|f\|_p^\theta (\kappa_{r,q} \|f\|_q)^{1-\theta},$$

and therefore $\|f\|_q \leq \kappa_{r,q}^{(1-\theta)/\theta} \|f\|_p$. It follows that $\kappa_{q,p} \leq \kappa_{r,q}^{(1-\theta)/\theta} < \infty$ by the previous case.

If $0 < p < q < 1$, we can pick any $r \in (1, \infty)$ and observe that $\|f\|_q \leq \|f\|_r \leq \kappa_{r,p} \|f\|_p$, so that $\kappa_{q,p} \leq \kappa_{r,p} < \infty$ by the previous case. \(\Box\)

In the scalar case, (6.9) reduces to the classical Khintchine’s inequality:

$$\frac{1}{p} \left\| \sum_{n=1}^{N} c_n \varepsilon_n \right\|_{L^p} \leq \left\| \sum_{n=1}^{N} c_n \varepsilon_n \right\|_{L^2} = \left( \sum_{n=1}^{N} |c_n|^2 \right)^{1/2} \leq \kappa_{2,p} \left\| \sum_{n=1}^{N} c_n \varepsilon_n \right\|_{L^p},$$

(6.10)

for all $p \in (0, \infty)$, where the equality is immediate by orthogonality.

In contrast to (6.10), recall from Lemma 6.1.20 that

$$\left\| \sum_{n=1}^{N} c_n \varepsilon_n \right\|_{L^\infty} = \sum_{n=1}^{N} |c_n|.$$

Since the $\ell^1$ and $\ell^2$-norms are not comparable, the Kahane–Khintchine inequalities cannot be extended to $q = \infty$.

**Gaussian case**

The Gaussian version of Theorem 6.2.4 does not seem to be available via a simple randomisation argument, and we will instead introduce another important tool allowing the passage from Rademacher variables to Gaussian variables. This is based on an application of the following consequence of the central limit theorem (Theorems E.2.15 and E.2.16).
Proposition 6.2.5. Let \((\varepsilon^1_m)_{m \geq 1}, \ldots, (\varepsilon^N_m)_{m \geq 1}\) be independent Rademacher sequences and define

\[
\rho_k^n := \frac{1}{\sqrt{k}} \sum_{m=1}^{k} \varepsilon^m_n, \quad k \geq 1, \ n = 1, \ldots, N.
\]

Let \(\gamma^1, \ldots, \gamma^N\) be independent standard Gaussian variables. Let \((x_n)_{n=1}^N\) be a sequence in \(X\). Then, for all \(0 < p < 1\),

\[
\lim_{k \to \infty} \left\| \sum_{n=1}^{N} \rho_k^n x_n \right\|_{L^p(\Omega; X)} = \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega; X)}.
\]

Proof. Defining \(\varepsilon_m : \Omega \to \mathbb{K}^N, \rho_k : \Omega \to \mathbb{R}^N,\) and \(\gamma : \Omega \to \mathbb{K}^N\) in the obvious way, by the central limit theorem (see Theorems E.2.15 and E.2.16 for the real and complex case respectively) we have \(\lim_{k \to \infty} \rho_k^1 = \gamma\) in distribution. Let

\[
\xi_k := \left\| \sum_{n=1}^{N} \rho_k^n x_n \right\|, \quad \xi := \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|.
\]

By the continuity of the mapping \(f : \mathbb{R}^n \to [0, \infty)\) given by

\[
f(a_1, \ldots, a_n) = \left\| \sum_{n=1}^{N} a_n x_n \right\|,
\]

this implies that \(\xi_k \to \xi\) in distribution.

Now let \(0 < p < q < \infty\) be given. By Khintchine’s inequality (6.9),

\[
\left\| \rho_k^n \right\|_{L^q} \leq \kappa_{q,2}, \text{ where } \kappa_{q,2} = 1 \text{ if } 0 < q \leq 2.
\]

Therefore, by the triangle inequality,

\[
\left\| \xi_k \right\|_{L^q} \leq \sum_{n=1}^{N} \left\| \rho_k^n \right\|_{L^q} \left\| x_n \right\| \leq \kappa_{q,2} \sum_{n=1}^{N} \left\| x_n \right\|.
\]

By Example A.3.2, the family \(|\xi_k|^p : k \geq 1\) is uniformly integrable and therefore Proposition E.1.7 implies that \(\lim_{k \to \infty} \left\| \xi_k \right\|_{L^p} = \left\| \xi \right\|_{L^p}.\)

\[\square\]

Theorem 6.2.6 (Kahane–Khintchine inequality, Gaussian sums). Let \(0 < p < q < \infty\), and let \((x_n)_{n=1}^N\) be a sequence in a Banach space \(X\). Then

\[
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega; X)} \leq \kappa_{q,p} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^q(\Omega; X)},
\]

where \(\kappa_{q,p}\) is the best constant in the Kahane–Khintchine inequality for Rademacher sums (Theorem 6.2.4).
Proof. Let \((\varepsilon_m^n)_{m,n \geq 1}\) be a doubly indexed Rademacher sequence, let \((\rho_k^n)_{k,n \geq 1}\) be as in Proposition 6.2.5, and let \(S_k^N := \sum_{n=1}^N \rho_k^n x_n\). With \(S^N := \sum_{n=1}^N \gamma_n x_n\), from Proposition 6.2.5 (applied first in \(L^q\) and later in \(L^p\)) and Theorem 6.2.4 we obtain

\[
\|S^N\|_{L^q(I;X)} = \lim_{k \to \infty} \|S_k^N\|_{L^q(I;X)} \leq \kappa_{q,p} \lim_{k \to \infty} \|S_k^N\|_{L^p(I;X)} = \kappa_{q,p} \|S^N\|_{L^p(I;X)}.
\]

\[\square\]

### 6.2.c End-point bounds related to \(p = 0\) and \(q = \infty\)

In this subsection we will derive some consequences of the Kahane–Khintchine inequalities. The results will be equally valid for both Rademacher and Gaussian sequences, and we denote by \((\varepsilon_n)_{n \geq 1}\) a generic choice of either \((\varepsilon_n)_{n \geq 1}\) or \((\gamma_n)_{n \geq 1}\).

As a substitute of the false \(L^\infty\) limit of the Kahane–Khintchine inequalities, we have the following result on exponential square integrability:

**Proposition 6.2.7.** Let \((\varepsilon_n)_{n \geq 1}\) be either a Rademacher sequence \((\varepsilon_n)_{n \geq 1}\) or a Gaussian sequence \((\gamma_n)_{n \geq 1}\), and for given \(x_1, \ldots, x_N \in X\) put \(S := \sum_{n=1}^N \varepsilon_n x_n\). If

\[0 < \delta < \frac{1}{2e\|S\|^2},\]

then

\[\mathbb{E}e^{\delta\|S\|^2} \leq \frac{1}{1 - 2e\delta\|S\|^2}.
\]

**Proof.** We use Theorem 6.2.4 or 6.2.6 depending on the nature of \(\xi_n\), and the inequality

\[\kappa_{2k,2}^{2k} \leq (2k - 1)^k \leq 2^k k^k \leq 2^k e^k k!.
\]

(Note that, in the first step, we are using the fact that the same, and in fact better, numerical bound for \(\kappa_{2k,2}\) holds in the complex case as in the real case, although we only gave a proof with a slightly weaker version. Using this weaker version would require the replacement of \(2e\) by a somewhat larger numerical factor.)

This gives

\[
\mathbb{E}e^{\delta\|S\|^2} = \sum_{k \geq 0} \frac{1}{k!} \delta^k \mathbb{E}\|S\|^{2k} = 1 + \sum_{k \geq 1} \frac{1}{k!} \delta^k \mathbb{E}\|S\|^{2k} \leq 1 + \sum_{k \geq 1} \frac{1}{k!} \delta^k \kappa_{2k,2}^{2k} (\mathbb{E}\|S\|^2)^k \leq 1 + \sum_{k \geq 1} \delta^k (2e)^k (\mathbb{E}\|S\|^2)^k.
\]

\[\square\]
The following classical lemma allows us to extend the Kahane–Khintchine inequality to a version at the end-point $p = 0$.

**Lemma 6.2.8** (Paley–Zygmund inequality). Let $\xi$ be a non-negative random variable. If $0 < E\xi^2 \leq C(E\xi)^2 < \infty$, then for all $0 < r < 1$ we have

$$\mathbb{P}(\xi > rE\xi) \geq \frac{(1-r)^2}{C}.$$

**Proof.** Using the non-negativity of $\xi$ we have

$$(1-r)E\xi = E(\xi - rE\xi) \leq E(1_{\{\xi > rE\xi\}}(\xi - rE\xi)) \leq E(1_{\{\xi > rE\xi\}})$$

and therefore, by the Cauchy–Schwarz inequality,

$$(1-r)^2(E\xi)^2 \leq (E(1_{\{\xi > rE\xi\}}))^2 \leq E1_{\{\xi > rE\xi\}}E\xi^2 \leq C E1_{\{\xi > rE\xi\}}(E\xi)^2.$$

The result follows upon dividing both sides by $(E\xi)^2$. \hfill $\square$

**Corollary 6.2.9.** Let $(\xi_n)_{n \geq 1}$ be either a Rademacher sequence $(\varepsilon_n)_{n \geq 1}$ or a Gaussian sequence $(\gamma_n)_{n \geq 1}$, and

$$S := \sum_{n=1}^N \xi_n x_n,$$

where $x_n \in X$. If for some $\delta > 0$ and $q \in (0, \infty)$, we have

$$\mathbb{P}\left(\|S\| > \delta\right) \leq \eta < \frac{1}{\kappa_{2q,q}^2},$$

then

$$\|S\|_{L^q(\Omega; X)} \leq \frac{\delta}{(1 - \kappa_{2q,q}^2\sqrt{\eta})^{1/q}}.$$

**Proof.** We apply Lemma 6.2.8 to the random variable $\xi := \|S\|^q$. Note that the claim of the corollary is about bounding $(E\xi)^{1/q}$ from above. We may assume that $E\xi > \delta^q$, since otherwise the claim is trivial. By the Kahane–Khintchine inequality, we then have

$$0 < E\xi^2 \leq \kappa_{2q,q}^2(E\xi)^2 < \infty.$$

Hence the assumption of Lemma 6.2.8 holds with $C = \kappa_{2q,q}^2$. With $r := \delta^q/E\xi \in (0, 1)$, the conclusion of the said lemma, in combination with the assumption, gives

$$\frac{(1 - \delta^q/E\xi)^2}{\kappa_{2q,q}^2} = \frac{(1-r)^2}{C^2} \leq \mathbb{P}(\xi > rE\xi) = \mathbb{P}(\xi > \delta^q) = \mathbb{P}\left(\|S\| > \delta\right) \leq \eta.$$

Solving for $E\xi$, this gives the claimed inequality. \hfill $\square$
Remark 6.2.10. The obtained Kahane–Khintchine constant (in the case of real Rademacher sums) is asymptotically optimal in the following sense:

\[ \lim_{p,q \to \infty} \frac{p-1}{q-1} \kappa_{q,p}^R = 1, \]

where \( p, q \) both tend to \( \infty \) under the condition \( p \leq q \). Indeed, we already proved that \( \frac{p-1}{q-1} \kappa_{q,p}^R \leq 1 \) for all \( 1 < p < q < \infty \). To prove the converse bound, first note that \( \kappa_{q,p}^R \geq \|g\|_q / \|g\|_p \) where \( g \) is a real standard Gaussian random variable; this is immediate from (2.3). Hence it is enough to prove that \( \|g\|_p / \sqrt{p-1} \) has a limit in \((0, \infty)\) as \( p \to \infty \), and this is immediate from the exact formula (E.2) for \( \|g\|_p \) and Stirling’s approximation of the \( \Gamma \) function. (The value of the limit is \( e^{-1/2} \), but this is irrelevant.)

### 6.3 The random sequence spaces \( \varepsilon^p(X) \) and \( \gamma^p(X) \)

For \( 1 \leq p < \infty \) and integers \( N \geq 1 \), we define \( \varepsilon^p_N(X) \) and \( \gamma^p_N(X) \) as the Banach spaces of sequences \( (x_n)_{n=1}^N \) in \( X \), endowed with the norms

\[ \|(x_n)_{n=1}^N\|_{\varepsilon^p_N(X)} := \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}, \]

\[ \|(x_n)_{n=1}^N\|_{\gamma^p_N(X)} := \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega; X)}. \]

Similarly, we denote by \( \varepsilon^p(X) \) and \( \gamma^p(X) \) the Banach spaces of sequences \( (x_n)_{n \geq 1} \) in \( X \) for which the sums \( \sum_{n \geq 1} \varepsilon_n x_n \) and \( \sum_{n \geq 1} \gamma_n x_n \) converge in \( L^p(\Omega; X) \), endowed with the norms

\[ \|(x_n)_{n \geq 1}\|_{\varepsilon^p(X)} := \left\| \sum_{n \geq 1} \varepsilon_n x_n \right\|_{L^p(\Omega; X)} = \sup_{N \geq 1} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}, \]

\[ \|(x_n)_{n \geq 1}\|_{\gamma^p(X)} := \left\| \sum_{n \geq 1} \gamma_n x_n \right\|_{L^p(\Omega; X)} = \sup_{N \geq 1} \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega; X)}. \]

where in both lines the second identity follows from Fatou’s lemma (which gives the inequality ‘\( \leq \)’) and Proposition 6.1.5 (which gives the inequality ‘\( \geq \)’).

Note that we have continuous inclusions \( \ell^1(X) \hookrightarrow \varepsilon^p(X) \hookrightarrow \ell^\infty(X) \). Indeed, by another application of Proposition 6.1.5 and the triangle inequality one has

\[ \sup_{n \geq 1} \|x_n\| \leq \|(x_n)_{n \geq 1}\|_{\varepsilon^p(X)} \leq \sum_{n \geq 1} \|x_n\|. \]

A similar result holds for \( \gamma^p(X) \).
Although (6.11) provides two descriptions of the norms of $\varepsilon^{p}(X)$ and $\gamma^{p}(X)$, the finiteness of the suprema on the right hand sides does not imply the convergence of the corresponding infinite sums; a simple counterexample in the Rademacher case is the standard unit basis $(x_n)_{n \geq 1}$ of $c_0$. For Banach spaces not containing a closed subspace isomorphic to $c_0$, the theorem of Hoffmann-Jørgensen and Kwapień (Theorem 6.4.10) implies that the finiteness of the suprema in (6.11) does imply the convergence of the corresponding infinite sums.

The following result is immediate from the Kahane–Khintchine inequalities (Theorems 6.2.4 and 6.2.6); note in particular that these theorems immediately imply that a series $\sum_{n \geq 1} x_n$ or $\sum_{n \geq 1} \gamma_n x_n$ converges in $L^{p}(\Omega; X)$ if and only if it converges in $L^{q}(\Omega; X)$.

**Proposition 6.3.1.** For all $1 \leq p, q < \infty$ we have natural isomorphisms of Banach spaces

$$\varepsilon^{p}(X) \simeq \varepsilon^{q}(X), \quad \gamma^{p}(X) \simeq \gamma^{q}(X),$$

with norm equivalences

$$\kappa_{p,q}^{-1} \|(x_n)_{n \geq 1}\|_{\varepsilon^{p}(X)} \leq \|(x_n)_{n \geq 1}\|_{\varepsilon^{q}(X)} \leq \kappa_{q,p} \|(x_n)_{n \geq 1}\|_{\varepsilon^{q}(X)}$$

and

$$\kappa_{p,q}^{-1} \|(x_n)_{n \geq 1}\|_{\gamma^{p}(X)} \leq \|(x_n)_{n \geq 1}\|_{\gamma^{q}(X)} \leq \kappa_{q,p} \|(x_n)_{n \geq 1}\|_{\gamma^{q}(X)}.$$ 

And the same holds for finite sequences $(x_n)_{n=1}^{N}$, replacing $\varepsilon(X)$ and $\gamma(X)$ by $\varepsilon_{N}(X)$ and $\gamma_{N}(X)$, respectively.

Motivated by the above we will always write

$$\varepsilon_{N}(X) = \varepsilon^{2}_{N}(X), \quad \varepsilon(X) = \varepsilon^{2}(X),$$

and similarly

$$\gamma_{N}(X) = \gamma^{2}_{N}(X), \quad \gamma(X) = \gamma^{2}(X).$$

As a consequence of Proposition 6.1.15 we obtain:

**Proposition 6.3.2.** For all $p \in [1, \infty)$ we have a continuous embedding $\gamma^{p}(X) \hookrightarrow \varepsilon^{p}(X)$ and

$$\|(x_n)_{n \geq 1}\|_{\varepsilon^{p}(X)} \leq \frac{1}{\mathbb{E} |\gamma|} \|(x_n)_{n \geq 1}\|_{\gamma^{p}(X)}.$$ 

Recall from (6.2) that $\mathbb{E} |\gamma| = \sqrt{2/\pi}$ in the real case and $\mathbb{E} |\gamma| = \frac{1}{2} \sqrt{\pi}$ in the complex case.
It follows from Corollary 7.2.10 that \( \gamma^p(X) = \varepsilon^p(X) \) isomorphically if \( X \) has finite cotype. Assuming the stronger property of \( K \)-convexity, the dual spaces of \( \varepsilon^p(X) \) and \( \gamma^p(X) \) will be identified in Section 7.4.c.

For each \( p \in [1, \infty) \) the spaces \( \varepsilon^p_N(\mathbb{K}) \) and \( \gamma^p_N(\mathbb{K}) \) are isomorphic to \( \ell^2_N \) with uniform estimates in \( N \geq 1 \). Indeed, by Khintchine’s inequality (6.9)

\[
\kappa_{2,p}^{-1} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \leq \| (x_n)_{n=1}^{N} \|_{\varepsilon^p_N(\mathbb{K})} \leq \kappa_{p,2} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2},
\]

and the same result holds for \( \gamma^p_N(\mathbb{K}) \). Passing to the limit \( N \to \infty \) we obtain the isomorphisms \( \varepsilon^p(\mathbb{K}) \simeq \gamma^p(\mathbb{K}) \simeq \ell^2 \) with

\[
\kappa_{2,p}^{-1} \left( \sum_{n \geq 1} |x_n|^2 \right)^{1/2} \leq \| (x_n)_{n \geq 1} \|_{\varepsilon^p(\mathbb{K})} \leq \kappa_{p,2} \left( \sum_{n \geq 1} |x_n|^2 \right)^{1/2},
\]

and similarly for \( \gamma^p(\mathbb{K}) \).

### 6.3.a Coincidence with square function spaces when \( X = L^q \)

In the next proposition we give an explicit representation of \( \varepsilon^p_N(X) \) and \( \gamma^p_N(X) \) in the case \( X = L^q(S) \) in terms of so-called square function norms.

**Proposition 6.3.3.** Let \((S, \mathcal{A}, \mu)\) be a measure space and let \( q \in [1, \infty) \). Then for all \( x_1, \ldots, x_N \in L^q(S) \) and \( 1 \leq p < \infty \) one has the square function estimate

\[
\frac{1}{c} \left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|_{L^q(S)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; L^q(S))} \leq C \left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|_{L^q(S)},
\]

with \( c = \kappa_{2,q} \kappa_{q,p} \) and \( C = \kappa_{p,q} \kappa_{q,2} \). The same estimates hold when the Rademacher sequence \((\varepsilon_n)_{n=1}^{N}\) is replaced by a Gaussian sequence \((\gamma_n)_{n=1}^{N}\).

In particular, the proposition implies that we have isomorphisms

\[
\varepsilon^p_N(L^q(S)) \simeq \gamma^p_N(L^q(S)) \simeq L^q(S; \ell^2_N)
\]

with isomorphism constants independent of \( N \). Passing to the limit \( N \to \infty \) we obtain the isomorphisms

\[
\varepsilon^p(L^q(S)) \simeq \gamma^p(L^q(S)) \simeq L^q(S; \ell^2)
\]

with the same isomorphism constants.

The above square function estimates for Rademacher and Gaussian sums will be generalised to Banach lattices with finite cotype in Theorem 7.2.13.
Proof of Proposition 6.3.3. We prove the result for Rademacher sums and Gaussian sums simultaneously. Set $X = L^q(S)$ for brevity and let $(\xi_n)_{n \geq 1}$ be a Rademacher sequence or a Gaussian sequence. In either case, by the Kahane–Khintchine inequalities we have
\[
\frac{1}{\kappa_{q,p}} \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^q(\Omega; X)} \leq \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \kappa_{p,q} \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^q(\Omega; X)}.
\] (6.12)

Moreover, by Khintchine’s inequality (6.9), applied pointwise in $S$,
\[
\left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^q(\Omega; X)}^q = \int_S \left[ \sum_{n=1}^{N} \xi_n x_n \right]^q d\mu \\
\leq \kappa_{q,2}^q \int_S \left( \sum_{n=1}^{N} |\xi_n x_n|^2 \right)^{q/2} d\mu \\
= \kappa_{q,2}^q \left( \sum_{n=1}^{N} |x_n|^2 \right)^{q/2} d\mu \\
= \kappa_{q,2}^q \left\| \sum_{n=1}^{N} |x_n|^2 \right\|_{L^q(S)}^{1/2}\left\| \right\|_{L^q(S)}. \tag{6.13}
\]

Reversing this reasoning we obtain
\[
\left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|_{L^q(S)}^q \leq \kappa_{q,2}^q \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^q(\Omega; X)}^q. \tag{6.14}
\]
The desired estimates follow by combining (6.12), (6.13), (6.14). \hfill \Box

6.3.b Dual and bi-dual of $\varepsilon_N^p(X)$ and $\gamma_N^p(X)$

Here we identify the dual and bi-dual of the spaces of random sequences of finite length.

Proposition 6.3.4. Let $(\xi_n)_{n \geq 1}$ be a Rademacher or Gaussian sequence, let $X$ be a Banach space, $N \geq 1$ and $p \in [1, \infty)$. The following isometries hold
\[
\xi_N^p(X) \simeq \left\{ \sum_{n=1}^{N} \xi_n x_n : x_n \in X \right\} \subseteq L^p(\Omega; X),
\]
\[
[\xi_N^p(X)]^* \simeq \left\{ \left[ \sum_{n=1}^{N} \xi_n x_n^* \right] : x_n^* \in X^* \right\} \subseteq L^{p'}(\Omega; X^*)/ \bigcap_{n=1}^{N} \text{N}(E(\xi_n^*)),
\]
\[
[\xi_N^p(X)]^{**} \simeq \xi_N^p(X^{**}) \simeq \left\{ \sum_{n=1}^{N} \xi_n x_n^{**} : x_n^{**} \in X^{**} \right\} \subseteq L^p(\Omega; X^{**}),
\]
under the natural duality pairings
\[
\left\langle \sum_{n=1}^{N} \xi_n z_n, \sum_{n=1}^{N} \bar{\xi}_n x_n \right\rangle = \mathbb{E}\left\langle \sum_{n=1}^{N} \xi_n z_n, \sum_{n=1}^{N} \bar{\xi}_n x_n + F \right\rangle = \sum_{n=1}^{N} \langle z_n, x_n \rangle, \quad (6.15)
\]
for any \( F \in \bigcap_{n=1}^{N} \mathbb{N}(\mathbb{E}(\xi_n)) \), and both \( z_n = x_n \in X \) and \( z_n = x_n^* \in X^* \).

Above, we have denoted by
\[ \mathbb{N}(\mathbb{E}(\xi_n)) := \{ F \in L^p(\Omega; X^*) : \mathbb{E}(\xi_n F) = 0 \} \]
the null space of the operator \( \mathbb{E}(\xi_n) : L^p(\Omega; X^*) \rightarrow X^* \).

Remark 6.3.5. Since the sequences \( (\xi_n)_{n=1}^{N} \) and \( (\bar{\xi}_n)_{n=1}^{N} \) are identically distributed, we have equal norms on the dual space given by
\[
\| (x_n)_{n=1}^{N} \|_{\mathbb{E}(\xi_n)(X)^*} = \left\| \left( \sum_{n=1}^{N} \bar{\xi}_n x_n \right) \right\|_{L^p(\Omega; X^*)/ \bigcap_{n=1}^{N} \mathbb{N}(\mathbb{E}(\xi_n))}
\]
\[
= \left\| \left( \sum_{n=1}^{N} \xi_n x_n^* \right) \right\|_{L^p(\Omega; X^*)/ \bigcap_{n=1}^{N} \mathbb{N}(\mathbb{E}(\xi_n))},
\]
but the latter has the disadvantage of obscuring the natural duality (6.15).

Proof of Proposition 6.3.4. For a systematic argument, we will prove a slightly more general statement for any sequence of independent random variables \( \xi_n \in L^p(\Omega) \cap L^{p'}(\Omega) \) with \( \mathbb{E}\xi_n = 0 \) and \( \mathbb{E}|\xi_n|^2 = 1 \).

Case I: \( (\Omega, \mathcal{A}, \mathbb{P}) \) is finitely generated. (Note that this covers the case of the real version of \( \varepsilon_N^p(X) \), but not the complex nor the Gaussian cases.) The assumption of a finitely generated measure space trivialises the duality theory of the \( L^p \)-spaces, including the vector-valued versions and the end points \( p = 1, \infty \). Thus, with \( E := L^p(\Omega; X) \), we have
\[
E^* = L^{p'}(\Omega; X^*), \quad E^{**} = L^p(\Omega; X^{**}).
\]

On \( E \), we consider the bounded projection
\[
\pi^E_N f := \sum_{n=1}^{N} \xi_n \mathbb{E}(\xi_n f),
\]
so that \( \varepsilon_N^p(X) \simeq \text{R}(\pi^E_N) \subseteq E \), where \( \text{R}(\pi^E_N) \) denotes the range of the operator \( \pi^E_N \). By a general result about duals of subspaces and quotients (Proposition B.1.4), we have
\[
\text{R}(\pi^E_N)^* = E^*/\text{R}(\pi^E_N)^\perp, \quad \text{R}(\pi^E_N)^{**} = (E^*/\text{R}(\pi^E_N)^\perp)^* = (\text{R}(\pi^E_N)^\perp)^\perp,
\]
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where $\perp$ denotes the annihilator. Moreover, for any projection $P$, we have

$$R(P)^\perp = N(P^*) = R(I - P^*).$$

Using this repeatedly with both $P = \pi_N^\xi$ and $P = I - (\pi_N^\xi)^*$, we obtain

$$(R(\pi_N^\xi))^\perp = R(I - (\pi_N^\xi)^*)^\perp = R((\pi_N^\xi)^{**}).$$

For the specific operator $\pi_N^\xi$, it is immediate to verify that

$$N((\pi_N^\xi)^*) = \bigcap_{n=1}^N N(\mathbb{E}(\xi_n^*)), $$

whereas $((\pi_N^\xi)^{**}) \in \mathcal{L}(E^{**})$ is given by the same formula as $\pi_N^\xi \in \mathcal{L}(E)$.

Case II: the general case via approximation. Note that it is obvious that the dual and bi-dual of $\xi_n^p(X) \simeq_{p,N} X^N$ coincide with $(X^*)^N$ and $(X^{**})^N$ as sets, so the only issue is identifying the correct norms on these spaces. The strategy is to do this by a reduction to Case I via approximation of $\xi_n$ with simple functions.

Given $\delta > 0$, we can find independent simple functions $s_n$ that share the properties $\mathbb{E}s_n = 0$ and $\mathbb{E}|s_n|^2 = 1$ with $\xi_n$ and $\|s_n - \xi_n\|_{\max(p,p')} \leq \delta$. The space $s_n^p(X)$ is then defined in the obvious way with $\xi_n$ replaced by $s_n$. Since these functions can be considered in the finitely generated measure space $(\Omega, \sigma(s_1, \ldots, s_N), \mathbb{P})$, Case I of the proof applies to give

$$\|x^*\|_{s_n^p(X^*)} = \|x^*\|_{(s_n^p)^*(X^*)} \quad \text{for all } x^* = (x_n^*)_{n=1}^N \in (X^*)^N,$$

$$\|x^{**}\|_{s_n^p(X)^{**}} = \|x^{**}\|_{(s_n^p)^{(X)^{**}}} \quad \text{for all } x^{**} = (x_n^{**})_{n=1}^N \in (X^{**})^N,$$

where we have given the following temporary notation for the norm on $(X^*)^N$ that we would like to identify as the dual norm corresponding to the norm $\|\cdot\|_{\xi_N^p(X)}$ on $X^N$:

$$\|N_{n=1}^N (\xi_n^p)^*(X^*) := \left\|N_{n=1}^N \xi_n a_n^* \right\|_{L^{p'}(\Omega; \mathcal{L}(X^*)/\cap_{n=1}^N N(\mathbb{E}(\xi_n^*)))}.$$

Testing the $L^{p'}(\Omega; X^*)$-norm of $\sum_{n=1}^N \xi_n a_n^* F$, where $F \in \bigcap_{n=1}^N N(\mathbb{E}(\xi_n^*))$ with $\xi_k x_k \in L^p(\Omega) \otimes X$, it is immediate that

$$\|N_{n=1}^N (\xi_n^p)^*(X^*) \geq \frac{1}{\|\xi_1^p\|_{p'} \max_{1 \leq k \leq N} \|x_k^*\|_{X^*}}.$$

The bounds

$$\|N_{n=1}^N (\xi_n^p)^*(Z) \geq \frac{1}{\|\xi_1^p\|_{p'} \max_{1 \leq k \leq N} \|z_k\| Z, \quad Z \in \{X, X^{**}\}},$$
are similar and even easier, since no $F$ is involved.

It is then immediate to check that
\[
\|X^{s}_{\xi_{p}^{N}}(X) - \|X^{p}_{\xi_{N}}(X)\| \leq \sum_{n=1}^{N} \|s_{n} - \xi_{n}\|_{p}\|x_{n}\| \leq \delta N\|x_{n}\|_{p}\|x_{\xi_{N}}(X)\|.
\]

On the other hand, let $F \in \bigcap_{n=1}^{N} \mathbb{N}(E(\xi_{n}^{T})).$ Then
\[
F' := F - \sum_{n=1}^{N} \tilde{s}_{n}E(s_{n}F) = F - \sum_{n=1}^{N} \tilde{s}_{n}E(s_{n} - \xi_{n})F
\]
belongs to $\bigcap_{n=1}^{N} \mathbb{N}(E(s_{n}^{T})),$ and hence
\[
\|X^{*}_{\xi_{p}^{N}}(X^{*}) \leq \left\| \sum_{n=1}^{N} \tilde{s}_{n}x_{n}^{*} + F' \right\|_{L^{p'}(\Omega, X^{*})} \leq \left\| \sum_{n=1}^{N} \tilde{s}_{n}x_{n}^{*} + F \right\|_{L^{p'}(\Omega, X^{*})} + \sum_{n=1}^{N} \|s_{n} - \xi_{n}\|_{p'}\|x_{n}\|_{X^{*}}
\]
\[
+ \sum_{n=1}^{N} \|s_{n}\|_{p'}\|s_{n} - \xi_{n}\|_{p'}\|F\|_{p'},
\]
where moreover
\[
\|F\|_{p'} \leq \left\| \sum_{n=1}^{N} \tilde{s}_{n}x_{n}^{*} + F \right\|_{L^{p'}(\Omega, X^{*})} + \sum_{n=1}^{N} \|\xi_{n}\|_{p'}\|x_{n}\|_{X^{*}}.
\]

Taking the infimum over $F,$ and bounding each $\|x_{n}\|_{X^{*}}$ by $\|X^{*}_{\xi_{p}^{N}}(X^{*})\|,$ we deduce an estimate of the form
\[
\|X^{*}_{\xi_{p}^{N}}(X^{*}) \leq (1 + c_{N,p,\xi})\|X^{*}_{\xi_{p}^{N}}(X^{*})\|,
\]
and an estimate reversing the roles of $s$ and $\xi$ is obtained in the same way. Moreover, by definition of duality, we also have
\[
\|X^{*}_{\xi_{p}^{N}}(X^{*}) \leq \sup \left\{ \|X^{*}\|_{\xi_{N}^{T}(X)} : \|X\|_{\xi_{N}^{T}(X)} \leq 1 \right\}
\]
\[
\leq (1 + c_{N,p,\xi})\sup \left\{ \|X^{*}\|_{\xi_{N}^{T}(X)} : \|X\|_{\xi_{N}^{T}(X)} \leq 1 \right\}
\]
\[
= (1 + c_{N,p,\xi})\|X^{*}\|_{\xi_{N}^{T}(X)}^{*},
\]
and an estimate reversing the roles of $s$ and $\xi$ is again obtained in the same way.

Summarising, we have checked that
\[
(1 + c_{N,p,\xi})^{-1} \leq \frac{\|X^{*}_{\xi_{p}^{N}}(X^{*})\|}{\|X^{*}_{\xi_{p}^{N}}(X^{*})\|} \leq (1 + c_{N,p,\xi}),
\]
and
\[
(1 + c_{N,p,\xi})^{-1} \leq \frac{\|X^{*}_{\xi_{p}^{N}}(X^{*})\|}{\|X^{*}_{\xi_{p}^{N}}(X^{*})\|} \leq (1 + c_{N,p,\xi}).
\]
6.4 Convergence of random series

We will now present some applications of the techniques developed so far to the convergence of infinite random series. The main results of this section, the Itô-Nisio theorem and the Hoffmann-Jørgensen–Kwapień theorem, provide two examples of ‘weak equals strong’ results: if the random series has sufficient ‘structure’, a rather weak \( a \) priori assumption on the convergence or boundedness of the partial sums implies stronger forms of convergence.

6.4.a Itô–Nisio equivalence of different modes of convergence

The main result of this subsection is the Itô–Nisio theorem, which states that for the partial sums of a sequence of independent symmetric \( X \)-valued random variables, convergence in probability and almost sure convergence are equivalent and can both be tested along functionals. A version of this theorem for \( L^p \)-martingales has already been proved in Chapter 3. In contrast to the martingale setting, the present version for random sums does not impose any integrability assumptions on the random variables.

**Theorem 6.4.1 (Itô–Nisio).** Let \((\xi_i)_{n \geq 1}\) be a sequence of independent real-symmetric \( X \)-valued random variables, put \( S_n := \sum_{j=1}^{n} \xi_j \), and let \( S \) be an \( X \)-valued random variable. The following assertions are equivalent:

1. for all \( x^* \in X^* \) we have \( \lim_{n \to \infty} \langle S_n, x^* \rangle = \langle S, x^* \rangle \) almost surely;
2. for all \( x^* \in X^* \) we have \( \lim_{n \to \infty} \langle S_n, x^* \rangle = \langle S, x^* \rangle \) in probability;
If these equivalent conditions hold and if $\sup_{n \geq 1} E \|S_n\|^p < \infty$ for some $1 \leq p < \infty$, then
\[
\lim_{n \to \infty} E \|S_n - S\|^p = 0.
\]

It is important to observe that the condition (1) is strictly stronger than the requirement that “for all $x^* \in X^*$ the sequence $(S_n, x^*)$ converges almost surely”; namely, requiring the limit to take the form $(S, x^*)$ for a fixed $X$-valued random variable $S$ imposes a non-trivial constraint. The same applies to condition (2). See Remark 6.4.3 below for details.

Consequences of the Itô–Nisio theorem

Before going to the proof, we point out immediate corollaries for the Rademacher and Gaussian series of our primary interest, which only uses Theorem 6.4.1 (4) $\iff$ (3)

**Corollary 6.4.2.** For any sequence $(x_n)_{n \geq 1}$ in $X$ the following assertions are equivalent:

1. for all $p \in [1, \infty)$ the sum $\sum_{n \geq 1} \varepsilon_n x_n$ converges in $L^p(\Omega; X)$;
2. for some $p \in [1, \infty)$ the sum $\sum_{n \geq 1} \varepsilon_n x_n$ converges in $L^p(\Omega; X)$;
3. the sum $\sum_{n \geq 1} \varepsilon_n x_n$ converges in probability;
4. the sum $\sum_{n \geq 1} \varepsilon_n x_n$ converges almost surely.

If these equivalent conditions hold, then for all $\delta > 0$,
\[
E \exp \left( \delta \left\| \sum_{n \geq 1} \varepsilon_n x_n \right\|^2 \right) < \infty.
\]

**Proof.** The implications (1) $\iff$ (2) $\iff$ (3) are clear and the equivalence (3) $\iff$ (4) follows from Theorem 6.4.1 (4) $\iff$ (3).

(3) $\implies$ (1): Fix $p \in [1, \infty)$. Suppose that the partial sums $S_n = \sum_{j=1}^n \varepsilon_j x_j$ converge to $S = \sum_{j=1}^\infty \varepsilon_j x_j$ in probability. It suffices to show that $(S_n)_{n \geq 1}$ is a Cauchy sequence in $L^p(\Omega; X)$. Let $\delta \in (0, 1)$ be arbitrary and let $N \geq 1$ be such that for all $m, n \geq N$,
\[
P(\|S_n - S_m\| > \delta/2) < \frac{1}{4 \kappa^2_{2p, p}} =: \eta.
\]

Applying Corollary 6.2.9 to the random sums $S_n - S_m$ with $m, n \geq N$, we find that
\[
\|S_n - S_m\|_{L^p(\Omega; X)} \leq \frac{\delta/2}{1 - \kappa_{2p, p}\sqrt{\eta}} = \delta,
\]
which is the required Cauchy criterion.
It remains to prove the exponential square-integrability. If
\[ \delta < \frac{1}{2e\mathbb{E}\|S\|^2} \leq \frac{1}{2e\mathbb{E}\|S_m\|^2}, \]
it follows from Fatou’s lemma, Proposition 6.2.7 and monotone convergence that
\[ \mathbb{E}e^{\delta\|S\|^2} \leq \lim_{m \to \infty} \mathbb{E}e^{\delta\|S_m\|^2} \leq \lim_{m \to \infty} \frac{1}{1 - 2e\delta\mathbb{E}\|S_m\|^2} = \frac{1}{1 - 2e\delta\mathbb{E}\|S\|^2}. \] (6.16)
In general, we have
\[ \mathbb{E}e^{\delta\|S\|^2} \leq \mathbb{E}e^{\delta\|S - S_n\|^2 + \|S_n\|^2} \leq (\mathbb{E}e^{4\delta\|S - S_n\|^2})^{1/2} (\mathbb{E}e^{4\delta\|S_n\|^2})^{1/2}, \]
where the last estimate follows from the Cauchy–Schwarz inequality. The second term is finite, since \( S_n \in L^\infty(\Omega; X) \). If we choose \( n \geq 1 \) so large that \( 4\delta < (2e\mathbb{E}\|S - S_n\|^2)^{-1} \), then the first term is finite by (6.16) applied to \( S - S_n \) in place of \( S \) and \( 4\delta \) in place of \( \delta \).

Remark 6.4.3. Applying Corollary 6.4.2 to each scalar sequence \((x_n, x^*)\) in place of \((x_n)_{n \geq 1} \), we find in particular that the following are equivalent:

(2') for all \( x^* \in X^* \), the sum \( \sum_{n \geq 1} \epsilon_n \langle x_n, x^* \rangle \) converges in \( L^2(\Omega) \);
(3') for all \( x^* \in X^* \), the sum \( \sum_{n \geq 1} \epsilon_n \langle x_n, x^* \rangle \) converges in probability;
(4') for all \( x^* \in X^* \), the sum \( \sum_{n \geq 1} \epsilon_n \langle x_n, x^* \rangle \) converges almost surely.

But (2') is obviously equivalent to

(2'') for all \( x^* \in X^* \), the sum \( \sum_{n \geq 1} |\langle x_n, x^* \rangle|^2 \) converges.

If \( X = H \) is a Hilbert space, then (2'') (and hence the other equivalent conditions above) holds in particular when \( x_n = h_n \) is an orthonormal sequence. On the other hand, the condition (1) of Corollary 6.4.2 for this sequence, with \( p = 2 \), would be equivalent to the convergence of \( \sum_{n \geq 1} \|h_n\|^2 \), which is obviously false. Hence we see that the equivalent conditions (2') through (4') above are in general strictly weaker than the equivalent conditions (1) through (4) of Corollary 6.4.2. This shows in particular that the conditions that \( \lim_{n \to \infty} \langle S_n, x^* \rangle = \langle S, x^* \rangle \) in probability (resp. almost surely) in the Itô–Nisio theorem cannot be replaced by the condition that \( \langle S_n, x^* \rangle \) converges in probability (resp. almost surely).

For Gaussian sequences, we have an almost complete analogue of Corollary 6.4.2, the only difference being that the exponential square integrability only holds for small enough \( \delta > 0 \):

Corollary 6.4.4. For any sequence \((x_n)_{n \geq 1} \) in \( X \) the following are equivalent:

(1) for all \( p \in [1, \infty) \) the sum \( \sum_{n \geq 1} \gamma_n x_n \) converges in \( L^p(\Omega; X) \);
(2) for some \( p \in [1, \infty) \) the sum \( \sum_{n \geq 1} \gamma_n x_n \) converges in \( L^p(\Omega; X) \);
(3) the sum $\sum_{n \geq 1} \gamma_n x_n$ converges in probability;

(4) the sum $\sum_{n \geq 1} \gamma_n x_n$ converges almost surely.

If these equivalent conditions hold, then for small enough $\delta > 0$,

$$E \exp \left( \delta \left\| \sum_{n \geq 1} \gamma_n x_n \right\|^2 \right) < \infty.$$ 

**Proof.** This is the basically same as the proof of Corollary 6.4.2, but using the Gaussian version of the Kahane–Khintchine inequality and its corollaries instead of the Rademacher version. The only difference is that we only claim the exponential square-integrability for small enough $\delta > 0$, which allows us to skip the last part of the proof. \hfill \Box

**Proof of the Itô–Nisio theorem**

We will give the proof of Theorem 6.4.1 in two parts:

**Proof of Theorem 6.4.1, Part I.** Here we check that (4)$\iff$(3)$\implies$(1)$\iff$(2), and verify the final claim of the theorem. The remaining implication (2)$\implies$(4) will be verified in Part II of the proof after developing some auxiliary results.

(3)$\implies$(1) is clear.

(3)$\implies$(4) is a special case of the general relation between convergence almost surely and in probability (Proposition E.1.5). (1)$\implies$(2) is an application of the same result to each scalar function sequence $(S_n, x^*)$.

(4)$\implies$(3): By the triangle inequality and Lévy’s inequality (Proposition 6.1.12), we have

$$P \left( \bigcup_{m, n \geq N} \{|S_n - S_m| > \varepsilon\} \right) \leq 2P \left( \bigcup_{n \geq N} \{|S_n - S_N| > \varepsilon/2\} \right)$$

$$= \lim_{k \to \infty} 2P \left( \max_{N \leq n \leq k} |S_n - S_N| > \varepsilon/2 \right) \leq \limsup_{k \to \infty} 4P \left( |S_k - S_N| > \varepsilon/2 \right).$$

If $S_n$ converges in probability, the limit as $N \to \infty$ of the right side, and hence of the left side, vanishes for every $\varepsilon > 0$. Thus

$$P \left( \bigcup_{k \geq 1} \bigcap_{N \geq 1} \bigcup_{m, n \geq N} \{|S_n - S_m| > k^{-1}\} \right)$$

$$\leq \sum_{k \geq 1} \lim_{N \to \infty} P \left( \bigcup_{m, n \geq N} \{|S_n - S_m| > \varepsilon\} \right) = 0.$$

The set on the left is precisely the set in which $(S_n)_{n \geq 1}$ fails to be Cauchy, and hence $(S_n)_{n \geq 1}$ is almost surely Cauchy, hence convergent, to some $\tilde{S}$. On the other hand, since $S_n \to S$ in probability, we have $S_{n_k} \to S$ almost surely along a subsequence (Proposition E.1.5), and hence $\tilde{S} = S$. So we have proved that $S_n \to S$ almost surely as claimed.
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(2)⇒(1): This follows by applying the previous implication to \( \langle S_n, x^* \rangle \) in place of \( S_n \).

It remains to prove the assertion about \( L^p \)-convergence. First we note that \( \mathbb{E}||S||^p < \infty \) by Fatou’s lemma. Moreover, we have \( S = S_n + (S - S_n) \) with \( S_n \) and \( S - S_n \) independent, and therefore \( \mathbb{E}||S_n||^p \leq \mathbb{E}||S||^p \) by Proposition 6.1.5. Hence by an integration by parts and Lévy’s inequality (Proposition 6.1.12),

\[
\mathbb{E} \sup_{1 \leq k \leq n} \|S_k\|^p = \int_0^\infty pr^{p-1} \mathbb{P} \left( \sup_{1 \leq k \leq n} \|S_k\| > r \right) \, dr \\
\leq 2 \int_0^\infty pr^{p-1} \mathbb{P}(\|S_n\| > r) \, dr = 2\mathbb{E}||S_n||^p \leq 2\mathbb{E}||S||^p.
\]

By the monotone convergence theorem, \( \mathbb{E}\sup_{k \geq 1} ||S_k||^p \leq 2\mathbb{E}||S||^p \). Hence \( \lim_{n \to \infty} \mathbb{E}||S_n - S||^p = 0 \) by the dominated convergence theorem.

\[\text{Tightness}\]

For the proof of the remaining implication in the Itô–Nisio theorem, we need some elements of the notion of uniform tightness. In order to introduce this property, we will first prove that individual random variables are tight.

**Proposition 6.4.5 (Tightness).** Every \( X \)-valued random variable is tight, i.e., for every \( \varepsilon > 0 \) there exists a compact set \( K \subseteq X \) such that \( \mathbb{P}(X \notin K) < \varepsilon \).

**Proof.** Since the range of any strongly measurable function \( \xi \) is contained in a separable closed subspace of \( X \) we may assume that \( X \) is separable. Let \( (x_n)_{n \geq 1} \) be a dense sequence in \( X \) and fix \( \varepsilon > 0 \). For each integer \( k \geq 1 \) the closed balls \( \overline{B}_X(x_n, 1/k) = \{ x \in X : \|x - x_n\| \leq 1/k \} \) cover \( x \), and therefore there exists an index \( N_k \geq 1 \) such that

\[
\mathbb{P} \left( \xi \in \bigcup_{n=1}^{N_k} \overline{B}_X(x_n, 1/k) \right) \geq 1 - \frac{\varepsilon}{2^k}.
\]

The set

\[
K := \bigcap_{k \geq 1} \bigcup_{n=1}^{N_k} \overline{B}_X(x_n, 1/k)
\]

is closed and totally bounded, and therefore compact. Moreover,

\[
\mathbb{P}(\xi \in X \setminus K) \leq \sum_{k \geq 1} \frac{\varepsilon}{2^k} = \varepsilon.
\]

\[\Box\]

A family \( \mathcal{X} \) of \( X \)-valued random variables is called **uniformly tight** if for every \( \varepsilon > 0 \) there exists a compact set \( K \) in \( X \) such that

\[
\mathbb{P}(\xi \notin K) < \varepsilon, \quad \xi \in \mathcal{X}.
\]
Lemma 6.4.6. If \( \mathcal{X} \) is uniformly tight, then \( \mathcal{X} - \mathcal{X} = \{ \xi_1 - \xi_2 : \xi_1, \xi_2 \in \mathcal{X} \} \) is uniformly tight.

Proof. Let \( \varepsilon > 0 \) be arbitrary and fixed. Choose a compact set \( K \) in \( X \) such that \( \mathbb{P}(\xi \notin K) < \varepsilon \) for all \( \xi \in \mathcal{X} \). The set \( L = \{ x - y : x, y \in K \} \) is compact, being the image of the compact set \( K \times K \) under the continuous map \( (x, y) \mapsto x - y \). Since \( \xi_1(\omega), \xi_2(\omega) \in K \) implies \( \xi_1(\omega) - \xi_2(\omega) \in L \),

\[
\mathbb{P}(\xi_1 - \xi_2 \notin L) \leq \mathbb{P}(\xi_1 \notin K) + \mathbb{P}(\xi_2 \notin K) < 2\varepsilon.
\]

The proof below will also make use of the theory of characteristic functions, which the reader may recall from Appendix E.1.c.

Proof of Theorem 6.4.1, Part II. It remains to prove (2) \( \Rightarrow \) (4). We split this into two steps.

Step 1 – In this step we prove that the sequence \( (S_n)_{n \geq 1} \) is uniformly tight.

For all \( m \geq n \) and \( x^* \in X^* \) the random variables \( \langle S_m - S_n, x^* \rangle \) and \( \pm \langle S_n, x^* \rangle \) are independent. Hence by Proposition E.1.12, \( \langle S - S_n, x^* \rangle \) and \( \pm \langle S_n, x^* \rangle \) are independent. Next we claim that \( S \) and \( S - 2S_n \) are identically distributed. Denote their distributions by \( \mu \) and \( \lambda_n \), respectively. By the independence of \( \langle S - S_n, x^* \rangle \) and \( \pm \langle S_n, x^* \rangle \) and the real-symmetry of \( S_n \), for all \( x^* \in X^* \) we have

\[
\tilde{\mu}(x^*) = \mathbb{E} \left( \exp(i\Re(S, x^*)) \right) = \mathbb{E} \left( \exp(i\Re(S - S_n, x^*)) \right) \mathbb{E} \left( \exp(i\Re(S_n, x^*)) \right)
\]

\[
= \mathbb{E} \left( \exp(i\Re(S - S_n, x^*)) \right) \mathbb{E} \left( \exp(i\Re(-S_n, x^*)) \right)
\]

\[
= \mathbb{E} \left( \exp(i\Re(S - 2S_n, x^*)) \right)
\]

\[
= \hat{\lambda}_n(x^*).
\]

By Theorem E.1.16, this shows that \( \mu = \lambda_n \) and the claim is proved.

Given \( \varepsilon > 0 \) we can find a compact set \( K \subseteq X \) with \( \mu(\overline{K}) = \mathbb{P}(S \notin K) < \varepsilon \). The set \( L := \frac{1}{2}(K - K) \) is compact as well, and arguing as in the proof of Lemma 6.4.6 we have

\[
\mathbb{P}(S_n \notin L) \leq \mathbb{P}(S \notin K) + \mathbb{P}(S - 2S_n \notin K) = 2\mathbb{P}(S \notin K) < 2\varepsilon.
\]

It follows that \( \mathbb{P}(S_n \notin L) < 2\varepsilon \) for all \( n \geq 1 \), and therefore the sequence \( (S_n)_{n \geq 1} \) is uniformly tight.

Step 2 – By Lemma 6.4.6, the sequence \( (S_n - S)_{n \geq 1} \) is uniformly tight. Let \( \nu_n \) denote the distribution of \( S_n - S \). We need to prove that for all \( \varepsilon > 0 \) and \( r > 0 \) there exists an index \( N \geq 1 \) such that

\[
\mathbb{P}(\|S_n - S\| \geq r) = \nu_n(\overline{C}(0, r)) < \varepsilon, \quad n \geq N,
\]

Suppose, for a contradiction, that such an \( N \) does not exist for certain \( \varepsilon > 0 \) and \( r > 0 \). Then there exists a subsequence \( (S_{n_k})_{k \geq 1} \) such that
On the other hand, by uniform tightness we find a compact set $K$ such that $\nu_{n_k}(K) \geq 1 - \frac{1}{2}\varepsilon$ for all $k \geq 1$. It follows that

$$\nu_{n_k}(K \cap \mathcal{C}B(0,r)) \geq \frac{1}{2}\varepsilon, \quad k \geq 1.$$ 

By covering the compact set $K \cap \mathcal{C}B(0,r)$ with finitely many open balls of radius $\frac{1}{2}r$ and passing to a subsequence, we find a ball $B$ such that $0 \notin B$ and a number $\delta > 0$ such that

$$\nu_{n_{k_j}}(K \cap B) = \Pr(S_{n_{k_j}} - S \in K \cap B) \geq \delta, \quad j \geq 1.$$ 

By the Hahn–Banach separation theorem, there exists a functional $x^* \in X^*$ such that $\Re\langle x, x^* \rangle \geq 1$ for all $x \in B$. For all $\omega \in \{S_{n_{k_j}} - S \in K \cap B\}$ it follows that $|\langle S_{n_{k_j}}(\omega) - S(\omega), x^* \rangle| \geq 1$. Hence

$$\Pr(|\langle S_{n_{k_j}} - S, x^* \rangle| \geq 1) \geq \Pr(S_{n_{k_j}} - S \in K \cap B) \geq \delta$$ 

Thus, $\langle S_{n_{k_j}}, x^* \rangle$ fails to converge to $\langle S, x^* \rangle$ in probability. This contradiction concludes the proof. \qed

### 6.4.b Boundedness implies convergence if and only if $c_0 \not\subset X$

In this section we give a sufficient condition for almost sure convergence in terms of boundedness in probability. It will play an important role in Chapter 9.

**Definition 6.4.7.** A sequence $(\xi_n)_{n \geq 1}$ of $X$-valued random variables is said to be bounded in probability if for all $\varepsilon > 0$ there exists an $r > 0$ such that

$$\Pr(\|\xi_n\| > r) < \varepsilon, \quad n \geq 1.$$ 

To give a quick example, Chebyshev’s inequality

$$\Pr(|\xi| \geq r) = \frac{1}{r^p} \int_{\{|\xi| \geq r^p\}} r^p \, \Pr \, d\Pr \leq \frac{1}{r^p} \int_{\{|\xi| \geq r^p\}} |\xi|^p \, d\Pr \leq \frac{1}{r^p} \mathbb{E}|\xi|^p$$

implies that uniformly bounded families in $L^p(\Omega; X)$ are bounded in probability.

**Proposition 6.4.8.** If the sequence $(\xi_n)_{n \geq 1}$ of $X$-valued random variables converges in probability, then $(\xi_n)_{n \geq 1}$ is bounded in probability.

**Proof.** Suppose $\lim_{n \to \infty} \xi_n = \xi$ in probability and let $\varepsilon > 0$ be given. Choose $m_0 > 0$ so large that $\Pr(\|\xi\| > m_0/2) < \frac{1}{2}$, and choose $N \geq 1$ such that $\Pr(\|\xi_n - \xi\| > m_0/2) < \varepsilon/2$ for all $n \geq N$. Then, for $n \geq N$,

$$\Pr(\|\xi_n\| > m_0) \leq \Pr(\|\xi_n - \xi\| > m_0/2) + \Pr(\|\xi\| > m_0/2) < \varepsilon.$$ 

For $n = 1, \ldots, N-1$ choose $m_n > 0$ so large that $\Pr(\|\xi_n\| > m_n) < \varepsilon$. Then, with $r := \max \{m_0, m_1, \ldots, m_{N-1}\}$ we have $\Pr(\|\xi_n\| > r) < \varepsilon$ for all $n \geq 1$. \qed
Our next aim is the prove a result on equivalence of almost sure boundedness and boundedness in probability for the partial sums of symmetric $X$-valued random variables.

**Proposition 6.4.9.** Let $(\xi_n)_{n \geq 1}$ be a sequence of independent real-symmetric $X$-valued random variables and let $S_n = \sum_{j=1}^{n} \xi_j$. The following assertions are equivalent:

1. the sequence $(S_n)_{n \geq 1}$ is bounded almost surely;
2. the sequence $(S_n)_{n \geq 1}$ is bounded in probability.

**Proof.** (1)⇒(2): Fix $\varepsilon > 0$ and choose $r \geq 0$ so that $\mathbb{P}(\sup_{n \geq 1} \|S_n\| > r) < \varepsilon$.

Then

$$
\mathbb{P}(\|S_n\| > r) \leq \mathbb{P}(\sup_{j \geq 1} |S_j| > r) < \varepsilon
$$

for all $n \geq 1$, and therefore $(S_n)_{n \geq 1}$ is bounded in probability.

(2)⇒(1): Fix $\varepsilon > 0$ arbitrary and choose $r \geq 0$ so large that $\mathbb{P}(\|S_n\| > r) < \varepsilon$ for all $n \geq 1$. By Lévy’s inequality (Proposition 6.1.12),

$$
\mathbb{P}\left( \sup_{1 \leq j \leq n} |S_j| > r \right) \leq 2 \mathbb{P}(\|S_n\| > r) < 2\varepsilon.
$$

It follows that $\mathbb{P}(\sup_{j \geq 1} |S_j| > r) \leq 2\varepsilon$. In particular, $\mathbb{P}(\sup_{j \geq 1} |S_j| = \infty) \leq 2\varepsilon$. Since $\varepsilon > 0$ was arbitrary, this shows that $(S_n)_{n \geq 1}$ is bounded almost surely.

**Theorem 6.4.10 (Hoffmann-Jørgensen and Kwapień).** For a Banach space $X$ the following assertions are equivalent:

1. for all sequences $(\xi_n)_{n \geq 1}$ of independent real-symmetric $X$-valued random variables, the almost sure boundedness of the partial sum sequence $(S_n)_{n \geq 1}$ implies the almost sure convergence of $(S_n)_{n \geq 1}$;
2. for all sequences $(x_n)_{n \geq 1}$ in $X$, the almost sure boundedness of the partial sums of $\sum_{n \geq 1} r_n x_n$ implies $\lim_{n \to \infty} x_n = 0$;
3. the space $X$ contains no closed subspace isomorphic to $c_0$.

**Proof.** (1)⇒(2) is trivial.

(2)⇒(3): Suppose that $X$ contains a subspace isomorphic to $c_0$ and let $e_n$ denote the $n$-th unit vector of $c_0$. The sum $\sum_{n \geq 1} r_n(\omega) e_n$ fails to converge for all $\omega \in \Omega$ while its partial sums are uniformly bounded.

(3)⇒(2): Suppose that (2) does not hold. Then there exists a sequence $(x_n)_{n \geq 1}$ in $X$ with

$$
\delta := \limsup_{n \to \infty} \|x_n\| > 0
$$

such that the partial sums of $\sum_{n \geq 1} r_n x_n$ are bounded almost surely.

Let $\mathcal{G}$ denote the $\sigma$-algebra generated by the sequence $(r_n)_{n \geq 1}$. We claim that for all $B \in \mathcal{G}$,
\[ \lim_{n \to \infty} \mathbb{P}(B \cap \{r_n = -1\}) = \lim_{n \to \infty} \mathbb{P}(B \cap \{r_n = 1\}) = \frac{1}{2} \mathbb{P}(B). \quad (6.18) \]

For all \( B \in \mathcal{G}_N \), the \( \sigma \)-algebra generated by \( r_1, \ldots, r_N \), this follows immediately from the fact that \( r_n \) is independent of \( \mathcal{G}_N \) for all \( n > N \). The case for \( B \in \mathcal{G} \) now follows from the general fact of measure theory (see Lemma A.1.2) that for any \( B \in \mathcal{G} \) and any \( \varepsilon > 0 \) there exist \( N \) sufficiently large and \( B_N \in \mathcal{G}_N \) such that \( \mathbb{P}(B_N \Delta B) < \varepsilon \).

Choose \( M \geq 0 \) in such a way that
\[ \mathbb{P}\left( \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r_j x_j \right\| \leq M \right) > \frac{1}{2}. \]

We will construct a subsequence \((x_{n_j})_{j \geq 1}\) such that \( \|x_{n_j}\| \geq \frac{1}{2}\varepsilon \) for every \( j \), and for any finite choice \( a_1, \ldots, a_k \in \{-1, 1\} \) one has \( \| \sum_{j=1}^{k} a_j x_{n_j} \| \leq M \). The Bessaga–Pełczyński criterion (Theorem 1.2.40) then implies that \( X \) contains a copy of \( c_0 \).

By (6.17) and (6.18) we can find an index \( n_1 \geq 1 \) such that for either choice of \( a_1 \in \{-1, 1\} \),
\[ \mathbb{P}\left( \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r_j x_j \right\| \leq M, \ r_{n_1} = a_1 \right) > \frac{1}{4}, \quad \|x_{n_1}\| \geq \frac{1}{2}\varepsilon. \]

Continuing inductively, we find a sequence \( 1 \leq n_1 < n_2 < \ldots \) such that for any choice of \( a_1, \ldots, a_k \in \{-1, 1\} \), we have
\[ \mathbb{P}\left( \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r_j x_j \right\| \leq M, \ r_{n_1} = a_1, \ldots, r_{n_k} = a_k \right) > \frac{1}{2^{k+1}}, \quad \|x_{n_k}\| \geq \frac{\varepsilon}{2}. \]

Define
\[ r'_m := \begin{cases} r_m, & \text{if } m = n_j \text{ for some } j \geq 1, \\ -r_m, & \text{otherwise}. \end{cases} \]

Then both \((r_m)_{m \geq 1}\) and \((r'_m)_{m \geq 1}\) are real Rademacher sequences. Fixing \( a_1, \ldots, a_k \in \{-1, 1\} \), we find that
\[ \mathbb{P}\left( \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r'_j x_j \right\| \leq M, \ r_{n_1} = a_1, \ldots, r_{n_k} = a_k \right) > \frac{1}{2^{k+1}}. \]

Since \( \mathbb{P}(r_{n_1} = a_1, \ldots, r_{n_k} = a_k) = \frac{1}{2^{k+1}} \), the event
\[ \left\{ \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r_j x_j \right\| \leq M, \ \sup_{n \geq 1} \left\| \sum_{j=1}^{n} r'_j x_j \right\| \leq M, \ r_{n_1} = a_1, \ldots, r_{n_k} = a_k \right\} \]
has positive probability and hence is non-empty. Choosing any \( \omega \) in the above event we obtain
The comparison result of this section has a somewhat different flavour than the ones we have encountered so far. It establishes a comparison between the

\[ \left\| \sum_{j=1}^{k} a_j x_{n_j} \right\| = \left\| \frac{1}{2} \sum_{j=1}^{n_k} r_j(\omega)x_j + \frac{1}{2} \sum_{j=1}^{n_k} r'_j(\omega)x_j \right\| \leq M. \]

\((2) \Rightarrow (1)\): Suppose the partial sums \( S_n = \sum_{n=1}^{N} \xi_n \) are bounded almost surely but fail to converge almost surely. Then by Theorem 6.4.1 it fails to be Cauchy in probability, and there exist \( r > 0 \), \( \varepsilon > 0 \), and an increasing sequence \( 1 \leq n_1 < n_2 < \ldots \) such that

\[ P(\|S_{n_{k+1}} - S_{n_k}\| > r) > \varepsilon, \quad k = 1, 3, 5, \ldots \]

Put \( \eta_k := S_{n_{k+1}} - S_{n_k} \). The partial sums of \( \sum_{k \geq 1} \eta_k \) are bounded almost surely.

On a possibly larger probability space, let \( (r_n)_{n \geq 1} \) be a real Rademacher sequence independent of \( (\xi_n)_{n \geq 1} \). By Proposition 6.4.9, the partial sums of \( \sum_{k \geq 1} \eta_k \) are bounded in probability, and because \( (\eta_n)_{n \geq 1} \) and \( (r_n \eta_n)_{n \geq 1} \) are identically distributed, the same is true for the partial sums of \( \sum_{k \geq 1} r_k \eta_k \).

Another application of Proposition 6.4.9 shows that the partial sums of this series are bounded almost surely.

We may assume that the sequences \( (\eta_k)_{k \geq 1} \) and \( (r_k)_{k \geq 1} \) are defined on two separate probability spaces, say on \( \Omega_\eta \) and \( \Omega_r \). By Fubini’s theorem, for almost all \( \omega \in \Omega_\eta \) the partial sums of \( \sum_{k \geq 1} r_k \eta_k(\omega) \) are bounded almost surely on \( \Omega_r \). By (2), \( \lim_{k \to \infty} \eta_k(\omega) = 0 \) for almost all \( \omega \in \Omega_\eta \). This implies that \( \lim_{k \to \infty} \eta_k = \lim_{k \to \infty} S_{n_{k+1}} - S_{n_k} = 0 \) in probability. This contradiction concludes the proof. \( \square \)

Remark 6.4.11. The theorem remains true if we replace ‘real-symmetric’ by ‘symmetric’ in condition (1). In fact, denoting this modified condition (1)’, we have the implications \((1)' \Rightarrow (2)' \Rightarrow (3) \Rightarrow (2) \Rightarrow (1) \Rightarrow (1)', \) where \((2)’\) is obtained from (2) by replacing the real Rademachers \( r_n \) by Rademachers \( \varepsilon_n \).

Corollary 6.4.12. Let \( 1 \leq p < \infty \) and let \( X \) be a Banach space not containing a closed subspace isomorphic to \( c_0 \). If \( (\xi_n)_{n \geq 1} \) is a sequence of independent real-symmetric \( X \)-valued random variables whose partial sums \( S_n = \sum_{j=1}^{n} \xi_j \) are bounded in \( L^p(\Omega; X) \), then the sequence \( (S_n)_{n \geq 1} \) converges both in \( L^p(\Omega; X) \) and almost everywhere.

Proof. By Chebyshev’s inequality, the sequence \( (S_n)_{n \geq 1} \) is bounded in probability, hence bounded almost surely by Proposition 6.4.9. The Hoffmann-Jørgensen–Kwapień Theorem 6.4.10 now implies that \( (S_n)_{n \geq 1} \) converges to some random variable \( S \) almost everywhere. Moreover, by the Itô–Nisio Theorem 6.4.1, the boundedness of \( (S_n)_{n \geq 1} \) in \( L^p(\Omega; X) \) implies its convergence in \( L^p(\Omega; X) \). \( \square \)

6.5 Comparison of random sums and trigonometric sums

The comparison result of this section has a somewhat different flavour than the ones we have encountered so far. It establishes a comparison between the
complex Rademacher sums $\sum_{j=1}^N \varepsilon_j x_j$ and the lacunary trigonometric sums $\sum_{j=1}^N e^{2\pi i j} x_j$, where

$$e_k(t) := e^{2\pi i k t}$$

is the $k$-th trigonometric monomial on the unit interval $T := [0, 1)$. While each individual $e_k$ is clearly distributed like a complex Rademacher variable, the trigonometric monomials are highly non-independent; indeed $e_k = (e_1)^k$, so they are all generated by the first one. Nevertheless, in analogy with the comparison results for other random sums, we have:

**Theorem 6.5.1 (Pisier).** Let $X$ be an arbitrary complex Banach space and let $p \in [1, \infty)$. Then

$$\frac{1}{4} \left\| \sum_{j=1}^N \varepsilon_j x_j \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{j=1}^N e^{2\pi i j} x_j \right\|_{L^p(\Omega; X)} \leq 4 \left\| \sum_{j=1}^N \varepsilon_j x_j \right\|_{L^p(\Omega; X)}$$

for all $N \in \mathbb{Z}_+$ and all $x_1, \ldots, x_N \in X$.

This two-sided inequality depends on two facts: first, that the exponential sequence $\{2^j\}_{j=1}^\infty$ is a so-called Sidon set (Proposition 6.5.3), and second, that all Sidon sets satisfy such an estimate (Theorem 6.5.5). We start with the definition.

**Definition 6.5.2 (Sidon sets).** A subset $A \subseteq \mathbb{Z}$ is called a Sidon set if the following estimate holds uniformly over all finitely non-zero sequences $(c_\lambda)_{\lambda \in A}$ of complex numbers:

$$\sum_{\lambda \in A} |c\lambda| \leq C \left\| \sum_{\lambda \in A} c\lambda e_\lambda \right\|_{\infty}.$$

The smallest admissible constant $C$ is called the Sidon constant of $A$ and is denoted by $S(A)$.

Basic examples of Sidon sets are provided by lacunary sequences. We say that a sequence $(\lambda_j)_{j=1}^\infty$ of positive numbers is $A$-lacunary if $\lambda_{j+1}/\lambda_j \geq A > 1$ for all $j$.

**Proposition 6.5.3.** Every $A$-lacunary sequence $A$ of positive integers is a Sidon set with $S(A) \leq 2 \log_A \max\{3, (2A-1)/(A-1)\}$. In particular, $S(\{2^j\}_{j=1}^\infty) \leq 4$.

The key technical tool for the proof is provided by the following lemma.

**Lemma 6.5.4.** Let $A > 1$ and $B \geq \max\{3, (2A-1)/(A-1)\}$, and let $(\mu_j)_{j=1}^\infty$ be a $B$-lacunary sequence of positive integers and $\xi_j \in T$. Then the Riesz product

$$R(x) := \prod_{j=1}^N [1 + \cos(2\pi (\mu_j x + \xi_j))]$$

has Fourier coefficients $\hat{R}(0) = 1$, $\hat{R}(\pm \mu_j) = \frac{1}{2} e^{\pm 2\pi i \xi_j}$ for $j = 1, \ldots, N$, and $\hat{R}(k) \neq 0$ only if $k = 0$ or $\mu_j/A < |k| < A\mu_j$ for one of these $j$. 

Proof. Expanding the product, we have

\[
R(x) = \prod_{j=1}^{N} \left[ 1 + \frac{1}{2} \left\{ e^{2\pi i(\mu_j x + \xi_j)} + e^{-2\pi i(\mu_j x + \xi_j)} \right\} \right]
\]

\[
= \sum_{\alpha \in \{-1,0,+1\}^N} 2^{-|\alpha|} \exp \left( 2\pi i \sum_{j=1}^{N} \alpha_j (\mu_j x + \xi_j) \right) \tag{6.19}
\]

\[
= \sum_{k \in \mathbb{Z}} c_k(x) \sum_{\alpha \in \{-1,0,+1\}^N} 2^{-|\alpha|} e^{2\pi i \alpha \cdot \xi},
\]

where \( \mu := (\mu_1, \ldots, \mu_N) \in \mathbb{Z}^N, \xi := (\xi_1, \ldots, \xi_N) \in \mathbb{T}^N, \) and \(|\alpha| := \sum_{j=1}^{N} |\alpha_j|\).

We next check that the equation \( \alpha \cdot \mu = k \) has at most one solution for a given \( k \), and any solution at all only when \( k = 0 \) or \( \mu_j/A < |k| < A\mu_j \) for some \( \mu_j \). In fact, we have

\[
\alpha \cdot \mu = \sum_{j=1}^{N} \alpha_j \mu_j = \pm \mu_{j_1} \pm \mu_{j_2} \pm \ldots, \quad \mu_{j_k} \geq B\mu_{j_{k+1}}.
\]

Suppose that two such sums are equal, \( \alpha \cdot \mu = \alpha' \cdot \mu \). If \( \mu_{j_i} < \mu_{j_j} \) (including formally the case that \( \alpha \neq 0 = \alpha' \)), then the sum of all the terms other than \( \mu_{j_1} \) on both sides of the equation is strictly less than

\[
2 \sum_{\ell=1}^{\infty} B^{-\ell} \mu_{j_1} = \frac{2}{B-1} \mu_{j_1} < \mu_{j_1},
\]

since \( B \geq 3 \). This lead to the contradiction \( \mu_{j_1} = |\alpha_{j_1} \mu_{j_1}| = |\alpha \cdot \mu - (\alpha \cdot \mu - \alpha_{j_1} \mu_{j_1})| = |\alpha' \cdot \mu - (\alpha \cdot \mu - \alpha_{j_1} \mu_{j_1})| < \mu_{j_1} \).

If \( \mu_{j_i} = \mu_{j_j} \) and \( \alpha_{j_i} \neq \alpha_{j_j} \), then the rest of the terms have the same upper bound as above, and we arrive at the even stronger contradiction that

\[
2 \mu_{j_i} = |\alpha_{j_i} \mu_{j_i} - \alpha_{j_i} \mu_{j_i}'| = |\alpha \cdot \mu - (\alpha \cdot \mu - \alpha_{j_i} \mu_{j_i}) - \alpha' \cdot \mu + (\alpha' \cdot \mu - \alpha_{j_i} \mu_{j_i}')| = |\alpha \cdot \mu - \alpha_{j_i} \mu_{j_i}| + |\alpha' \cdot \mu - \alpha_{j_i} \mu_{j_i}'| < \mu_{j_i}.
\]

Thus it must be that \( \mu_{j_1} = \mu_{j_i} \) and \( \alpha_{j_1} = \alpha_{j_i}' \), but then we may cancel these terms from both sides and we are left with the equality of similar shorter sums. By induction it follows that \( \alpha = \alpha' \). In particular, we have that \( \alpha = 0 \) is the unique solution of \( \alpha \cdot \mu = 0 \), while \( \alpha = \pm u_j \) (here \( u_j \) is the standard basis in \( \mathbb{R}^N \)) is the unique solution of \( \alpha \cdot \mu = \pm \mu_j \), and then it is easy to check the values of the corresponding Fourier coefficients from (6.19).

Finally, if \( k = \alpha \cdot \mu \neq 0 \), then \(|k|\) lies strictly between

\[
\mu_{j_1} \left( 1 - \sum_{\ell=1}^{\infty} B^{-\ell} \right) = \mu_{j_1} \frac{B-2}{B-1} \quad \text{and} \quad \mu_{j_1} \sum_{\ell=0}^{\infty} B^{-\ell} = \mu_{j_1} \frac{B}{B-1},
\]

and \( B \geq (2A-1)/(A-1) > A/(A-1) \) implies that \( \mu_{j_1}/A < |k| < A\mu_{j_1} \). \( \square \)
Proof of Proposition 6.5.3. Let \( A = (\lambda_j)_{j=1}^{\infty} \) be an \( A \)-lacunary sequence. It is immediate that each subsequence \( A_s := (\lambda_{jr-s})_{j=1}^{\infty}, s = 0, \ldots, r-1 \), is \( A' \)-lacunary. Let \( r \) be the smallest positive integer such that \( B := A' \geq \max\{3,(2A - 1)/(A - 1)\} \). Hence Lemma 6.5.4 applies to the Riesz products

\[
R_s(x) := \prod_{j=1}^{N} [1 + \cos(2\pi(\lambda_{jr-s}x + \xi_{jr-s}))].
\]

It follows that their sum \( R := \sum_{s=0}^{r-1} R_s \) has Fourier coefficients

\[
\hat{R}(0) = r, \quad \hat{R}(\pm \lambda_j) = \frac{1}{2} e^{\pm 2\pi i \xi_j} \quad j = 1, \ldots, rN;
\]

note in particular that \( \hat{R}_s(\pm \mu_{jr-s'}) = 0 \) for \( s \neq s' \) since \( \mu_{jr-s}/\mu_{jr-s} \notin (A^{-1}, A) \) for any \( j \).

Thus, for a trigonometric polynomial \( f = \sum_{\lambda \in A} c_\lambda e_\lambda \),

\[
\int \mathbb{T} R(x) f(x) \, dx = \sum_{k \in \mathbb{Z}} \hat{R}(-k) \hat{f}(k) = \frac{1}{2} \sum_{j=1}^{rN} e^{-2\pi i \xi_j} c_\lambda = \frac{1}{2} \sum_{j=1}^{rN} |c_\lambda|, \tag{1}
\]

when we make the obvious choice of \( \xi_j \) in the definition of the Riesz product \( R_s \). On the other hand, we have

\[
\left| \int \mathbb{T} R(x) f(x) \, dx \right| \leq \| R \|_1 \| f \|_\infty = r \left\| \sum_{\lambda \in A} c_\lambda e_\lambda \right\|_\infty;
\]

since the non-negative function \( R \) satisfies \( \| R \|_1 = \int \mathbb{T} R(x) \, dx = \hat{R}(0) = r \).

Letting \( N \to \infty \), we have shown that

\[
\sum_{\lambda \in A} |c_\lambda| \leq 2r \left\| \sum_{\lambda \in A} c_\lambda e_\lambda \right\|_\infty, \quad r = \lceil \log_A \max\{3, (2A - 1)/(A - 1)\} \rceil.
\]

The general comparison result involving Sidon sets is the following. Clearly Theorem 6.5.1 is a direct consequence of Theorem 6.5.5 and Proposition 6.5.3.

Theorem 6.5.5 (Pisier). Let \( X \) be an arbitrary Banach space and \( p \in [1, \infty) \). If \( A \subseteq \mathbb{Z} \) is a Sidon set, then

\[
\frac{1}{S(A)} \left\| \sum_{\lambda \in A} \varepsilon_\lambda x_\lambda \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{\lambda \in A} e_\lambda x_\lambda \right\|_{L^p(\mathbb{T}; X)} \leq S(A) \left\| \sum_{\lambda \in A} \varepsilon_\lambda x_\lambda \right\|_{L^p(\Omega; X)}
\]

for all finitely non-zero sequences of \( x_\lambda \in X \).
Proof. It follows at once from the definition of a Sidon set that the following functionals are uniformly bounded with norm at most $S(A)$, as the complex signs $\epsilon_\lambda$ vary arbitrarily on the unit circle:

$$f = \sum_{\lambda \in A} \epsilon_\lambda e_\lambda \mapsto \sum_{\lambda \in A} \epsilon_\lambda c_\lambda,$$

where the domain is the subspace of $C(\mathbb{T})$ of all finite linear combinations of the $e_\lambda$, $\lambda \in \Lambda$. We now consider one such functional for a fixed choice of complex signs $\epsilon_\lambda$. By the Hahn–Banach theorem, this functional has a bounded extension to all of $C(\mathbb{T})$; thus there exists a regular Borel measure $\mu$ on $\mathbb{T}$, of total variation $\|\mu\| \leq S(A)$, such that

$$\int_{\mathbb{T}} e_\lambda \, d\mu = \epsilon_\lambda, \quad \lambda \in \Lambda.$$

Let $\bar{\mu}$ be its reflection, $\bar{\mu}(A) := \mu(-A)$. Then, for any finite sum $f = \sum_{\lambda \in A} \epsilon_\lambda e_\lambda x_\lambda$,

$$f * \bar{\mu}(t) = \int_{\mathbb{T}} f(t - s) \, d\bar{\mu}(s) = \int_{\mathbb{T}} f(t + s) \, d\mu(s) = \sum_{\lambda \in A} \epsilon_\lambda(t) x_\lambda \int_{\mathbb{T}} e_\lambda(s) \, d\mu(s) = \sum_{\lambda \in A} \epsilon_\lambda e_\lambda(t) x_\lambda,$$

and thus

$$\left\| \sum_{\lambda \in A} \epsilon_\lambda e_\lambda x_\lambda \right\|_{L^p(\mathbb{T}; X)} = \left\| f * \bar{\mu} \right\|_{L^p(\mathbb{T}; X)} \leq \left\| f \right\|_{L^p(\mathbb{T}; X)} \left\| \bar{\mu} \right\| \leq S(A) \left\| \sum_{\lambda \in A} \epsilon_\lambda x_\lambda \right\|_{L^p(\mathbb{T}; X)}$$

for all $p \in [1, \infty]$. Applying this with $\bar{\epsilon}_\lambda x_\lambda$ in place of $x_\lambda$, and noting that the conjugate coefficients $\bar{\epsilon}_\lambda$ are as arbitrary as the original $\epsilon_\lambda$, we obtain a similar estimate to the other direction. For $p \in [1, \infty)$, we may take the inequality to the power $p$, substitute random signs $\epsilon_j$ in place of $\epsilon_j$, and integrate over the underlying probability space. The proof is concluded by using the contraction principle, which shows that

$$\left\| \sum_{\lambda \in A} \epsilon_\lambda e_\lambda x_\lambda \right\|_{L^p(\Omega \times \mathbb{T}; X)} = \left\| \sum_{\lambda \in A} \epsilon_\lambda x_\lambda \right\|_{L^p(\Omega; X)}.$$

\[ \square \]

6.6 Notes

Section 6.1

General references to probability in Banach spaces are Diestel, Jarchow, and Tonge [1995], Kahane [1985], Kwapień and Woyczyński [2002], Ledoux and Talagrand [1991], Vakhania, Tarieladze, and Chobanyan [1987].
Kahane’s contraction principle in its basic version, Theorem 6.1.13(i), is from Kahane [1985], while the variant in Theorem 6.1.13(ii) is from Pietsch and Wenzel [1998, 3.5.4]. We refer to Section 3.2.b for the heart of the argument in the case of Rademacher sequences, from which the present extension to symmetric random variables was straightforward.

Lévy’s inequality (Proposition 6.1.12) is classical and the proof presented here can be found in many textbooks. It has various refinements which can be found in the general references already cited.

A different proof of the covariance domination (Theorem 6.1.25) can be found in Albiac and Kalton [2006, Chapter 7].

Tail estimates related to the contraction principle

The following tail estimate is a variation on the contraction principle:

**Theorem 6.6.1 (Kahane’s contraction principle, tail estimate).** Let \((\xi_n)_{n=1}^N\) be a sequence of independent and symmetric random variables with values in a Banach space \(X\). Then for all scalar sequences \((a_n)_{n=1}^N\) we have

\[
P\left(\left\| \sum_{n=1}^N a_n \xi_n \right\| > t \right) \leq 2P\left( \max_{1 \leq n \leq N} \left\| a_n \right\| \sum_{n=1}^N \xi_n \right) > t \right).
\]

**Proof.** By symmetry it suffices to consider the case of non-negative scalars \((a_n)_{n=1}^N\), and by renumbering and scaling we may also assume that \(0 \leq a_N \leq \ldots \leq a_1 = 1\). Let \(a_{N+1} = 0\). Writing \(S_n = \sum_{k=1}^n \xi_k\), summation by parts gives

\[
\sum_{n=1}^N a_n \xi_n = \sum_{n=1}^N a_n (S_n - S_{n-1}) = \sum_{n=1}^N (a_n - a_{n+1}) S_n.
\]

Since \(\sum_{n=1}^N (a_n - a_{n+1}) = a_1 = 1\),

\[
\left\{ \sum_{n=1}^N (a_n - a_{n+1}) S_n > t \right\} \subseteq \left\{ \max_{1 \leq n \leq N} \left\| S_n \right\| > t \right\}.
\]

Therefore, Lévy’s inequality (Proposition 6.1.12) implies the required result. \(\square\)

A thorough presentation of tail estimates for sums of independent random variables can be found in De la Peña and Giné [1999].

**Section 6.2**

Theorem 6.2.2 and Lemma 6.2.3 go back to Bonami [1970]. About the same time, hypercontractivity for Gaussian random variables was proved by Nelson [1973], improving an earlier result of Nelson [1966]. Proofs based on the
logarithmic Sobolev inequality were given subsequently by Gross [1975]. The proof of Lemma 6.2.3 presented here is from Beckner [1975] and the induction argument used in our proof of Theorem 6.2.2 is from Kwapień and Szulga [1991]. Hypercontractivity estimates such as the one of Theorem 6.2.2 exist both in the analytic and probabilistic framework. Accounts of the history of the subject are given in Davies, Gross, and Simon [1992], Bakry, Gentil, and Ledoux [2014], Simon [2015]. In the vector-valued case, Theorem 6.2.2 is due to Borell [1979]. Non-symmetric versions of these results have been obtained in Oleszkiewicz [2003], Wolff [2007]. A further discussion on a complex version of Theorem 6.2.2 can be found in Theorem 6.6.5 below.

The Kahane–Khintchine inequality (Theorem 6.2.4) is Kahane’s vector-valued extension of the classical scalar-valued version due to Khintchine [1923]. A tail estimate that captures the essence of this inequality is already contained in Kahane [1964]; that this implies the version of the estimate as in Theorem 6.2.4 was pointed out in Kahane [1985]. Other proofs based on estimates of tail probabilities can be found in Ledoux and Talagrand [1991] and Oleszkiewicz [2014]. The proof presented here based on the hypercontractivity estimates can be found, e.g., in Kwapień and Wolff [2002] and De la Peña and Giné [1999].

The constant in the Kahane–Khintchine inequalities

We remind the reader of the notation employed for the optimal constants in the Kahane–Khintchine inequalities explained at the beginning of Section 6.2. It will be used freely in the discussion that follows.

The optimal constant in the Kahane–Khintchine inequalities for real Rademacher sums is known in a few instances. Szarek [1976] proved that

$$\kappa_{2,1,\mathbb{R}} = \sqrt{2},$$

thereby resolving an old conjecture of Littlewood. The optimal constants $\kappa_{q,2,\mathbb{R}}$ have been obtained by Whittle [1960] for all $q \geq 2$, and independently by Stečin [1961] for integers $q \geq 2$. The problem was settled by Haagerup [1981], who found the best constants $\kappa_{p,2,\mathbb{R}}$ and $\kappa_{2,p,\mathbb{R}}$ for all $0 < p < \infty$. As a special case of his results one has

$$\kappa_{q,2,\mathbb{R}} = \|\gamma\|_q \quad \text{for } q \geq 2,$$

where $\gamma$ is standard real Gaussian variable. König and Kwapień [2001] and Baernstein and Culverhouse [2002] extended several of the above results to more general rotationally invariant random variables in $\mathbb{R}^d$, and a case which was left open for the complex Rademachers was eventually solved in König [2014]. Similar results were obtained by Latała and Oleszkiewicz [1995a] for random variables which are uniformly distributed on $[0,1]$. For even exponents, Nayar and Oleszkiewicz [2012] extended several of the above results to
ultra sub-Gaussian random vectors (this class includes random variables which are uniformly distributed on a ball or sphere centred at zero). In particular, it follows from their results that

\[ \kappa_{q,p,R} = \frac{\|\gamma\|_q}{\|\gamma\|_p} \quad \text{for } p, q \in 2\mathbb{N}, \quad q \geq p. \]

Eskenazis, Nayar, and Tkocz [2016] obtained optimal constants for Gaussian mixtures which are random variables of the form \( \gamma \xi \), where \( \gamma \) is a standard Gaussian random variable and \( \xi \) is an independent positive random variable which has finite \( p \)-moments for all \( p < \infty \).

Almost 20 years after Szarek [1976]’s proof that \( \kappa_{2,1,R} = \sqrt{2} \), Latała and Oleszkiewicz [1994] found a very short proof of the more general fact that

\[ \kappa_{2,1,X}^R = \kappa_{2,1}^R = \sqrt{2} \]

holds for any Banach space \( X \). An alternative approach can be found in Dela Peña and Giné [1999, Section 1.3] and Latała and Oleszkiewicz [1995b], where the following optimal constants are obtained:

\[
\begin{align*}
\kappa_{q,p,X}^R &= \kappa_{q,p}^R = 2^{1/p-1/q} \quad \text{for } q \in (0, 2] \text{ and } p \in (0, 1] \text{ and } q > p, \\
\kappa_{4,2,X}^R &= \kappa_{4,2}^R = 3^{1/4}.
\end{align*}
\]

These results provide support for the following conjecture:

Conjecture 6.6.2 (Kwapień). For any Banach space \( X \) and all \( 0 < p \leq q < \infty \),

\[ \kappa_{q,p,X}^R = \kappa_{q,p}^R = \kappa_{q,p,R}. \]

For Hilbert spaces this is indeed true. In fact, Fubini’s theorem and Minkowski’s inequality imply the identity \( \kappa_{q,p,L^q}^R = \kappa_{q,p,R} \), and the statement in the conjecture for Hilbert spaces follows from this since every Hilbert space is isometric to a closed subspace of an \( L^q \)-space. In Oleszkiewicz [2014] it has been shown that \( \sup_{1 \leq p \leq q} \kappa_{q,p,X}^R / \kappa_{q,p,R} \to 1 \) as \( q \to \infty \), providing further evidence for the conjecture.

Let \( (g_n)_{n=1}^N \) be a real Gaussian sequence. For real scalars \( c_1, \ldots, c_n \), the Gaussian sum \( \sum_{n=1}^N c_n g_n \) is a real Gaussian random variable with variance \( \sum_{n=1}^N c_n^2 \); from this one easily derives that

\[ \kappa_{q,p,R}^\gamma = \frac{\|g\|_q}{\|\gamma\|_p} \quad \text{for } p, q \in (0, \infty), \]

where \( g \) is a standard real Gaussian variable. A deep result of Latała and Oleszkiewicz [1999] states that for any Banach space \( X \) and all \( 0 < p \leq q < \infty \) one has

\[ \kappa_{q,p,X}^\gamma = \kappa_{q,p}^\gamma = \kappa_{q,p,R}^\gamma = \frac{\|\gamma\|_q}{\|\gamma\|_p}. \]
Hypercontractivity and Kahane–Khintchine inequalities for complex Rademachers

In Lemma 6.2.3 (and hence in 6.2.2), only real Rademacher sequences are considered. The difficulty in the complex case is that the $\sigma$-algebra generated by a complex Rademacher random variable is not finite. For this reason we had to deduce the complex case of Theorem 6.2.4 from the real case via Proposition 6.1.19. There is a natural complex analogue of Lemma 6.2.3, namely, a hypercontractivity estimate for the Poisson semigroup.

For $n \in \mathbb{Z}$, let $e_n(\theta) := e^{2\pi i n \theta}$ be the trigonometric functions on the torus $\mathbb{T} = [0, 1]$. The next result is due to Weissler [1980] (see also Beckner [1995], Janson [1983]).

**Theorem 6.6.3 (Hypercontractivity of the Poisson semigroup).** Let $X$ be a Banach space and $1 < p \leq q < \infty$. The Poisson semigroup $(P(t))_{t \geq 0}$ on $L^p(\mathbb{T})$, defined by

$$P(t)f = \sum_{n \in \mathbb{Z}} a_n e^{-t|n|} e_n \quad \text{for } f = \sum_{n \in \mathbb{Z}} a_n e_n \in L^p(\mathbb{T}),$$

satisfies

$$\|P(t)\|_{L^p \rightarrow L^q} \leq 1$$

if and only if

$$e^{-t} \leq \left( \frac{p-1}{q-1} \right)^{1/p}.$$

The proof of Theorem 6.6.3 is based on a logarithmic Sobolev inequality on the torus. Since the Poisson semigroup positive, the above result extends to the Banach space-valued setting by Theorem 2.1.3. An interesting consequence is the following complex variant of Lemma 6.2.3.

**Corollary 6.6.4.** Let $\varepsilon$ be a complex Rademacher random variable and $X$ a complex Banach space. Then for all $x, y \in X$ and $0 < p < q < \infty$,

$$\|x + \theta \varepsilon y\|_{L^q(\Omega; X)} \leq \|x + \varepsilon y\|_{L^p(\Omega; X)} \quad \text{for all } 0 \leq \theta \leq \sqrt{\frac{p}{q}}.$$

Observe that $\sqrt{\frac{p}{q}} \leq \sqrt{\frac{p-1}{q-1}}$, and therefore the estimate in the case of complex Rademachers is better than the one for real Rademachers. In the proof we use an argument due to Janson, as presented in Weissler [1980].

**Proof.** The proof uses some elementary facts from the theory of sub-harmonic functions. Let $\mathbb{D} \subseteq \mathbb{C}$ denote the open unit disk. Fix $x, y \in X$ and define $u : \overline{\mathbb{D}} \to [0, \infty)$ by $u(z) = \|x + zy\|^{1/n}$, where $n \geq 1$ is fixed for the moment. Since

$$u(z) = \sup_{\|x^*\| \leq 1} |\langle x + zy, x^* \rangle|^{1/n},$$

$$\|x + \theta \varepsilon y\|_{L^q(\Omega; X)} \leq \|x + \varepsilon y\|_{L^p(\Omega; X)} \quad \text{for all } 0 \leq \theta \leq \sqrt{\frac{p}{q}}.$$
u is sub-harmonic by Rudin [1987, Theorem 17.3]. Define the harmonic function \( v : \mathbb{D} \to \mathbb{C} \) by

\[
v(re^{2\pi i \theta}) := (P(t)[u(e^{2\pi i \cdot})])(\theta), \quad \theta \in [0, 1], \ r = e^{-t}, \ t \geq 0.
\]

Since \( u|_{\partial \mathbb{D}} = v|_{\partial \mathbb{D}} \), from Rudin [1987, Theorem 17.4] it follows that \( u \leq v \) on \( \mathbb{D} \).

Fix \( r = e^{-t} \in (0, \sqrt{\frac{p}{q}}) \) and choose \( n \) so large that \( r \leq \sqrt{\frac{np-1}{nq}} \). Since \( \theta \mapsto e^{2\pi i \theta} \) has the same distribution as \( \varepsilon \), we have

\[
\|x + r\varepsilon y\|_{L^q(\Omega; X)} = \left( \int_0^1 \|x + re^{2\pi i \theta}y\|^q d\theta \right)^{1/q} = \left( \int_0^1 |u(re^{2\pi i \theta})|^n d\theta \right)^{1/q},
\]

and the same holds if we replace \( q \) and \( r \) by \( p \) and \( 1 \) respectively. Combining the above observations with Theorem 6.6.3 we obtain

\[
\|x + r\varepsilon y\|_{L^q(\Omega; X)} = \left( \int_0^1 |u(re^{2\pi i \theta})|^n d\theta \right)^{1/q} \leq \|P(t)u(e^{2\pi i \cdot})\|_{L^q} \leq \|u(e^{2\pi i \cdot})\|_{L^p} = \|x + \varepsilon y\|_{L^p(\Omega; X)}.
\]

This proves the result for \( 0 \leq r < \sqrt{\frac{p}{q}} \). The case \( r = \sqrt{\frac{p}{q}} \) follows by a limiting argument. \( \square \)

With the help of this result, Theorem 6.2.2 can be extended to the complex case. This leads to the following complex version of Theorem 6.2.4:

**Theorem 6.6.5.** Let \( (\varepsilon_n)_{n\geq 1} \) be a complex Rademacher sequence. Then for all \( 0 < p < q < \infty \) and all sequences \( (x_n)_{n=1}^N \) in \( X \),

\[
\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)} \leq \sqrt{\frac{q}{p}} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}.
\]

**Section 6.3**

A good source for the material in this section is Pisier [1989].

**Section 6.4**

The Itô–Nisio Theorem 6.4.1 is from Itô and Nisio [1968]. Further equivalences to the four listed in the text can be found, for example, in Kwapień and Woyczyński [2002]. A martingale version has already been presented in Theorem 3.3.14.

The Hoffmann-Jørgensen–Kwapień Theorem 6.4.10 is due to Hoffmann-Jørgensen [1974] and Kwapień [1974]. In Hoffmann-Jørgensen [1974] it is proved that if \( X \) is a Banach space and \( (\Omega, \mathcal{F}, \mathbb{P}) \) is a probability space rich
enough to support a Rademacher sequence, then the conditions of Theorem 6.4.10 are equivalent to the non-containment of $c_0$ in $L^p(\Omega; X)$ for some (or equivalently, all) $1 \leq p < \infty$, and it was conjectured that the latter is equivalent to the non-containment of $c_0$ is $X$. This is condition (3) of Theorem 6.4.10. In the same issue of Studia Mathematica, Kwapień [1974] settled this conjecture in the affirmative.

Section 6.5

Theorems 6.5.1 and 6.5.5 on the comparison of Rademacher and trigonometric sums are due to Pisier [1978a]. The related fact that lacunary sequences are Sidon sets (Proposition 6.5.3) is classical. We have adapted an argument from Zygmund [2002, Theorem VI.6.1].
In this chapter we will see that some of the deeper properties of Rademacher sums and Gaussian sums are intimately linked with the geometry of the Banach space in which they live. In one direction, important geometric notions such as type, cotype, and $K$-convexity are defined through \textit{a priori} assumptions on the behaviour of random sums. In the other direction, the presence of such properties often significantly improves the behaviour of random sums. For example, in every Banach space with finite cotype, $L^p$-norms of Rademacher sums and Gaussian sums are equivalent.

After discussing the definitions and basic properties of type and cotype, we undertake a study of so-called summing operators. Their importance to the topic at hand largely stems from the fact that if $X$ has cotype $q$, then every bounded linear operator $T : C(K) \to X$, where $K$ is a compact Hausdorff space, is $(q, 1)$-summing. This fundamental result, together with the factorisation theorem of Pisier proved in Section 7.2 is at the basis of some subtle comparison results in the same section, which also includes the comparison of Rademacher sums and Gaussian sums for spaces of finite cotype. These results will play an important role in later chapters.

In Section 7.3, we provide Kwapień’s isomorphic characterisation of Hilbert spaces in terms of type and cotype 2, and present the geometric characterisations for non-trivial type and cotype due to Maurey and Pisier. The latter allows us to compare several of the earlier encountered Banach space properties with type and cotype. For example, UMD Banach spaces are shown to have non-trivial type and finite cotype.

The dual of every Banach space $X$ with type $p$ has cotype $q$, with $\frac{1}{p} + \frac{1}{q} = 1$, but the converse fails. The symmetry between these notions (and indeed, between several other notions as well) is restored by introducing an \textit{a priori} boundedness assumption, called $K$-convexity, on the Rademacher projections in $X$. Banach spaces with this property are the object of study in Section 7.4 and often play a role when duality arguments are applied for random
sarith, Among other things we will prove Pisier’s theorem on the equivalence
of $K$-convexity and non-trivial type.

In the final section of this chapter we study various types of estimates
for Banach space-valued double random sums. In contrast to the situation
for random sums, the contraction principle generally fails for double random
sums. For a given Banach space, the validity of various kinds of contraction
principles becomes a useful property that has far-reaching consequences, some
of which will be explored in later chapters.

7.1 Type and cotype

In this first section, we introduce the definitions and basic properties of type
and cotype and the main examples of spaces satisfying one or the other of these
conditions. Among the deeper results is the König–Tzafriri Theorem 7.1.14,
which deduces cotype form type with quantitative estimates for the relevant
constants. The section concludes with a far reaching extremality property of
Gaussian sequence in spaces with the best possible type or cotype $2$.

7.1a Definitions and basic properties

Unless stated otherwise, $(\varepsilon_n)_{n \geq 1}$ will always denote a Rademacher sequence
defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Recall the standing assumption that
Rademacher sequences are real (respectively, complex) when we work over the
real (respectively, complex) scalar field.

**Definition 7.1.1 (Type and cotype).** Let $X$ be a Banach space, let $p \in [1, 2]$ and $q \in [2, \infty]$.

1. The space $X$ is said to have type $p$ if there exists a constant $\tau \geq 0$ such
   that for all finite sequences $x_1, \ldots, x_N$ in $X$ we have
      \[
      \left( \mathbb{E}\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^p \right)^{1/p} \leq \tau \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p}.
      \]

2. The space $X$ is said to have cotype $q$ if there exists a constant $c \geq 0$ such
   that for all finite sequences $x_1, \ldots, x_N$ in $X$ we have
      \[
      \left( \sum_{n=1}^{N} \|x_n\|^q \right)^{1/q} \leq c \left( \mathbb{E}\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^q \right)^{1/q},
      \]
   with the usual modification for $q = \infty$.

We denote by $\tau_{p,X}$ and $c_{q,X}$ the least admissible constants in (1) and (2) and
refer to them as the type $p$ constant and cotype $q$ constant of $X$, respectively.
From the case $N = 1$ we see that $\tau_{p,X} \geq 1$ and $c_{q,X} \geq 1$. By the Kahane–Khintchine inequalities, the exponents (with the exception of $q = \infty$) in the Rademacher sums in (1) and (2) could be replaced by any exponent $r \in [1, \infty)$. This leads to the same properties, but with different constants.

To check that the ensemble of spaces considered in Definition 7.1.1 is non-void, we immediately provide:

**Example 7.1.2.** Every Hilbert space $H$ has type 2 and cotype 2, with constants $\tau_{2,H} = 1$ and $c_{2,H} = 1$. Indeed, for all $h_1, \ldots, h_N \in H$ we have

\[
\mathbb{E}\left\| \sum_{n=1}^{N} \varepsilon_n h_n \right\|^2 = \mathbb{E}\left( \sum_{n=1}^{N} \varepsilon_n h_n \right)^2 = \mathbb{E} \sum_{n=1}^{N} \sum_{m=1}^{N} \varepsilon_n \varepsilon_m (h_n|h_m) \\
= \sum_{n=1}^{N} \sum_{m=1}^{N} \mathbb{E}(\varepsilon_n \varepsilon_m)(h_n|h_m) = \sum_{n=1}^{N} (h_n|h_n) = \sum_{n=1}^{N} \|h_n\|^2.
\]

This result can be interpreted as a generalisation of the parallelogram law. In Section 7.3.a we show that up to isomorphism, Hilbert spaces are the only Banach spaces with both type 2 and cotype 2.

It is easy to check that the inequalities defining type and cotype cannot be satisfied for any $p > 2$ and $q < 2$, respectively, even in one-dimensional spaces $X$. This explains the restrictions imposed on these numbers.

By the triangle inequality, every Banach space $X$ has type 1, with constant $\tau_{1,X} = 1$. Likewise, the inequalities

\[
\sup_{n \geq 1} \|x_n\| \leq \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^1(\Omega;X)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^\infty(\Omega;X)}
\]

show that every Banach space has cotype $\infty$, with constant $c_{\infty,X} = 1$. We say that $X$ has non-trivial type if $X$ has type $p$ for some $p \in (1,2]$, and finite cotype if it has cotype $q$ for some $q \in [2, \infty)$.

From the fact that the sequence space norm $\| \cdot \|_{\ell_v^p(X)}$ is decreasing and the probability space norm $\| \cdot \|_{L_v^p(\Omega;X)}$ is increasing in $v \in [1, \infty)$, it follows that if $X$ has type $p$ (cotype $q$), then it also has type $u$ for all $u \in [1,p)$ (cotype $v$ for all $v \in [q,\infty)$) and $\tau_{v,X} \leq \tau_{p,X}$ ($c_{v,X} \leq c_{q,X}$). In particular, every Hilbert space is also an example of a space with type $p$ and cotype $q$ for every $p \in [1,2]$ and $q \in [2,\infty]$.

The property of type is well-behaved under interpolation, as shown by the following proposition. This is not the case for cotype, and we refer to the Notes for further comments on this point. An interpolation result for cotype will be proved, for $K$-convex Banach spaces $X$, in Proposition 7.4.17. The relevant terminology on interpolation can be found in Appendix C.

**Proposition 7.1.3.** Let $(X_0, X_1)$ be an interpolation couple and assume $X_i$ has type $p_i \in [1,2]$ for $i = 1,2$. Let $\theta \in (0,1)$ and $p \in [1,2]$ satisfy $p = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$.
The complex interpolation space $X_\theta = [X_0, X_1]_\theta$ and the real interpolation spaces $X_{\theta,p_0:p_1} = (X_0, X_1)_{\theta,p_0:p_1}$ have type $p$, with constants

$$
\tau_{p,X_\theta} \leq \tau_{p_0:X_0}^{1-\theta} \tau_{p_1:X_1}^\theta,
\tau_{p,X_{\theta,p_0:p_1}} \leq \tau_{p_0:X_0}^{1-\theta} \tau_{p_1:X_1}^\theta.
$$

Recall that $X_{\theta,p_0:p_1} = (X_0, X_1)_{\theta,p}$ with equivalent norms (see Appendix C.3.14).

**Proof.** Fix $N \geq 1$. The operators $T : \ell^p_N(X_i) \to L^p(X_i)$ given by $T(x_n)_{n=1}^N = \sum_{n=1}^N \varepsilon_n x_n$, are bounded with norm at most $\tau_{p_i,X_i}$. As in shown in Theorem 2.2.6,

$$
[\ell^p_N(X_0), \ell^p_1(X_1)]_{\theta} = \ell^p_N(X_\theta),
[L^p_\theta(X_0), L^p_1(X_1)]_{\theta} = L^p(X_\theta),
$$

and therefore by interpolation we find that $T : \ell^p_N(X_\theta) \to L^p(X_\theta)$ is bounded with norm $\|T\| \leq \tau_{p_0:X_0}^{1-\theta} \tau_{p_1:X_1}^\theta$. The proof for the real interpolation spaces follows the same lines, but uses Theorem 2.2.10. \(\square\)

There will be occasions where we wish to compare the type and cotype of a complex Banach space $X$ and its realification $X_R$. For a complex Banach space $X$ we write $\tau^R_{p,X}$ and $c^R_{q,X}$ for the best constant in the definition of type $p$ and cotype $q$ while using real Rademacher random variables. Thus

$$
\tau^R_{p,X} = \tau_{p,X_R}, \quad c^R_{q,X} = c_{q,X_R},
$$

and by randomisation and Proposition 6.1.19,

$$
\tau_{p,X} \leq \tau^R_{p,X} \leq \frac{1}{2} \tau_{p,X}, \quad c_{q,X} \leq c^R_{q,X} \leq \frac{1}{2} c_{q,X}. \quad (7.1)
$$

### 7.1.b Basic examples

We shall next analyse the type and cotype properties of general $L^r$-spaces, the finite-dimensional sequence spaces $\ell^1_N$ and $\ell^\infty_N$, and the Schatten classes $\mathcal{C}_r$.

In the context of type and cotype of $L^r$-type spaces, it is often convenient to use type and cotype constants $\tau_{p,X:s}$ and $c_{q,X:s}$ with a secondary parameter $s$, where these are defined as the least admissible constants in the estimates

$$
\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^r(\Omega;X)} \leq \tau_{p,X:s} \left( \sum_{n=1}^N \|x_n\|^p \right)^{1/p},
$$

$$
\left( \sum_{n=1}^N \|x_n\|^q \right)^{1/q} \leq c_{q,X:s} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^r(\Omega;X)}.
$$
One can immediately estimate the ratios $\tau_{p,X;\mathcal{S}}/\tau_{p,X}$ and $c_{q,X;\mathcal{S}}/c_{q,X}$ from above and below with the Kahane–Khintchine inequality.

In the next proposition and its corollary, $(S,\mathcal{A},\mu)$ is an arbitrary measure space.

**Proposition 7.1.4.** Let $X$ be a Banach space, let $p \in [1, 2]$, $q \in [2, \infty]$, and $r \in [1, \infty)$.

1. If $X$ has type $p$, then $L^r(S;X)$ has type $p \land r$, with
   $$\tau_{p \land r,L^r(S;X);s} \leq \tau_{p,X;\mathcal{S}}, \quad s \in [r, \infty).$$

2. If $X$ has cotype $q$, then $L^r(S;X)$ has cotype $q \lor r$, with
   $$c_{q \lor r,L^r(S;X);t} \leq c_{q,X;\mathcal{S}}, \quad t \in [1, r].$$

**Proof.** We will prove the result for type, the case of cotype being similar. If $r < p$ we may replace $p$ by $r$ and thereby assume that $1 \leq p \leq r \leq s$.

Fix $f_1, \ldots, f_N \in L^r(S;X)$. In the remainder of the proof, without loss of generality we may assume that $\mu$ is $\sigma$-finite (replace $S$ by the union of the sets $S_j = \{2^j \leq \max_{1 \leq n \leq N} \|f_n\| < 2^{j+1}\}$, each of which has finite $\mu$-measure). Using Minkowski’s inequality twice (Proposition 1.2.22) and the type $p$ property,

$$\left\| \sum_{n=1}^N \varepsilon_n f_n \right\|_{L^r(B;L^r(S;X))} \leq \left\| \sum_{n=1}^N \varepsilon_n f_n \right\|_{L^r(S;L^r(B;X))} \leq \tau_{p,X;\mathcal{S}} \left( \sum_{n=1}^N \|f_n\| \right)_{L^r(S;\mu^*(B;X))} \leq \tau_{p,X;\mathcal{S}} \left( \sum_{n=1}^N \|f_n\| \right)_{L^p(S;\mu^*(X))}.$$

The usefulness of having these estimates with constant one is most evident in iterative considerations. As an immediate corollary we deduce:

**Corollary 7.1.5.** Let $X$ be a Banach space, let $p \in [1, 2]$ and $q \in [2, \infty]$, let $r = (r_1, \ldots, r_N) \in [1, \infty)^N$ and write

$$L^r(S;X) := L^{r_1}(S_1) (L^{r_2}(S_2), \ldots, L^{r_N}(S_N;X), \ldots).$$

1. If $X$ has type $p$, then $L^r(S;X)$ has type $p \land r := p \land r_1 \land \ldots \land r_N$, with
   $$\tau_{p \land r,L^r(S;X);s} \leq \tau_{p,X;\mathcal{S}}, \quad s \in [r_1 \lor \ldots \lor r_N, \infty).$$

2. If $X$ has cotype $q$, then $L^r(S;X)$ has cotype $q \lor r := q \lor r_1 \lor \ldots \lor r_N$, with
   $$c_{q \lor r,L^r(S;X);t} \leq c_{q,X;\mathcal{S}}, \quad t \in [1, r_1 \land \ldots \land r_N].$$
The point is that the type and cotype estimates only depend on the upper and lower bounds for the sequence \((r_n)_{n=1}^{N}\), not on the number of elements of this sequence. This phenomenon already appeared in Theorem 4.3.17, where we verified it by a more \textit{ad hoc} argument.

\textbf{Corollary 7.1.6.} Let \(r \in [1, \infty)\), and \((S, \mathcal{A}, \mu)\) be a measure space such that \(L^r(S)\) is infinite-dimensional. Then

\[
\tau_{p,L^r(S);r} = \begin{cases} 
1, & p \leq r \land 2, \\
\infty, & p > r \land 2;
\end{cases}
\]

\[
c_{q,L^r(S);r} = \begin{cases} 
\infty, & q < r \lor 2, \\
1, & q \geq r \lor 2.
\end{cases}
\]

\textbf{Proof.} The cases with ‘constant 1’ are immediate from Proposition 7.1.4, even without the infinite-dimensionality assumption.

For the cases with ‘constant \(\infty\)’ (i.e., the failure of the corresponding property), we detail the case of type, that of cotype being similar. Thus, we show that if \(\dim L^r(S) = \infty\), then \(L^r(S)\) fails type \(p > \min\{r, 2\}\). For this we may assume that \(1 \leq r < p \leq 2\), the remaining case being immediate from the fact that no Banach space has type greater than 2.

For each \(N \geq 1\), the measure space \(S\) contains disjoint measurable sets \(S_1, \ldots, S_N\) of positive and finite measure. Indeed, otherwise \(S\) consists of finitely many atoms and possibly a purely infinite part, contradicting the assumption that \(L^p(S)\) be infinite-dimensional.

Fix \(N \geq 1\). Choose disjoint sets \(S_1, \ldots, S_N\) of positive finite measure. With \(f_n = \mu(S_n)^{-1/r}1_{S_n}\) we then have, by Fubini’ theorem and disjoint supports,

\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n \right\|_{L^r(\Omega; L^r(S;X))} = \left\| \sum_{n=1}^{N} \varepsilon_n f_n \right\|_{L^r(S; L^r(\Omega;X))} = \left( \sum_{n=1}^{N} \left\| \varepsilon_n f_n \right\|_{L^r(S; L^r(\Omega;X))}^r \right)^{1/r} = \left( \sum_{n=1}^{N} \left\| \varepsilon_n f_n \right\|_{L^r(\Omega; L^r(S;X))}^r \right)^{1/r} = \left( \sum_{n=1}^{N} 1 \right)^{1/r} = N^{1/r},
\]

whereas

\[
\left( \sum_{n=1}^{N} \left\| f_n \right\|_{L^r(S)}^p \right)^{1/p} = \left( \sum_{n=1}^{N} 1 \right)^{1/p} = N^{1/p}.
\]

Letting \(N \to \infty\) we see that \(L^r(S)\) cannot have type \(p\). \qed
7.1 Type and cotype

The finite-dimensional spaces $\ell^1_N$ and $\ell^\infty_N$ play an important role in the theory of type and cotype, and their type and cotype constants are given in the following proposition.

**Proposition 7.1.7.** For $p \in [1, 2]$ and $q \in [2, \infty]$, we have

$$\tau_{p, \ell^1_N} = N^{1/p'}, \quad c_{q, \ell^1_N} \leq \kappa_{2,1}, \quad c_{q, \ell^\infty_N} = N^{1/q},$$

(7.2)

and

$$\frac{1}{2}([\log_3 N] + 1)^{1/p'} \leq \tau_{p, \ell^\infty_N} \leq (2e \log N)^{1/p'} \vee 2^{1/p'}.$$ 

(7.3)

**Proof of (7.2).** Let us begin by noting the obvious identities $\tau_{p, \ell^1_N} = 1$ and $c_{q, \ell^1_N} = 1$.

Concerning $\tau_{p, \ell^1_N}$, we use $\|x\|_{\ell^q_N} \leq \|x\|_{\ell^1_N} \leq N^{1/p'}\|x\|_{\ell^p_N}$ and $\tau_{p, \ell^1_N} = 1$ to obtain

$$\left\| \sum_{k=1}^K \varepsilon_k x_k \right\|_{L^p(\Omega; \ell^1_N)} \leq N^{1/p'} \left( \sum_{k=1}^K \left\| \varepsilon_k x_k \right\|_{L^p(\Omega; \ell^1_N)} \right)^{1/p} \leq N^{1/p'} \tau_{p, \ell^1_N} \left( \sum_{k=1}^K \left\| x_k \right\|_{\ell^p_N} \right)^{1/p}.$$

In the converse direction, we choose $x_k = e_k$, the unit vectors, to see that

$$N = \left\| \sum_{n=1}^N \varepsilon_n e_n \right\|_{L^p(\Omega; \ell^1_N)} \leq \tau_{p, \ell^1_N} \left( \sum_{n=1}^N \left\| e_n \right\|_{\ell^p_N} \right)^{1/p} = \tau_{p, \ell^1_N} N^{1/p}.$$

The case of $c_{q, \ell^\infty_N}$ is similar: We use $\|x\|_{\ell^q_N} \leq \|x\|_{\ell^\infty_N} \leq N^{1/q}\|x\|_{\ell^\infty_N}$ and $c_{q, \ell^\infty_N} = 1$ to get

$$\left( \sum_{k=1}^K \left\| x_k \right\|_{\ell^\infty_N}^q \right)^{1/q} \leq \left( \sum_{k=1}^K \left\| x_k \right\|_{\ell^q_N}^q \right)^{1/q} \leq c_{q, \ell^\infty_N} \left\| \sum_{k=1}^K \varepsilon_k x_k \right\|_{L^q(\Omega; \ell^\infty_N)} \leq N^{1/q} \left\| \sum_{k=1}^K \varepsilon_k x_k \right\|_{L^q(\Omega; \ell^\infty_N)}.$$

Conversely, with $x_k = e_k$, we have

$$N^{1/q} = \left( \sum_{n=1}^N \left\| e_n \right\|_{\ell^\infty_N}^q \right)^{1/q} \leq c_{q, \ell^\infty_N} \left\| \sum_{n=1}^N \varepsilon_n e_n \right\|_{L^q(\Omega; \ell^\infty_N)} = c_{q, \ell^\infty_N}.$$

The estimate $c_{q, \ell^1_N} \leq c_{2, \ell^1_N} \leq \kappa_{2,1}$ is a special case of the similar bound for general $L^1(S)$-spaces (see Corollary 7.1.5) and the Kahane–Khintchine inequality. \qed
In order to estimate $\tau_{p, \ell^\infty_N}$ from below, we will make use of the bound already proved for $\tau_{p, \ell^1_N}$, via the following notion, whose deeper connections with type and cotype will be explored later in this chapter:

**Definition 7.1.8 (Isomorphic copy of $Y$ in $X$).** Let $X$ and $Y$ be Banach spaces and let $\lambda \geq 1$ be a constant. We say that $X$ contains a $\lambda$-isomorphic copy of $Y$, and write $Y \subseteq_\lambda X$, if there exist $T \in \mathcal{L}(Y, X)$ and constants $\lambda_1, \lambda_2 > 0$ such that $\lambda_1 \lambda_2 \leq \lambda$ and

$$\frac{1}{\lambda_1} \|y\| \leq \|Ty\| \leq \lambda_2 \|y\|, \quad y \in Y.$$ 

We say that $X$ contains an isomorphic copy of $Y$ if $X$ contains a $\lambda$-isomorphic copy of $Y$ for some $\lambda \geq 1$.

It is immediate to check that if $Y \subseteq_\lambda X$, then

$$\tau_{p, Y} \leq \lambda \tau_{p, X}, \quad c_{q, Y} \leq \lambda c_{q, X}, \quad \text{(7.4)}$$

for all $1 \leq p \leq 2$ and $2 \leq q \leq \infty$. For the present purposes, we will need the following basic example:

**Example 7.1.9 ($\ell^\infty_N$ contains an isomorphic copy of $\ell^1_N$).** We shall prove that

1. for $\mathbb{K} = \mathbb{R}$, $\ell^\infty_{2N-1}$ contains a $1$-isomorphic copy of $\ell^1_N$;
2. for $\mathbb{K} = \mathbb{C}$, $\ell^\infty_{JN-1}$ contains a $\frac{1}{\cos(\pi/J)}$-isomorphic copy of $\ell^1_N$ for $J \geq 3$.

In particular, $\ell^1_N \cong \ell^\infty_{N-1}$, and for every $\varepsilon > 0$ there exists $M = M(N, \varepsilon)$ such that $\ell^1_N \cong 1+\varepsilon \ell^\infty_M$.

**Proof.** Consider the index set $\Theta := \{e^{2\pi i k/J} : k = 1, \ldots, J\}^{N-1}$ and the operator

$$T : \ell^1_N \to \ell^\infty(\Theta) = \ell^\infty_{JN-1} : (a_n)_{n=1}^N \mapsto \left(\sum_{n=1}^{N-1} \theta_n a_n + a_N\right)_{\theta \in \Theta},$$

where we take $J = 2$ in the real case and $J \geq 3$ in the complex case.

In the real case, we have $\Theta = \{-1, 1\}^{N-1}$ and with the choice $\theta_n = \text{sgn}(a_n) \text{sgn}(a_N)$ we find that

$$\|Ta\|_{\ell^\infty(\Theta)} = \max_{\theta \in \{-1, 1\}^{N-1}} \left|\sum_{n=1}^{N-1} \theta_n a_n + a_N\right| = \text{sgn}(a_N) \sum_{n=1}^N |a_n| = \|a\|_{\ell^1}.$$ 

In the complex case, writing $a_n = |a_n|e^{-i\phi_n}$, we choose $\theta_n = e^{i\psi_n}$ such that $|\psi_n - (\phi_n - \phi_N)| \leq \pi/J$ to see that

$$\|Ta\|_{\ell^\infty(\Theta)} \geq \max_{\theta \in \Theta} |\Re\left(e^{i\psi_N} \left(\sum_{n=1}^{N-1} \theta_n a_n + a_N\right)\right)|.$$
\[
\geq \Re \left( \sum_{n=1}^{N-1} |a_n| e^{i(\psi_n - \phi_n + \phi_N)} + |a_N| \right)
\]
\[
= \sum_{n=1}^{N-1} |a_n| \cos(\psi_n - [\phi_n - \phi_N]) + |a_N| \geq \cos(\pi/J) \sum_{n=1}^{N} |a_n|,
\]
while clearly \(\|Ta\|_{\ell^\infty(\Theta)} \leq \|a\|_{\ell^1}\). \qed

We are now ready for:

**Proof of (7.3).** Concerning \(\tau_{2,\ell_N^\infty}\), we use \(\|x\|_{\ell_N^\infty} \leq \|x\|_{\ell_\kappa} \leq N^{1/s}\|x\|_{\ell_N^\infty}\) and the estimate \(\tau_{2,\ell_N^\infty} \leq \kappa_{\ell_{1/2},2} \leq \sqrt{s-1}\) for \(s \in [2,\infty)\) (the first follows from (7.1), the second from Corollary 7.1.6, and the third from Theorem 6.2.4), to obtain

\[
\left\| \sum_{k=1}^{K} x_k x_k \right\|_{L^2(\Omega_1,\ell_N^\infty)} \leq \left\| \sum_{k=1}^{K} x_k x_k \right\|_{L^2(\Omega_2,\ell_N^\infty)} \leq \tau_{2,\ell_N^\infty} \left( \sum_{k=1}^{K} \|x_k\|_{\ell_N^\infty}^2 \right)^{1/2}
\]
\[
\leq (s-1)^{1/2} N^{1/s} \left( \sum_{k=1}^{K} \|x_k\|_{\ell_N^\infty}^2 \right)^{1/2}.
\]
Therefore, \(\tau_{2,\ell_N^\infty} \leq (s-1)^{1/2} N^{1/s}\) for \(s \in [2,\infty)\). If \(N \in \{1, 2\}\), we can take \(s = 2\) to find \(\tau_{2,\ell_N^\infty} \leq 2^{1/2}\), which implies the upper bound in (7.3) for \(p = 2\).

If \(N \geq 3\), then with \(s = 2 \log(N)\) we find

\[
\tau_{2,\ell_N^\infty} \leq (2 \log(N) - 1)^{1/2} N^{1/(2 \log(N))} \leq (2 \log(N))^{1/2} e^{1/2},
\]
which again implies the upper bound in (7.3) for \(p = 2\).

For all \(N \geq 1\) we have \(\tau_{1,\ell_N^\infty} = 1\). For \(p \in (1, 2)\), by interpolation (see Proposition 7.1.3) we obtain

\[
\tau_{p,\ell_N^\infty} \leq \tau_{1,\ell_N^\infty}^{1-2/p'} \tau_{2,\ell_N^\infty}^{2/p'} = \tau_{2,\ell_N^\infty}^{2/p'},
\]
which, combined with the preceding bound for \(\tau_{2,\ell_N^\infty}\), gives the asserted upper bound in (7.3).

The lower bound for \(\tau_{p,\ell_N^\infty}\) follows from the fact that \(\ell_N^\infty\) contains a \(2\)-isomorphic copy of \(\ell^1_{3^{n-1}}\), and hence

\[
\tau_{p,\ell_N^\infty} \geq \frac{1}{2} \tau_{p,\ell^1_{3^{n-1}}} = \frac{1}{2} n^{1/p'},
\]
for \(N \geq 3^{n-1}\). With \(n = \lfloor \log_3 N \rfloor + 1\), we have \(\tau_{p,\ell_N^\infty} \geq \frac{1}{2} (\lfloor \log_3 N \rfloor + 1)^{1/p'}\). \qed
As an immediate consequence of these finite-dimensional bounds of Proposition 7.1.7, we have

**Corollary 7.1.10.** The spaces $c_0$ and $\ell^\infty$ do not have non-trivial type or finite cotype. The space $\ell^1$ has cotype 2, but no non-trivial type.

Concerning the Schatten class $\mathcal{C}^p$ (see Appendix D for the definition), we have the following result.

**Proposition 7.1.11.** For all $p \in (1, \infty)$ the Schatten class $\mathcal{C}^p$ has type $p^2$ and cotype $p_2^\odot$.

The proposition is also true for $p = 1$, that is to say, $\mathcal{C}^1$ has cotype 2. This is a deeper result that we shall not prove here.

The result of the proposition is optimal in view of the fact that $\mathcal{C}^p$ contains an isometric copy of $\ell^p$. To see this, let $(e_n)_{n \geq 1}$ be the standard unit basis of $\ell^2$. Then, for all scalar sequences $c = (c_n)_{n \geq 1}$,

$$
\|c\|_{\ell^p} = \left\| \sum_{n \geq 1} c_n(e_n \otimes e_n) \right\|_{\mathcal{C}^p}.
$$

The key to Proposition 7.1.11 is an explicit computation for the case when $p$ is an even integer:

**Lemma 7.1.12.** $\tau_{2,\mathcal{C}^2n} \leq \kappa_{2n,2}$ for all $n \in \mathbb{Z}_+.$

**Proof.** We use the results of Appendix D. Iterating the identity for $u^*u$ preceding (D.2) and using Lemma D.1.1, we find that $\|u\|_{\mathcal{C}^2n}^2 = \text{tr}((u^*u)^n)$. Therefore, if $(\varepsilon_i)_{i \geq 1}$ is a Rademacher sequence,

$$
\mathbb{E} \left[ \sum_{i=1}^{N} \varepsilon_i x_i \right]_{\mathcal{C}^2n}^{2n} = \mathbb{E} \left( \text{tr} \sum_{i_1,j_1,...,i_n,j_n \in \{1,...,N\}} \varepsilon_{i_1} \varepsilon_{j_1} \cdots \varepsilon_{i_n} \varepsilon_{j_n} x_{i_1}^* x_{j_1} \cdots x_{i_n}^* x_{j_n} \right)
$$

$$
= \sum_{i_1,j_1,...,i_n,j_n \in \{1,...,N\}} \text{tr} (x_{i_1}^* x_{j_1} \cdots x_{i_n}^* x_{j_n})
$$

$$
\leq \sum_{i_1,j_1,...,i_n,j_n \in \{1,...,N\}} \|x_{i_1}\|_{\mathcal{C}^2n} \cdots \|x_{j_n}\|_{\mathcal{C}^2n},
$$

where $*$ signifies the following restriction in the summation:

- in the real case, each value $k \in \{1,...,N\}$ appears an even number of times in the sequence $(i_1,j_1,...,i_n,j_n)$;
- in the complex case, each value $k \in \{1,...,N\}$ appears an equal number of times in the sequence $(i_1,...,i_n)$ and in the sequence $(j_1,...,j_n)$. 

Indeed, the second identity follows easily by considering when \( \mathbb{E}r^k \) (with a real Rademacher \( r \)) or \( \mathbb{E}(r^k \epsilon^l) = \mathbb{E}(\epsilon^{l-k}) \) is zero or one.

Exactly the same computation shows that non-negative numbers \( a_i \) satisfy

\[
\mathbb{E} \left( \sum_{i=1}^N \varepsilon_i a_i \right)^{2n} = \sum_{i_1,j_1,...,i_n,j_n \in \{1,...,N\}}^* a_{i_1} a_{j_1} \cdots a_{i_n} a_{j_n}.
\]

Using this with \( a_i = \|x_i\|_{\ell^2n} \), we find that

\[
\left( \mathbb{E} \left\| \sum_{i=1}^N \varepsilon_i x_i \right\|_{\ell^{2n}}^{2n} \right)^{1/2n} \leq \left( \mathbb{E} \sum_{i=1}^N \varepsilon_i \|x_i\|_{\ell^{2n}}^{2n} \right)^{1/2n} \leq 2n \left( \sum_{i=1}^N \|x_i\|_{\ell^{2n}}^2 \right)^{1/2},
\]

which is the asserted estimate.

\( \square \)

**Proof of Proposition 7.1.11.** We first prove the ‘type’ part. The case \( p = 2n \in 2\mathbb{Z}_+ \) is contained in Lemma 7.1.12. The result for \( p \in [2, \infty) \) follows from this by interpolation, using Propositions 7.1.3 and D.3.1. The result for \( p \in (1,2) \) also follows by interpolation again, now using the obvious fact that \( \ell^1 \) has type 1.

The ‘cotype’ part follows by duality, using Proposition 7.1.13 below and Theorem D.2.6.

\( \square \)

**7.1.c Type implies cotype**

As it turns out, in many ways non-trivial type is a stronger property than finite cotype. In this subsection we prove two results featuring this phenomenon: if a space \( X \) has non-trivial type, then both \( X \) and its dual \( X^* \) have finite cotype. From Corollary 7.1.10 we already know that neither of these implications is reversible: the space \( \ell^1 \) has cotype 2, yet neither this space itself, nor its predual \( c_0 \) and its dual \( \ell^\infty \) have non-trivial type.

We begin with the simple duality result.

**Proposition 7.1.13.** If \( X \) has type \( p \in [1,2] \), then \( X^* \) has cotype \( p' \in [2,\infty] \) with \( \frac{1}{p} + \frac{1}{p'} = 1 \). Moreover, \( c_{p',X^*} \leq \tau_{p,X} \).

**Proof.** In the proof we take \( p \in (1,2] \); the case \( p = 1 \) is trivial. Let \( x_1^*,...,x_N^* \in X^* \) and \( \varepsilon > 0 \) be given and choose norm one vectors \( x_1,...,x_N \in X \) such that \( \langle x_n, x_n^* \rangle \geq (1-\varepsilon)\|x_n\| \). If \( a = (a_1,...,a_N) \) is a sequence of scalars we write \( \|a\|_p = (\sum_{n=1}^N |a_n|^p)^{1/p} \). By Hölder’s inequality,

\[
(1-\varepsilon) \left( \sum_{n=1}^N \|x_n^*\|_{p'}^{1/p'} \right)^{1/p'} \leq \left( \sum_{n=1}^N \langle x_n, x_n^* \rangle_{p'}^{1/p'} \right)^{1/p'} = \sup_{\|a\|_p \leq 1} \left| \sum_{n=1}^N a_n \langle x_n, x_n^* \rangle \right| = \sup_{\|a\|_p \leq 1} \left| \mathbb{E} \left( \sum_{m=1}^N \varepsilon_m a_m x_m, \sum_{n=1}^N \varepsilon_n x_n^* \right) \right|
\]
Lemma 7.1.15. Changing the order of the sequence does not influence the norm in sequences together in one larger sequence in the following way: use the convention that over all choices of sequences constants in the estimate

\[
\left\| \sum_{n=1}^{N} \varepsilon_n x_n^n \right\|_{p'} \leq \sup_{\|a\|_p \leq 1} \left( \mathbb{E} \left\| \sum_{m=1}^{N} \varepsilon_m a_m x_m \right\|_{p}^{1/p} \right) \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n^n \right\|_{p'} \right)^{1/p}
\]

\[
\leq \tau_{p,X} \sup_{\|a\|_p \leq 1} \left( \sum_{m=1}^{N} |a_m| \left\| x_m \right\|_p \right)^{1/p} \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n^n \right\|_{p'} \right)^{1/p'}
\]

\[
= \tau_{p,X} \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n^n \right\|_{p'} \right)^{1/p'}
\]

Since \( \varepsilon > 0 \) was arbitrary, this proves the result. \( \square \)

The deduction of cotype from type within the same space is deeper:

**Theorem 7.1.14 (König–Tzafriri).** If \( X \) has type \( p \in (1, 2) \), then it has cotype \( q = 2 + (Lp_X)^p \) with constant \( c_{q,X} \leq J \), where \( (J, L) = (2, 2) \) if \( K = \mathbb{R} \) and \( (J, L) = (3, 6) \) if \( K = \mathbb{C} \).

For a finite sequence \((x_i)_{i=1}^{n}\) we set

\[
\left\| (x_i)_{i=1}^{n} \right\|_{\varepsilon^p(X)} := \left\| \sum_{i=1}^{n} \varepsilon_i x_i \right\|_{L^p(I; X)}.
\]

These norms and associated spaces have been studied in Section 6.3. Here it will be convenient to work with finite sequences and to view the space of finite sequences as a subspace of \( \varepsilon^p(X) \) by adding zeros. For later use we record the simple fact, which is proved by writing out the definitions, that if \( X \) has type \( p \), then so has \( \varepsilon^p(X) \) and \( \tau_{\varepsilon^p(X)} = \tau_{p,X} \).

The proof makes use of auxiliary coefficients \( \gamma_{p,X}(n) \) defined as the least constants in the estimate

\[
\min_{1 \leq k \leq n} \left\| v_k \right\|_{\varepsilon^p(X)} \leq \gamma_{p,X}(n) \left\| [v_k]_{k=1}^{n} \right\|_{\varepsilon^p(X)}
\]

over all choices of sequences \( v_k = (x_k^i)_{i=1}^{I_k} \in \varepsilon^p(X) \) with \( I_k \in \mathbb{N} \). Here we use the convention that \([v_k]_{k=1}^{n}\) is the finite sequence obtained by putting all sequences together in one larger sequence in the following way:

\[
[v_k]_{k=1}^{n} = (x_1^1, \ldots, x_{I_1}^1, x_1^2, \ldots, x_{I_2}^2, \ldots, x_1^n, \ldots, x_{I_n}^n).
\]

Changing the order of the sequence does not influence the norm in \( \varepsilon^p(X) \).

**Lemma 7.1.15.** We have \( 1 = \gamma_{p,X}(1) \geq \gamma_{p,X}(2) \geq \ldots \) and

\[
\gamma_{p,X}(mn) \leq \gamma_{p,X}(m) \gamma_{p,X}(n).
\]

**Proof.** Clearly \( \min_{1 \leq k \leq n} \left\| v_k \right\| \) is decreasing in \( n \), while the contraction principle implies that \( \left\| [v_k]_{k=1}^{n} \right\|_{L^p(I; X)} \) is increasing in \( n \); from this the decreasing
nature of $\gamma_{p,X}(n)$ is evident. For the sub-multiplicativity estimate, let $v_{jk}$, $1 \leq j \leq m$, $1 \leq k \leq n$, be an array of elements of $\ell^p(X)$. Then

$$
\min_{1 \leq j \leq m, 1 \leq k \leq n} \|v_{jk}\|_{\ell^p(X)} \leq \min_{1 \leq j \leq m} \gamma_{p,X}(n) \|v_{jk}\|_{\ell^p(X)}^{n}\|v_{jk}\|_{\ell^p(X)}^{k}
\leq \gamma_{p,X}(m)\gamma_{p,X}(n)\|v_{jk}\|_{\ell^p(X)}^{m,n},
$$

where we first applied the definition of $\gamma_{p,X}(n)$ to $\|v_{jk}\|_{\ell^p(X)}^{n}$ for each fixed $j$, and then the definition of $\gamma_{p,X}(m)$ to the functions $\|v_{jk}\|_{\ell^p(X)}^{m,n}$ (the order is irrelevant for the norm in $\ell^p(X)$).

**Proof of Theorem 7.1.14.** The plan is to derive a bound on $\gamma_{p,X}(n)$ from the assumption on type, and use this to derive a bound on cotype.

For a given $M$, the definition of $\gamma_{p,X}(M)$ and normalisation implies that we can find a sequence $v_1, \ldots, v_M \in \ell^p(X)$ in such a way that

$$
\min_{1 \leq k \leq M} \|v_k\|_{\ell^p(X)} = 1, \quad \|v_k\|_{\ell^p(X)}^M \leq \frac{1 + \varepsilon}{\gamma_{p,X}(M)}.
$$

Suppose that some $v_k$ has norm $\|v_k\|_{\ell^p(X)} > 1$. If we replace this $v_k$ by $v'_k := \|v_k\|_{\ell^p(X)}^{-1}v_k$, the equality above remains valid, and so does the inequality by the contraction principle. Repeating this for all $k$, we may in fact assume that $\|v_k\|_{\ell^p(X)} = 1$. Another application of the contraction principle then shows, for any sequence of scalars $c_1, \ldots, c_M$, that

$$
\max_{1 \leq k \leq M} \|c_kv_k\|_{\ell^p(X)} \leq \|c_kv_k\|_{\ell^p(X)}^M \leq \left( \max_{1 \leq k \leq M} |c_k| \right) \frac{1 + \varepsilon}{\gamma_{p,X}(M)}.
$$

Hence, $e_k \mapsto v_k$ realises a $(1 + \varepsilon)/\gamma_{p,X}(M)$-isomorphic copy of $\ell^p_m$ into $\ell^p(X)$ in the sense of Definition 7.1.8.

In what follows, let $(J, K) := (2, 1)$ if $K = \mathbb{R}$, and $(J, K) := (3, 2)$ if $K = \mathbb{C}$. For $M = J^{m-1}$, the space $\ell^p_m$ admits a $K$-isomorphic embedding into $\ell^p_n$ by the result of Example 7.1.9, and hence a $K(1 + \varepsilon)/\gamma_{p,X}(M)$-isomorphic embedding into $\ell^p(X)$. Thus

$$
\tau_p,\ell^p_m \leq \frac{K(1 + \varepsilon)}{\gamma_{p,X}(M)} \tau_p,\ell^p(X) = \frac{K(1 + \varepsilon)}{\gamma_{p,X}(M)} \tau_p,\ell^p(X),
$$

and being true for every $\varepsilon > 0$, this also holds with $\varepsilon = 0$. On the other hand, (7.2) states that $\tau_p,\ell^p_m = m^{1/p'}$, and thus $\gamma_{p,X}(M) \leq K\tau_p,\ell^p_m = J^{-1}$. Thus $\gamma_{p,X}(M^k) \leq \gamma_{p,X}(M)^k \leq K\tau_p,\ell^p_m = J^{-1}$. Thus $\tau_p,\ell^p_m = K\tau_p,\ell^p_m \leq J^{-1}$. Thus $\gamma_{p,X}(M^k) \leq \gamma_{p,X}(M)^k \leq K\tau_p,\ell^p_m = J^{-k}$ and $\tau_p,\ell^p_m = (J K\tau_p,\ell^p(X))^{p'}$.

Let us consider the smallest $m$ such that $K\tau_p,\ell^p_m \leq J^{-1}$. Thus $\gamma_{p,X}(M^k) \leq \gamma_{p,X}(M)^k \leq K\tau_p,\ell^p_m \leq J^{-1}$. Thus $\gamma_{p,X}(M^k) \leq \gamma_{p,X}(M)^k \leq K\tau_p,\ell^p_m = J^{-k}$ and $\tau_p,\ell^p_m = (J K\tau_p,\ell^p(X))^{p'}$.

We then turn to the estimation of the cotype constant. Consider a sequence of vectors $x_1, x_2, \ldots, x_N$ enumerated in the decreasing order of the norm $\|x_1\| \geq \|x_2\| \geq \ldots$. Thus applying the definition of $\gamma_{p,X}(n)$ with singleton sequences $v_j = (x_j)$ gives
\[ \|x_n\| = \min_{1 \leq j \leq n} \|x_j\| \leq \gamma_{p,X}(n)\|\sum_{j=1}^{n} \varepsilon_j x_j\|_{L^2(\Omega;X)} =: \gamma_{p,X}(n)E_N. \]

Then, for any \( q > m \),

\[ \sum_{n=1}^{N} \|x_n\|^q \leq \sum_{n=1}^{N} \gamma_{p,X}(n)^q E_N^q \leq \sum_{k=0}^{\infty} M^{k+1} \sum_{n=M^k}^{N} \gamma_{p,X}(M^k)^q E_N^q \]

\[ \leq \sum_{k=0}^{\infty} M^{k+1} J^{-kq} E_N^q = M \sum_{k=0}^{\infty} J^{(m-q)k} E_N^q = \frac{ME_N^q}{1 - J^{m-q}}. \]

Requiring \( q \geq m + 1 \), we have \( M/(1 - J^{m-q}) \leq J^{m-1}/(1 - J^{-1}) \leq J^m \leq J^q \), and hence

\[ \left( \sum_{n=1}^{N} \|x_n\|^q \right)^{1/q} \leq JE_N = J \left( \sum_{j=1}^{N} \varepsilon_j x_j \right)_{L^2(\Omega;X)} \leq J \left( \sum_{j=1}^{N} \varepsilon_j x_j \right)_{L^q(\Omega;X)}. \]

Recalling that \( m - 1 < (JK\tau_{p,X})^{p'} \), the set of admissible \( q \geq m + 1 \) includes at least all \( q \geq 2 + (JK\tau_{p,X})^{p'} \).

### 7.1.d Type and cotype for general random sequences

The notions of type and cotype have been defined in terms of Rademacher variables. However, they immediately extend to more general classes of random variables:

**Proposition 7.1.16.** Let \( X \) be a Banach space, let \( p \in [1, 2] \) and \( q \in [2, \infty] \) and let \((\eta_n)_{n=1}^{N}\) be a sequence of \( X \)-valued independent symmetric random variables. Then the following assertions hold:

1. If \( X \) has type \( p \) and the random variables \((\eta_n)_{n=1}^{N}\) are in \( L^p(\Omega;X) \), then

\[ \left( E\left( \sum_{n=1}^{N} \|\eta_n\|^p \right)^{1/p} \right)^{1/p} \leq \tau_{p,X} \left( \sum_{n=1}^{N} E\|\eta_n\|^p \right)^{1/p}. \]

2. If \( X \) has cotype \( q \) and the random variable \((\eta_n)_{n=1}^{N}\) are in \( L^q(\Omega;X) \), then

\[ \left( \sum_{n=1}^{N} E\|\eta_n\|^q \right)^{1/q} \leq c_{q,X} \left( \sum_{n=1}^{N} E\|\eta_n\|^q \right)^{1/q}. \]

The reader is reminded that the definition of symmetry takes the scalar field \( \mathbb{K} \) into account: by Definition 6.1.4, a random variable \( \eta \) is symmetric if \( \eta \) and \( c\eta \) are identically distributed for all \( c \in \mathbb{K} \) with \( |c| = 1 \).
Proof. (1): Let \((\varepsilon_n)_{n \geq 1}\) be a Rademacher sequence on a probability space \((\Omega, \mathbb{P}_x)\). It follows from Proposition 6.1.11 that \((\eta_n)_{n=1}^N\) and \((\varepsilon_n \eta_n)_{n=1}^N\) are identically distributed. Therefore, by Fubini’s theorem,

\[
\mathbb{E} \left\| \sum_{n=1}^N \eta_n \right\|^p = \mathbb{E} \mathbb{E}_\varepsilon \left\| \sum_{n=1}^N \varepsilon_n \eta_n \right\|^p = \mathbb{E} \mathbb{E}_\varepsilon \left| \sum_{n=1}^N \varepsilon_n \eta_n \right|^p
\]

\[
\leq \tau_{p,X}^p \mathbb{E} \sum_{n=1}^N \|\eta_n\|^p = \tau_{p,X}^p \sum_{n=1}^N \mathbb{E} \|\eta_n\|^p.
\]

The proof of (2) is similar and is left to the reader. □

Taking \(\eta_n = \xi_n x_n\), with \(x_n \in X\) and scalar-valued random variables \(\xi_n\), this suggests the following generalisation of the notions of type and cotype. Let \(\xi\) be a symmetric random variable with finite moments of all orders, i.e. \(\mathbb{E} |\xi|^p < \infty\) for all \(1 \leq p < \infty\). Let \((\xi_n)_{n \geq 1}\) be a sequence of independent random variables, each distributed like \(\xi\).

Definition 7.1.17. Let \(X\) be a Banach space, let \(p \in [1, 2]\) and \(q \in [2, \infty]\).

(1) The space \(X\) is said to have \(\xi\)-type \(p\) if there exists a constant \(\tau \geq 0\) such that for all finite sequences \(x_1, \ldots, x_N \in X\) we have

\[
\left( \mathbb{E} \left\| \sum_{n=1}^N \xi_n x_n \right\|^p \right)^{1/p} \leq \tau \left( \sum_{n=1}^N \|x_n\|^p \right)^{1/p}.
\]

(2) The space \(X\) is said to have \(\xi\)-cotype \(q\) if there exists a constant \(c \geq 0\) such that for all finite sequences \(x_1, \ldots, x_N \in X\) we have

\[
\left( \sum_{n=1}^N \|x_n\|^q \right)^{1/q} \leq c \left( \mathbb{E} \left\| \sum_{n=1}^N \xi_n x_n \right\|^q \right)^{1/q},
\]

with the usual modification for \(q = \infty\).

We denote by \(\tau_{p,X}^\xi\) and \(c_{q,X}^\xi\) the least admissible constants in (1) and (2) and refer to them as the \(\xi\)-type \(p\) constant and \(\xi\)-cotype \(q\) constant of \(X\), respectively. A case of prominent interest involves the case of a standard Gaussian random variable \(\gamma\), in which case we speak of Gaussian type and cotype and denote the corresponding constants by \(\tau_{p,X}^\gamma\) and \(c_{q,X}^\gamma\). The definitions of real and complex standard Gaussian variables are stated in Section E.2.

Proposition 7.1.18. Let \(X\) be a Banach space, \(p \in [1, 2]\) and \(q \in [2, \infty]\). Let \((\xi_n)_{n \geq 1}\) be a sequence of independent symmetric random variables, each equidistributed with a given non-zero random variable \(\xi\).

(1) If \(\xi \in L^p(\Omega)\), then \(X\) has type \(p\) if and only if it has \(\xi\)-type \(p\), and

\[
\|\xi\|_1 \tau_{p,X}^\xi \leq \tau_{p,X}^\xi \leq \|\xi\|_p \tau_{p,X}^\xi.
\]
If \( \xi \in L^q(\Omega) \) and \( X \) has cotype \( q \), then it also has \( \xi \)-cotype \( q \), and

\[
\| \xi |_{q,X} \rangle \leq \frac{1}{\|\xi\|_q} c_{q,X}.
\]

**Proof.** The upper bounds for the \( \xi \)-(co)type constants by the (co)type constants follow from Proposition 7.1.16, where we take \( \eta_n = \xi_n x_n \). The lower bound for \( \tau_{\xi,X} \) follows from Proposition 6.1.15.

The corresponding converse result for cotype \( q \) holds as well (see Corollary 7.2.9), but is considerably more difficult to prove. For the moment we content ourselves with the following weaker converse.

**Proposition 7.1.19.** If \( X \) has \( \xi \)-cotype \( q \), then it has cotype \( r \) for every \( r > q \), and

\[
c_{r,X} \leq 2 \left( \frac{r + q}{r - q} \right)^{1/r} \|\xi\|_{3r} \cdot c_{q,X}.
\]

**Proof.** We shall assume that \( \varepsilon_1, \ldots, \varepsilon_N \) and \( \xi_1, \ldots, \xi_N \) are defined on probability spaces \( \Omega \) and \( \Omega' \) respectively and write \( \mathbb{E} \) and \( \mathbb{E}' \) for the corresponding expectations. Let \( x_1, \ldots, x_N \in X \). We first derive a version of the cotype \( q \) estimate with auxiliary coefficients \( \phi(n) > 0 \):

\[
\sum_{n=1}^N \frac{\|x_n\|^q}{\phi(n)^q} \leq (c_{q,X})^q \mathbb{E}' \left\| \mathbb{E} \sum_{n=1}^N \frac{\xi_n x_n}{\phi(n)} \right\|^q
\]

\[
\leq (c_{q,X})^q \mathbb{E}' \left( \sup_{n \geq 1} \frac{|\xi_n|^q}{\phi(n)^q} \right) \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^q
\]

where we used randomisation and applied the contraction principle. The term involving \( \xi_n \) can be estimated as follows, for any \( s \geq q \):

\[
\left\| \sup_{n \geq 1} \frac{|\xi_n|^q}{\phi(n)} \right\|_{L^{s}(\Omega')} \leq \left( \sum_{n \geq 1} \frac{|\xi_n|^q}{\phi(n)^s} \right)^{1/s} \left\| \xi \right\|_{L^{s}(\Omega')} \left( \sum_{n \geq 1} \phi(n)^{-s} \right)^{1/s}.
\]

It follows that

\[
\sum_{n=1}^N \frac{\|x_n\|^q}{\phi(n)^q} \leq (c_{q,X})^q \|\xi\|_{L^{s}(\Omega')} \left( \sum_{n \geq 1} \phi(n)^{-s} \right)^{q/s} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^q_{L^{s}(\Omega')}.
\]  

(7.5)

Let us now turn to the actual proof of the proposition. Suppose that the vectors \( x_1, \ldots, x_N \) are ordered in such a way that \( \|x_1\| \geq \|x_2\| \geq \ldots \geq \|x_N\| \). If \( \phi \) is increasing, for \( 1 \leq m \leq N \) we have
\[ \left\| x_m \right\|^q = \min_{1 \leq n \leq m} \frac{\left\| x_n \right\|^q}{\phi(n)^q} \leq \frac{1}{m} \sum_{n=1}^{m} \frac{\left\| x_n \right\|^q}{\phi(n)^q} \leq \frac{1}{m} \sum_{n=1}^{N} \frac{\left\| x_n \right\|^q}{\phi(n)^q} =: \frac{1}{m} S^q. \]

For \( r > q \), choosing \( \phi(m) := m^\beta \) with \( \beta := \frac{1}{2}(\frac{1}{q} - \frac{1}{r}) \), and using that for any \( \alpha > 1 \) we have

\[ \sum_{m \geq 1} m^{-\alpha} = 1 + \sum_{m \geq 2} m^{-\alpha} \leq 1 + \int_{1}^{\infty} t^{-\alpha} \, dt = 1 - \frac{1}{1 - \alpha}, \quad (7.6) \]

we obtain

\[ \sum_{m=1}^{N} \left\| x_m \right\| r \leq \sum_{m=1}^{\infty} m^{-r/q} \phi(m)^r S^r = \sum_{m=1}^{\infty} m^{-r/q + r\beta} S^r \]
\[ \leq \left( 1 - \frac{1}{1 - r/q + r\beta} \right) S^r = \frac{r + q}{r - q} S^r. \quad (7.7) \]

Choosing \( s := \frac{3}{2} \beta^{-1} \) and using (7.6) again,

\[ \left( \sum_{n \geq 1} \phi(n)^{-s} \right)^{1/s} = \left( \sum_{n \geq 1} n^{-s} \right)^{1/s} \leq \left( \frac{\epsilon}{\epsilon - 1} \right)^{1/s} = 3^{2s/3} \leq 2, \quad (7.8) \]

since \( \epsilon \leq \frac{1}{27} \leq \frac{1}{4} \). Combination of (7.7) with the estimate for \( S^q \) of (7.5) and substituting the estimate of (7.8), we obtain

\[ \left( \sum_{n=1}^{N} \left\| x_n \right\| r \right)^{1/r} \leq \left( \frac{r + q}{r - q} \right)^{1/r} \cdot c_{q,X} \cdot \left\| \xi \right\|_{L^q(\Omega)} \cdot 2 \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)} \]

where \( s = 3/(2\epsilon) = 3rq/(r - q) \). This completes the proof. \( \square \)

### 7.1.e Extremality of Gaussians in (co)type 2 spaces

Spaces with type 2 or cotype 2 enjoy some special properties that do not have a full counterpart in spaces with type \( p < 2 \) or cotype \( q > 2 \). An example is the following comparison principle, which can be viewed as an extremal property of the Gaussian random variables.

We fix a measure space \((S, \mathcal{A}, \mu)\). As always, \((\gamma_n)_{n \geq 1}\) denotes a Gaussian sequence on a probability space \((\Omega, \mathcal{F}).\)

**Theorem 7.1.20.** Let \( X \) be a Banach space and \((f_n)_{n=1}^{N}\) be an orthogonal system in \( L^2(S) \).

1. If \( X \) has Gaussian cotype 2, then for all \( x_1, \ldots, x_N \in X \),
\[ \left\| \sum_{n=1}^{N} f_n x_n \right\|_{L^2(S; X)} \leq c_{2,X}^{\gamma} \sup_{1 \leq n \leq N} \left\| f_n \right\|_{L^2(S)} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} \].
(2) If $X$ has Gaussian type 2, then for all $x_1, \ldots, x_N \in X$,

$$
\inf_{1 \leq n \leq N} \| f_n \|_{L^2(S)} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} \leq \tau_2 X \left\| \sum_{n=1}^{N} f_n x_n \right\|_{L^2(S; X)}.
$$

This result can be derived from Theorems 9.2.10 and 9.2.11. To keep the presentation self-contained we present a more direct argument using the following approximation result:

**Lemma 7.1.21.** Let $(f_n)_{n=1}^{N}$ be an orthonormal system in $L^2(S)$. Given any $\epsilon > 0$, there exists another orthonormal system $(s_n)_{n=1}^{N}$ consisting of simple functions with $\| s_n - f_n \|_2 \leq \epsilon$ for all $n = 1, \ldots, N$.

**Proof.** Assume for induction that we have already found simple functions $s_1, \ldots, s_{k-1}$ such that $\| s_j - f_j \|_2 \leq \epsilon_j$ for some small numbers $\epsilon_j > 0$, and these $s_j$ are orthonormal. (The assumption is vacuous for $k = 1$.) We construct $s_k$ as follows. Let first $s'_k$ be any simple function such that $\| s'_k - f_k \|_2 \leq \epsilon'_k$. Let

$$
\frac{2}{\epsilon'_k} := s'_k - s_k = s'_k - f_k - \sum_{j=1}^{k-1} (s_j | s'_k) s_j
$$

be its projection orthogonal to the $s_j$’s. Then, using $(f_j | f_k) = 0$, we have

$$
s''_k = s'_k - f_k = s'_k - f_k - \sum_{j=1}^{k-1} (s_j | s'_k) s_j - \sum_{j=1}^{k-1} (s_j - f_j) f_j s_j,
$$

and hence (noting that the first and second term together are of the form $(1 - P)(s'_k - f_k)$ with $P$ an orthogonal projection)

$$
\| s''_k - f_k \|_2 \leq \| s'_k - f_k \|_2 + \sum_{j=1}^{k-1} \| s_j - f_j \|_2 \leq \epsilon'_k + \sum_{j=1}^{k-1} \epsilon_j =: \epsilon''_k.
$$

Finally, we set $s_k := \frac{1}{\| s''_k \|_2} s''_k$ so that

$$
s_k - f_k = \frac{s''_k - f_k}{\| s''_k \|_2} + \frac{1 - \| s''_k \|_2}{\| s''_k \|_2} f_k.
$$

From $\| f_k \|_2 = 1$ we have $1 - \| s''_k \|_2 \| f_k \|_2 = 1 - \| s''_k \|_2 = \| f_k \|_2 - \| s''_k \|_2$ and $\| s''_k \|_2 \geq \| f_k \|_2 - \| s''_k - f_k \|_2 = 1 - \| s''_k - f_k \|_2$, and therefore

$$
\| s_k - f_k \|_2 \leq \frac{\| s''_k - f_k \|_2}{\| s''_k \|_2} + \frac{\| f_k \|_2 - \| s''_k \|_2}{\| s''_k \|_2} \leq \frac{2\| s''_k - f_k \|_2}{1 - \| s''_k - f_k \|_2} \leq \frac{2\epsilon''_k}{1 - \epsilon_k} =: \epsilon_k.
$$

Thus we have increased the length of the simple orthonormal sequence with a new function $s_k$ that is within $\epsilon_k$ of the original $f_k$. It is clear from above that if the previous number $\epsilon_1, \ldots, \epsilon_{k-1}, \epsilon'_k$ are small, then $\epsilon_k$ will be small as well. So if we pick a small enough $\epsilon_1$ and $\epsilon'_1, \ldots, \epsilon'_N$, relative to the given $\epsilon$, then all $\epsilon_1, \ldots, \epsilon_N$ will remain smaller than this $\epsilon$. \qed
Corollary 7.1.22. \( \implies \) sequence, then

If \( d \text{standard Gaussian sequence. This completes the proof.} \)

Lemma 7.1.21 \( \implies \) transformed sequence

where the norm on the right can be rearranged into

\[
\left\| \sum_{n=1}^{N} f_n x_n \right\|_{L^2(S;X)} = \left( \sum_{m=1}^{M} \mu(A_m) \left\| \sum_{n=1}^{N} a_{nm} x_n \right\|^{2} \right)^{1/2}
\]

\[
\leq c_{2,X}^{\gamma} \left( \sum_{m=1}^{M} \gamma_m \mu(A_m)^{1/2} \left\| \sum_{n=1}^{N} a_{nm} x_n \right\|_{L^2(\Omega;X)} \right)
\]

which the norm on the right can be rearranged into

\[
\left\| \sum_{n=1}^{N} \left( \sum_{m=1}^{M} \mu(A_m)^{1/2} a_{nm} \gamma_m \right) x_n \right\|_{L^2(\Omega;X)} \leq \left\| \sum_{n=1}^{N} \tilde{\gamma}_n x_n \right\|_{L^2(\Omega;X)}.
\]

Since \( q_{nm} := \mu(A_m)^{1/2} a_{nm} \) satisfies

\[
\sum_{m=1}^{M} q_{nm} \delta_{km} = \sum_{m=1}^{M} \mu(A_m) a_{nm} a_{km} = \int_{S} f_n f_k \, d\mu = \delta_{nk},
\]

the transformed sequence \( \tilde{\gamma}_n := \sum_{m=1}^{M} q_{nm} \gamma_m \) is another independent standard Gaussian sequence. This completes the proof. \( \square \)

If \( (f_n)_{n=1}^{N} \) is any sequence of functions in \( L^2(S) \) and \( (\varepsilon_n)_{n=1}^{N} \) is a Rademacher sequence, then \( (\varepsilon_n f_n)_{n=1}^{N} \) is orthogonal in \( L^2(S \times \Omega) \). Hence Theorem 7.1.20 implies:

Corollary 7.1.22. Let \( X \) be a Banach space and \( (f_n)_{n=1}^{N} \) be an arbitrary sequence in \( L^2(S) \).

1. If \( X \) has cotype 2, then for all \( x_1, \ldots, x_N \in X \),

\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^2(\Omega;L^2(S;X))} \leq c_{2,X}^{\gamma} \sup_{1 \leq n \leq N} \left\| f_n \right\|_{L^2(S)} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega;X)}.
\]

2. If \( X \) has type 2, then for all \( x_1, \ldots, x_N \in X \),

\[
\inf_{1 \leq n \leq N} \left\| f_n \right\|_{L^2(S)} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega;X)} \leq \tau_{2,X}^{\gamma} \sum_{n=1}^{N} \varepsilon_n f_n x_n \left\| \right\|_{L^2(\Omega;L^2(S;X))}.
\]
As a corollary we obtain the following comparison result for Gaussian and Rademacher sums in spaces with Gaussian cotype 2.

**Corollary 7.1.23.** Let $X$ be a Banach space with Gaussian cotype 2. Then the $L^2$-norms of Gaussian and Rademacher sums are comparable, and

$$
\frac{1}{\|\gamma\|_1} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)} \leq \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)}
$$

where we used the estimate

$$
\log(2c_{2,X}^2) \leq 4 \sqrt{\log(2c_{2,X}^2)} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)}.
$$

**Proof.** The first estimate has already been proved in Proposition 6.1.15 and doesn’t require the cotype 2 assumption. For the second one, we use randomisation (see Proposition 6.1.11) with a Rademacher sequence $(\varepsilon'_n)_{n \geq 1}$ on a distinct probability space $(\Omega', \mathbb{P}')$ to obtain

$$
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} = \left\| \sum_{n=1}^{N} \varepsilon'_n |\gamma_n| x_n \right\|_{L^2(\Omega \times \Omega'; X)}
$$

where the first term was estimated by the contraction principle, and the second one by Corollary 7.1.22 with $f_n = (|\gamma_n| - t)_+$. Next, we observe that

$$
||(|\gamma| - t)_+||^2 = \int_0^{\infty} 2\lambda \mathbb{P}(|\gamma| - t)_+ > \lambda) \, d\lambda = \int_0^{\infty} 2\lambda \mathbb{P}(|\gamma| > t + \lambda) \, d\lambda
$$

$$
\leq \int_0^{\infty} 2\lambda e^{-t^2/2} \mathbb{P}(|\gamma| > \lambda) \, d\lambda = e^{-t^2/2} \|\gamma\|_2^2 = e^{-t^2/2},
$$

where we used the estimate $\mathbb{P}(|\gamma| > t + \lambda) \leq e^{-t^2/2} \mathbb{P}(|\gamma| > \lambda)$ (see Lemma E.2.18 (1) in the real case and (E.8) in the complex case). Now, let us choose $t := 2\sqrt{\log(2c_{2,X}^2)}$, so that $c_{q,X}^t e^{-t^2/4} = \frac{1}{2}$. We then have

$$
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} \leq 2\sqrt{\log(2c_{2,X}^2)} \left\| \sum_{n=1}^{N} \varepsilon'_n x_n \right\|_{L^2(\Omega'; X)} + \frac{1}{2} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)}.
$$

Absorbing the (obviously finite) last term in the left-hand side, we obtain the assertion. \qed
We will use this to prove that Gaussian cotype 2 is equivalent to cotype 2 (so that in the preceding corollary the Gaussian cotype 2 assumption can be replaced by cotype 2).

**Corollary 7.1.24.** A Banach space $X$ has cotype 2 if and only if it has Gaussian cotype 2, and in this case

$$c_{2,X}^2 \leq c_{2,X} \leq 4c_{2,X}^2 \sqrt{\log(2c_{2,X}^2)}.$$

**Proof.** The first estimate is contained in Proposition 7.1.18, observing that $\|\gamma\|_2 = 1$. For the second estimate, we have

$$\left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2} \leq c_{2,X}^{\gamma} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega;X)}$$

$$\leq c_{2,X}^{\gamma} \cdot 4 \sqrt{\log(2c_{2,X}^2)} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega;X)}$$

using Corollary 7.1.23 in the second step. \(\square\)

As we shall see in the next section, the last two corollaries have analogues for the general cotype $q$ case; however, the proofs are complicated by the fact that a reasonable cotype $q > 2$ analogue of Theorem 7.1.20 does not exist, and the cotype $q > 2$ version of Corollary 7.1.22 is somewhat weaker.

## 7.2 Comparison theorems under finite cotype

In this section we present several comparison results for random sums in spaces with finite (Gaussian) cotype $q$. Among other things, in Section 7.2.d we will show that Gaussian cotype $q$ is equivalent to cotype $q$, and that Gaussian and Rademacher sums are comparable under finite cotype $q$. Furthermore, in Section 7.2.e we derive an extension of Khintchine’s inequality for Banach lattices. This will be used in Theorem 7.5.20 to prove that Banach lattices with finite cotype have Pisier’s contraction property.

The comparison results of this section will also play an important role in Section 8.5.c, where they are used to find sufficient conditions for $R$-boundedness for integral operators.

The main tool for the proof of the comparison results is a factorisation theorem of Pisier for so-called $(q,1)$-summing operators. We do not aim at presenting a systematic account of the theory of summing operators and limit ourselves strictly to those results that will be needed later on.
7 Type, cotype, and related properties

7.2.a Summing operators

Let \( X \) and \( Y \) be Banach spaces and let \( p \), \( q \in [1, \infty) \).

**Definition 7.2.1.** An operator \( T \in \mathcal{L}(X, Y) \) is called \((q \hookrightarrow p)\)-summing if there exists a constant \( C \geq 0 \) such that for all finite sequences \( (x_n)_{n=1}^N \) in \( X \),

\[
\left( \sum_{n=1}^N \|Tx_n\|^q \right)^{1/q} \leq C \sup_{\|x^*\| \leq 1} \left( \sum_{n=1}^N |\langle x_n, x^* \rangle|^p \right)^{1/p}.
\]

The least admissible constant \( C \) is called the \((q \hookrightarrow p)\)-summing norm of \( T \) and is denoted by \( \pi_{q,p}(T) \), or just \( \pi_p(T) \) if \( q = p \).

By taking \( x_n = \lambda_n x \) for some fixed vector \( x \in X \), one easily checks that the only operator which is \((q \hookrightarrow p)\)-summing for some \( q > p \), is the zero operator. Therefore, we will only consider indices \( p \leq q \) in what follows.

**Remark 7.2.2.** In the important special case when \( X \) is a closed subspace of \( C(K) \), with \( K \) a compact Hausdorff space, the right-hand side in the inequality of Definition 7.2.1 can be expressed as follows, where \( \frac{1}{p} + \frac{1}{q} = 1 \):

\[
\sup_{\|x^*\| \leq 1} \left( \sum_{n=1}^N |\langle x_n, x^* \rangle|^p \right)^{1/p} = \sup_{\|x^*\| \leq 1} \sup_{\|a\|_{\ell^p} \leq 1} \left| \sum_{n=1}^N a_n x_n, x^* \right|^{1/p} = \sup_{\|a\|_{\ell^p} \leq 1} \left( \sum_{n=1}^N a_n x_n \right)^{1/p} = \sup_{\|a\|_{\ell^p} \leq 1} \left( \sum_{n=1}^N a_n x_n(k) \right)^{1/p} = \max_{k \in K} \left( \sum_{n=1}^N |x_n(k)|^p \right)^{1/p}.
\]

Our principal interest to the theory of summing operators stems from their connection to cotype, as shown by the following result:

**Proposition 7.2.3.** Let \( X \) and \( Y \) be a Banach spaces, and let \( Y \) have finite cotype \( q \). Then every bounded linear operator \( T \in \mathcal{L}(X, Y) \) is \((q, 1)\)-summing, with \( \pi_{q,1}(T) \leq c_{q,Y} \|T\| \).

**Proof.** Let \( x_1, \ldots, x_N \in X \). Then

\[
\left( \sum_{n=1}^N \|Tx_n\|^q \right)^{1/q} \leq c_{q,Y} \left\| \sum_{n=1}^N \varepsilon_n T x_n \right\|_{L^q(\Omega; Y)} \leq c_{q,Y} \|T\| \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)},
\]

where
7.2 Comparison theorems under finite cotype

$$\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^\infty(\Omega; X)} \leq \sup_{\|a\|_{\ell^\infty_N} \leq 1} \left\| \sum_{n=1}^{N} a_n x_n \right\|_{X}$$

$$= \sup_{\|a\|_{\ell^\infty_N} \leq 1} \sup_{\|x^*\| \leq 1} \left| \sum_{n=1}^{N} a_n \langle x_n, x^* \rangle \right| = \sup_{\|x^*\| \leq 1} \sum_{n=1}^{N} |\langle x_n, x^* \rangle|$$

by interchanging the suprema.

\[\square\]

7.2.b Pisier’s factorisation theorem

The \((q,1)\)-summing property of operators into a cotype \(q\) space, as shown in Proposition 7.2.3, is most efficiently exploited in the case when the domain of the operator is a \(C(K)\)-space, via a powerful factorisation theorem due to Pisier that is available in this situation. As a matter of fact, our principal applications of this theorem will only deal with the case when \(K = \{1, \ldots, N\}\) so that \(C(K) = \ell^\infty_N\); we will indicate a couple of places in the proof where the use of some standard but heavy theorems of functional analysis can be avoided in this important special case.

Pisier’s factorisation theorem features the Lorentz space \(L^{q,1}(\mu)\), consisting of all measurable functions for which the following norm is finite:

$$\|f\|_{L^{q,1}(\mu)} := q \int_0^{\infty} \mu(|f| > t)^{1/q} \, dt.$$  

Some properties of this space are discussed in Appendix F.

**Theorem 7.2.4 (Pisier’s factorisation theorem).** Let \(K\) be a compact Hausdorff space and let \(X\) be a Banach space. Let \(q \in [1, \infty)\). For an operator \(T \in \mathcal{L} (C(K), X)\) the following assertions are equivalent:

1. \(T\) is \((q,1)\) summing.
2. there exists a constant \(C > 0\) and a regular Borel probability measure \(\mu\) on \(K\) such that for all \(x \in C(K)\),

$$\|Tx\| \leq q^{-1}C \|x\|_{L^{q,1}(\mu)}.$$

3. there exists a constant \(C > 0\) and a regular Borel probability measure \(\mu\) on \(K\) such that for all \(x \in C(K)\),

$$\|Tx\| \leq C \|x\|_{L^{1/q}(\mu)}^{1/q} \|x\|^{1/q'}_{C(K)}.$$

In this situation, the least constants \(C\) in (2) and (3) are equal and satisfy

$$\pi_{q,1}(T) \leq C \leq q^{1/q} \pi_{q,1}(T).$$

Before turning to the proof of Theorem 7.2.4 we give an important corollary, through which most of our applications of the theorem take place:
Corollary 7.2.5. Let $K$ be a compact Hausdorff space, let $X$ be a Banach space with cotype $q \in [2, \infty)$, and let $p \in (q, \infty)$. For every $T \in \mathcal{L}^p(C(K), X)$, there exists a regular Borel probability measure $\mu$ on $K$ such that for all $x \in C(K)$,

$$
\|Tx\| \leq q^{1/q-1}c_{q,X}\|T\|\|x\|_{L^{q,1}(\mu)} \leq \frac{q^{1/q}p}{p-q}c_{q,X}\|T\|\|x\|_{L^p(\mu)}.
$$

In particular, $T$ extends to a bounded operator from $L^p(K, \mu)$ into $X$.

Proof. By Theorem 7.2.4 there exists a regular Borel probability measure $\mu$ on $K$ such that

$$
\|Tx\| \leq q^{1/q-1}\pi_{q,1}(T)\|x\|_{L^{q,1}(\mu)} \leq q^{1/q-1}c_{q,X}\|T\|\|x\|_{L^{q,1}(\mu)},
$$

using Proposition 7.2.3 in the second step. Using the fact that $\mu$ is a probability measure along with Chebyshev’s inequality, we have

$$
q^{-1}\|x\|_{L^{q,1}(\mu)} = \int_0^\infty \mu(|x| > t)^{1/q} dt \leq \int_0^\infty \left(1 + \frac{\|x\|^p}{p^q}\right)^{1/q} dt
$$

\begin{equation}
= \int_0^{\|x\|_p} dt + \int_{\|x\|_p}^\infty \|x\|^p q^{-p/q} dt = \frac{p}{p-q}\|x\|_p. \tag{7.10}
\end{equation}

This gives the second claimed estimate. \qed

Proof of Theorem 7.2.4. We prove (1) $\Rightarrow$ (3) $\Rightarrow$ (1) and (2) $\Rightarrow$ (3) $\Rightarrow$ (2).

(1) $\Rightarrow$ (3): We may assume that $T \neq 0$. Fix an integer $n \geq 1$. Let $C_n$ denote the smallest constant which satisfies

$$
\left(\sum_{k=1}^n \|Tx_k\|^q\right)^{1/q} \leq C_n\left\|\sum_{k=1}^n x_k\right\|_{C(K)}
$$

for all $x_1, \ldots, x_n \in C(K)$. By (7.9), $\lim_{n \to \infty} C_n = \pi_{q,1}(T)$. Let $\delta_n := 1 - \frac{1}{n}$. Choose a sequence $(x_k^{(n)})_{k=1}^n$ in $C(K)$ such that

$$
1 = \left(\sum_{k=1}^n \|Tx_k^{(n)}\|^q\right)^{1/q} \geq \delta_n C_n\left\|\sum_{k=1}^n x_k^{(n)}\right\|_{C(K)}.
$$

Since $(\ell_q^n(X))^* = \ell_{q'}(X^*)$ we can find functionals $\varphi_1^{(n)}, \ldots, \varphi_n^{(n)} \in X^*$ such that $\|(\varphi_k^{(n)})_{n=1}^n\|_{\ell_q^n(X^*)} = 1$ and

$$
1 = \sum_{k=1}^n \langle Tx_k^{(n)}, \varphi_k^{(n)} \rangle.
$$

By the Riesz representation theorem, $(C(K))^*$ coincides with the space of regular Borel measures on $K$. (When $K = \{1, \ldots, N\}$, it suffices to use the
Taking limits along a suitable subsequence we find

\[ n \]

and therefore

\[ \text{pointwise inequality} \]

is a probability measure.

On the other hand, from \( \text{(finite-dimensional space)} \) (from \( \text{accumulation point} \))

Therefore

If \( \|y\|_{C(K)} \leq 1 \), then

\[ |\langle y, \mu_n \rangle| \leq \left( \sum_{k=1}^{n} |T(yx_k^{(n)})|^q \right)^{1/q} \]

\[ \leq C_n \left\| \sum_{k=1}^{n} yx_k^{(n)} \right\|_{C(K)} \leq C_n \left\| \sum_{k=1}^{n} x_k^{(n)} \right\|_{C(K)} \leq \delta_n^{-1}. \]

Therefore \( \|\mu_n\|_{(C(K))'} \leq \delta_n^{-1} \leq 2. \)

By the Banach–Alaoglu theorem, the sequence \((\mu_n)_{n \geq 1}\) has a weak*-accumulation point \( \mu \) in \((C(K))'\). (In the case that \( K = \{1, \ldots, N\} \) and \((C(K))' = \ell_1^N\), we can just apply the relative compactness of bounded sets in a finite-dimensional space.) From \( \lim_{n \to \infty} \delta_n = 1 \) we infer that \( \|\mu\|_{(C(K))'} \leq 1. \) On the other hand, from \( (1, \mu_n) = 1 \) we see that \( (1, \mu) = 1 \), and therefore \( \mu \) is a probability measure.

To show that \( \mu \) has the desired properties, fix \( x \in C(K) \) with \( \|x\|_{C(K)} = 1 \). Put \( y_k := (1 - |x|)x_k^{(n)}, k = 1, \ldots, n \), and \( y_{n+1} := (C_n\delta_n)^{-1} x \). Then

\[ \|T y_{n+1}\|_q = \sum_{k=1}^{n+1} \|Ty_k\|_q - \sum_{k=1}^{n} \|Ty_k\|_q \]

\[ \leq C_{n+1}^q \left\| \sum_{k=1}^{n+1} |y_k| \right\|_q - \sum_{k=1}^{n} \|T((1 - |x|)x_k^{(n)})\|_q \]

\[ = C_{n+1}^q \left\| \sum_{k=1}^{n+1} |y_k| \right\|_q - |\langle (1 - |x|), \mu_n \rangle|^q. \]

The pointwise inequality \( \sum_{k=1}^{n} |x_k^{(n)}| \leq (C_n\delta_n)^{-1} \) implies

\[ \sum_{k=1}^{n+1} |y_k| = \left( \sum_{k=1}^{n} |y_k| \right) + |y_{n+1}| \leq (C_n\delta_n)^{-1} (1 - |x|) + (C_n\delta_n)^{-1} |x| = (C_n\delta_n)^{-1} \]

and therefore

\[ \|T x\|_q \leq C_{n+1}^q - (C_n\delta_n)^q |\langle (1 - |x|), \mu_n \rangle|^q. \]

Taking limits along a suitable subsequence we find

\[ \|T x\|_q \leq \pi_{q,1}(T)^q (1 - |\langle (1 - |x|), \mu \rangle|^q) \]
disjoint and simple functions. Let continuity of the inclusion

Therefore, for all everywhere. By the dominated convergence theorem, \( (1) \Rightarrow (3) \): Fix \( x_1, \ldots, x_N \in C(K) \) and put \( A := \| \sum_{n=1}^{N} |x_n| \|_{C(K)} \). Since \( \|x_n\|_{C(K)} \leq A \) we have

\[
C^{-1} \left( \sum_{n=1}^{N} \|Tx_n\|^q \right)^{1/q} \leq \left( \sum_{n=1}^{N} \|x_n\|_{L^1(\mu)} \|x_n\|_{C(K)}^{q/q'} \right)^{1/q} \\
\leq A^{1/q'} \left( \sum_{n=1}^{N} \|x_n\|_{L^1(\mu)} \right)^{1/q} \leq A = \sum_{n=1}^{N} \|x_n\|_{C(K)}.
\]

Now 1 follows from (7.9), with \( \pi_{q,1}(T) \leq C \).

\( \Rightarrow (2) \): This follows from the elementary estimate

\[
\|f\|_{L^1(\mu)} = q \int_{0}^{\infty} \mu(|f| > t)^{1/q} \, dt = q \int_{0}^{\infty} \mu(|f| > t)^{1/q} \, dt \\
\leq q \|f\|_{L^1(\mu)}^{1/q'} \left( \int_{0}^{\infty} \mu(|f| > t) \, dt \right)^{1/q} = q \|f\|_{L^1(\mu)}^{1/q'} \|f\|_{L^\infty(\mu)}^{1/q}.
\]

(3)\( \Rightarrow (2) \): We first show that \( T : C(K) \to X \) has an extension to a bounded linear operator \( \hat{T} : L^\infty(\mu) \to X \) which satisfies

\[
\|\hat{T}x\| \leq C \|x\|_{L^1(\mu)}^{1/q'} \|x\|_{L^\infty(\mu)}^{1/q}, \quad x \in L^\infty(\mu). \tag{7.11}
\]

(When \( K = \{1, \ldots, N\} \), this is trivial, since \( C(K) = \ell^\infty_N = L^\infty(\mu) \).)

For any \( x \in L^\infty(\mu) \), by Lusin’s theorem there exists a sequence of functions \( (x_n)_{n \geq 1} \) in \( C(K) \) such that \( \|x_n\| \leq \|x\|_{L^\infty(\mu)} \) and \( \lim_{n \to \infty} x_n = x \) \( \mu \)-almost everywhere. By the dominated convergence theorem, \( \lim_{n \to \infty} x_n = x \) in \( L^1(\mu) \) and for all \( m, n \geq 1 \),

\[
\|Tx_n - Tx_m\| \leq C \|x_n - x_m\|_{L^1(\mu)}^{1/q} \|x_n - x_m\|_{L^\infty(\mu)}^{1/q'} \\
\leq C \|x_n - x_m\|_{L^1(\mu)}^{1/q} (2 \|x\|_{L^\infty(\mu)})^{1/q'}.
\]

Therefore, \( (Tx_n)_{n \geq 1} \) is a Cauchy sequence in \( X \), and hence convergent to some \( y \in X \). One easily checks that the limit \( y \) does not depend on the choice of the sequence \( (x_n)_{n \geq 1} \). Defining \( \hat{T}x := y \), we see that (7.11) holds.

We shall prove (2) for \( \hat{T} \) and for all \( x \in L^\infty(\mu) \). By density and the continuity of the inclusion \( L^\infty(\mu) \hookrightarrow L^{q,1}(\mu) \) it even suffices to consider \( \mu \)-simple functions. Let \( x = \sum_{n=1}^{N} a_n 1_{A_n} \) with \( |a_1| \geq |a_2| \geq \ldots \geq |a_N| \) and \( A_n \) disjoint and \( \mu(A_n) > 0 \). Let \( y_k := \sum_{n=1}^{k} \frac{a_n}{|a_n|} 1_{A_n} \), so that \( \|y_k\|_{\infty} = 1 \) and \( \|y_k\|_1 = \mu(S_k) := \mu(\bigcup_{n=1}^{k} A_n) \). Denoting \( a_{N+1} := 0 \), we observe that

\[
\pi_{q,1}(T)^q(1 - |\langle x, \mu \rangle|^q) \\
\leq q \pi_{q,1}(T)^q |\langle x, \mu \rangle|^q = q \pi_{q,1}(T)^q \|x\|_{L^1(\mu)}^q,
\]
\( \mu(|x| > t) = \mu(S_k) \quad \text{if and only if} \quad |a_{k+1}| \leq |a_k| \). \hspace{1cm} (7.12)

Via the representation
\[
x = \sum_{n=1}^{N} \frac{a_n}{|a_n|} 1_{A_n} = \sum_{n=1}^{N} \sum_{k=n}^{N} (|a_k| - |a_{k+1}|) \frac{a_n}{|a_n|} 1_{A_n} = \sum_{k=1}^{N} (|a_k| - |a_{k+1}|) y_k
\]
it follows from (7.11) that
\[
\|T x\| \leq \sum_{k=1}^{N} (|a_k| - |a_{k+1}|) \|T y_k\| \leq C \sum_{k=1}^{N} (|a_k| - |a_{k+1}|) \|y_k\|_{L^1(\mu)}^{1/q} \|y_k\|_{L^\infty(\mu)}^{1/q'}
\]
\[
= C \sum_{k=1}^{N} (|a_k| - |a_{k+1}|) \mu(S_k)^{1/q} = C \sum_{k=1}^{N} \int_{|a_k|}^{|a_{k+1}|} \mu(S_k)^{1/q} \, dt
\]
\[
\overset{(7.12)}{=} C \sum_{k=1}^{N} \int_{|a_k|}^{|a_{k+1}|} \mu(|x| > t)^{1/q} \, dt = q^{-1} C \|x\|_{L^{q,1}(\mu)}.
\]

This completes the proof. \( \square \)

### 7.2.c Contraction principle with function coefficients

Our next aim is to extend the simple estimates for spaces with cotype 2 of the previous section to spaces with arbitrary finite cotype \( q \). We fix a measure space \((S, \mathcal{A}, \mu)\). As always, \((\varepsilon_n)_{n \geq 1}\) will denote a Rademacher sequence on a probability space \((\Omega, \mathbb{P})\). The following result should be viewed as an extension of the contraction principle for function coefficients.

**Theorem 7.2.6.** Let \( X \) be a Banach space with finite cotype \( q \).

1. For all sequences \( f_1, \ldots, f_N \in L^{q,1}(S) \) and \( x_1, \ldots, x_N \in X \), we have
\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^r(S \times \Omega; X)} \leq c_{q,X} q^{1/q} \int_0^\infty \max_{1 \leq n \leq N} \mu(|f_n| > t)^{1/q} \, dt \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)}. \hspace{1cm} (7.13)
\]

2. If \( r > q \), then for all sequences \( f_1, \ldots, f_N \in L^r(S) \) and \( x_1, \ldots, x_N \in X \),
\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^r(S; L^q(\Omega; X))} \leq c_{q,X} \frac{q^{1/q}}{r - q} \max_{1 \leq n \leq N} \left\| f_n \right\|_{L^r(S)} \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)}. \hspace{1cm} (7.14)
\]
Of course, the mixed norm in (2) can be easily compared with an $L^r(S \times \Omega; X)$-norm via the Kahane–Khintchine inequality, but we present the form of the estimate that is most natural for the application of the cotype $q$ assumption.

**Proof.** (1): Define the operator $T : \ell^\infty_N \to L^q(\Omega; X)$ by $T(a) := \sum_{n=1}^N \varepsilon_n a_n x_n$. By the Kahane contraction principle,

$$\|T\|_{\mathcal{L}(\ell^\infty_N, L^q(\Omega; X))} \leq \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)}.$$

Since $L^q(\Omega; X)$ has cotype $q$ with constant $c_{q,X}$ it follows from Corollary 7.2.5 of Pisier’s factorisation theorem that there exists a probability measure $\nu$ on $\{1, 2, \ldots, N\}$ such that

$$\left\| \sum_{n=1}^N \varepsilon_n a_n x_n \right\|_{L^q(\Omega; X)} = \|T a\|_{L^q(\Omega; X)} \leq c_{q,X} q^{1/q-1} \||\!\| a \||\!\|_{\ell^{q,1}_N(\nu)} \quad (7.15)$$

$$\leq c_{q,X} q^{1/q} \|T\|_{\mathcal{L}(\ell^{q,1}_N(\nu))}.$$

where $\ell^{q,1}_N(\nu)$ and $\ell^r_N(\nu)$ denote the Lorentz space $L^q,1$ and the space $L^r$ defined on $\{1, \ldots, N\}$ with measure $\nu$, and the last estimate was the embedding between these spaces established in (7.10). We shall apply both the intermediate inequality (7.15) and the final one (7.16), in both cases with $a_n = f_n(s)$, in order to establish the two forms of the theorem.

Using (7.15) and taking $L^q(\mu)$-norms, it follows from Minkowski’s inequality that

$$\left\| \sum_{n=1}^N \varepsilon_n f_n x_n \right\|_{L^q(S; L^q(\Omega; X))} \leq c_{q,X} q^{1/q} \|T\| \left( \int_0^\infty \left( \sum_{n=1}^N \nu(n) 1_{\{|f_n(s)| > t\}} \right)^{1/q} dt \right)^{1/q} \mu(s) \right\|^{1/q}$$

$$\leq c_{q,X} q^{1/q} \|T\| \int_0^\infty \left( \sum_{n=1}^N \nu(n) 1_{\{|f_n(s)| > t\}} \right)^{1/q} dt$$

$$= c_{q,X} q^{1/q} \|T\| \int_0^\infty \left( \sum_{n=1}^N \nu(n) \mu(|f_n| > t) \right)^{1/q} dt$$

$$\leq c_{q,X} q^{1/q} \int_0^\infty \left( \max_{1 \leq n \leq N} \mu(|f_n| > t) \right)^{1/q} dt \cdot \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)}.$$

This proves the first assertion.
7.2 Comparison theorems under finite cotype

(2): Using (7.16) and taking $L^r(\mu)$-norms, we have, abbreviating $C_{q,r} := q^{1/r}/(r - q)$,
\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^{r}(S; L^{q}(\Gamma; X))} \leq c_{q,r} C_{q,r} \|T\| \left( \int \left( \sum_{n=1}^{N} \nu(n) |f_n(s)|^r \, d\mu(s) \right)^{1/r} \right) \\
= c_{q,r} C_{q,r} \|T\| \left( \sum_{n=1}^{N} \nu(n) \|f_n\|_{L^{r}(S)} \right)^{1/r} \\
\leq c_{q,r} C_{q,r} \|T\| \max_{1 \leq n \leq N} \|f_n\|_{L^{r}(S)} \\
\leq c_{q,r} q^{1/r} \frac{1}{r - q} \max_{1 \leq n \leq N} \|f_n\|_{L^{r}(S)} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{q}(\Gamma; X)}.
\]
This proves the second assertion.

Remark 7.2.7. Suppose, conversely, that $S$ is non-atomic and that there exists a constant $C \geq 0$ such that
\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^{q}(S \times \Omega; X)} \\
\leq C \int_{0}^{\infty} \max_{1 \leq n \leq N} \mu(|f_n| > t)^{1/q} \, dt \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{q}(\Omega; X)} \quad (7.17)
\]
for all finite sequences $(f_n)_{n=1}^{N}$ in $L^{q,1}(S)$ and $(x_n)_{n=1}^{N}$ in $X$. Then $X$ has cotype $q$ with $c_{q,X} \leq C$. Indeed, let $x_1, \ldots, x_N \in X$ be arbitrary. Select disjoint measurable sets $S_1, \ldots, S_N$ in $S$ with $\mu(S_1) = \cdots = \mu(S_N) \in (0, \infty)$. Letting $f_n = \mu(S_1)^{-1/4} 1_{S_n}$ for $n = 1, 2, \ldots, N$, we have
\[
\mu(|f_n| > t) = \mu(S_1) \cdot 1_{[0, \mu(S_1)^{-1/4}]}(t)
\]
for all $n = 1, \ldots, N$, so
\[
\int_{0}^{\infty} \max_{1 \leq n \leq N} \mu(|f_n| > t)^{1/q} \, dt = \int_{0}^{\mu(S_1)^{-1/4}} \mu(S_1)^{1/q} \, dt = 1.
\]
Therefore, by the definition of $f_n$ and (7.17),
\[
\sum_{n=1}^{N} \|x_n\|^q = \left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^{q}(S \times \Omega; X)} \leq C^q \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{q}(\Omega; X)}.
\]

7.2.d Equivalence of cotype and Gaussian cotype

In Proposition 7.1.18 we have seen that type $p$ implies $\xi$-type $p$ and vice versa, and that cotype $q$ implies $\xi$-cotype $q$. In this subsection we will prove that for
cotype the converse assertion also holds, i.e., \( \xi \)-cotype \( q \) implies cotype \( q \). In particular this improves the preliminary result of Corollary 7.1.24, where it was shown that \( \xi \)-cotype \( q \) implies cotype \( r \) for all \( r > q \).

First we establish a general comparison result, which for \( q = 2 \) and \( \xi = \gamma \) is contained in Corollary 7.1.23.

**Proposition 7.2.8.** Let \( X \) be a Banach space with \( \xi \)-cotype \( q \), where \( \xi \) is a symmetric random variable with finite moments of all orders. Then we have equivalence of \( \xi \)-sums and Rademacher sums,

\[
\|\xi\|_1 \left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^q(\Omega;X)} \leq \|\sum_{n=1}^N \xi_n x_n \|_{L^q(\Omega;X)} \leq A^\xi_{q,X} \|\sum_{n=1}^N \xi_n x_n \|_{L^q(\Omega;X)},
\]

with constant

\[
A^\xi_{q,X} \leq \min \left\{ 24c^\xi_{q,X} \|\xi\|_{6q}^2, 6\|\xi\|_{4q \log(32c^\xi_{q,X} \|\xi\|_{6q})} \right\}.
\]

The second bound for \( A^\xi_{q,X} \) is interesting when the moments \( \|\xi\|_p \), finite for all \( p \) by assumption, are sub-exponentially increasing in \( p \), for this will then beat the linear dependence on \( c^\xi_{q,X} \) given by the first upper bound. The sub-exponential growth is manifestly the case in the important application to Gaussian random variables, where one has \( \|\gamma\|_p \leq \sqrt{p} \).

**Proof.** We may assume that the sequences \( (\varepsilon_n)_{n=1}^N \) and \( (\xi_n)_{n=1}^N \) are defined on distinct probability spaces \( (\Omega, \mathcal{F}) \) and \( (\Omega', \mathcal{F}') \).

The first estimate has already been proved in Proposition 6.1.15. From Proposition 7.1.19 we know that \( X \) has cotype \( r \), for every \( r > q \), with

\[
c_{r,X} \leq 2 \left( \frac{r + q}{r - q} \right)^{1/r} \|\xi\|_{3rq/(r-q)} c^\xi_{q,X},
\]

so in particular (using that \( 1/(2q) \leq 1/4 \))

\[
c_{2q,X} \leq 2 \cdot 3^{1/4} \|\xi\|_{6q} \cdot c^\xi_{q,X}.
\]

By Theorem 7.2.6 applied with \( 2q \) in place of \( q \), we have, for all \( r > 2q \),

\[
\| \sum_{n=1}^N \varepsilon_n f_n x_n \|_{L^r(S; L^{2q}(\Omega;X))} \leq c_{2q,X} (2q)^{1/(2q)} \left( \frac{r}{r - 2q} \right) \max_{1 \leq n \leq N} \|f_n\|_{L^r(S)} \| \sum_{n=1}^N \varepsilon_n x_n \|_{L^{2q}(\Omega;X)}.
\]

Hence with, say, \( r = kq \) with \( k > 2 \), and using that \( (2q)^{1/(2q)} \leq \sqrt{q} \) (as \( q \geq 2 \)), we obtain
By randomisation and taking $k = 6$, we obtain

$$\left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^s(\Omega; X)} = \left\| \sum_{n=1}^{N} \varepsilon_n \xi_n x_n \right\|_{L^s(\Omega \times \Omega'; X)}$$

$$\leq \left\| \sum_{n=1}^{N} \varepsilon_n \xi_n x_n \right\|_{L^{6s}(\Omega'; L^{2s}(\Omega; X))}$$

$$\leq 6\sqrt{2} \cdot \frac{c_{q,X} \cdot \|\xi\|_{6q}}{4} \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{2s}(\Omega; X)}$$

$$\leq 6\sqrt{2} \cdot \frac{c_{q,X} \cdot \|\xi\|_{6q}}{4} \cdot \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{2s}(\Omega; X)}$$

using the Khintchine–Kahane inequality along with the observation that $k_{2q,q} \leq \frac{\pi^2}{4} \sqrt{(2q - 1)/(q - 1)} \leq \frac{\pi^2}{4} \sqrt{3}$ for $q \geq 2$.

For the alternative bound, we make the following splitting relative to a parameter $t > 0$:

$$\left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^s(\Omega'; X)} = \left\| \sum_{n=1}^{N} \varepsilon_n \xi_n x_n \right\|_{L^s(\Omega \times \Omega'; X)}$$

$$= \left\| \sum_{n=1}^{N} \varepsilon_n \left( [\xi_n] \wedge t + ([\xi_n] - t)_+ \right) x_n \right\|_{L^s(\Omega \times \Omega'; X)}$$

$$\leq t \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^s(\Omega; X)} + \left\| \sum_{n=1}^{N} \varepsilon_n ([\xi_n] - t)_+ x_n \right\|_{L^{4s}(\Omega'; L^{2s}(\Omega; X))},$$

where the first term was simply estimated by the contraction principle. In the second term, we apply (7.18) with $f_n = ([\xi_n] - t)_+$ with $k = 4$ to deduce that

$$\left\| \sum_{n=1}^{N} \varepsilon_n ([\xi_n] - t)_+ x_n \right\|_{L^{4s}(\Omega'; L^{2s}(\Omega; X))}$$

$$\leq 2\sqrt{2} \cdot c_{2q,X} \|([\xi] - t)_+\|_{4q} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{2s}(\Omega; X)}$$

$$\leq 32c_{q,X}^{\xi} \|\xi\|_{6q} \|([\xi] - t)_+\|_{4q} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^s(\Omega; X)},$$
using the Khintchine–Kahane inequality as before. We also estimate
\[
\|((\xi - t)_+) \|_{2q}^{4q} = \int_t^\infty 4q(\lambda - t)^{4q-1} \varphi((\xi > \lambda)) \, d\lambda \\
\le \int_t^\infty 4q\lambda^{4q-1} \varphi((\xi > \lambda)) \, d\lambda \\
\le \int_t^\infty 4q\lambda^{4q-1} \frac{\|\xi\|_u}{\lambda^u} \, d\lambda \\
= \frac{4q}{u - 4q} t^{4q-u} \|\xi\|_u \le t^{4q-u} \|\xi\|_u,
\]
if \( u \ge 8q \). Putting everything together, we have shown that
\[
\left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^q(\Omega; X)} \le t \left( 1 + 32c_{q,X} \|\xi\|_{6q} \cdot \|\xi\|_u^{4q} t^{-u/4q} \right) \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)} \\
= 2(32c_{q,X} \|\xi\|_{6q} \cdot \xi \cdot \xi \cdot 4q \log(32c_{q,X} \|\xi\|_{6q} \cdot \xi \cdot \xi \cdot 1)) \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)},
\]
choosing \( t = (32 \|\xi\|_{6q} \cdot c_{q,X} \xi \cdot 4q \log(32c_{q,X} \|\xi\|_{6q} \cdot \xi \cdot \xi \cdot 1)) \), which is in the admissible range \( u \ge 8q \), since \( \|\xi\|_{6q} \cdot c_{q,X} \xi \cdot \xi \cdot \xi \cdot \xi \cdot 1 \) (as is immediate from the \( \xi \)-cotype inequality with \( N = 1 \)) and \( \log 32 > 2 \).

\textbf{Corollary 7.2.9 (Cotype versus \( \xi \)-cotype).} Let \( \xi \) be a non-zero symmetric random variable with finite moments. A Banach space \( X \) has cotype \( q \) if and only if it has \( \xi \)-cotype \( q \), and in this case
\[
\|\xi\|_q c_{q,X} \le c_{q,X} \le A_{q,X}^\xi c_{q,X}^\xi,
\]
where \( A_{q,X}^\xi \) is as in Proposition 7.2.8.

\textbf{Proof.} The first estimate has already been verified in Proposition 7.1.18. The second one follows from Proposition 7.2.8 by
\[
\left( \sum_{n=1}^N \|x_n\|^q \right)^{1/q} \le c_{q,X} \left\| \sum_{n=1}^N \xi_n x_n \right\|_{L^q(\Omega; X)} \le c_{q,X} A_{q,X}^\xi \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^q(\Omega; X)}.
\]

We conclude this section by formulating the key consequences in the case of Gaussian random variables.
Corollary 7.2.10 (Gaussian sums versus Rademacher sums under finite cotype). If $X$ has finite (Gaussian) cotype $q$, then Gaussian and Rademacher sums in $X$ are comparable: for all $p \in (0, \infty)$,

$$
\|\gamma\|_L^q(\Omega; X) \leq \|\sum_{n=1}^{N} \varepsilon_n x_n\|_{L^p(\Omega; X)} \leq \kappa_{p,q}^* A_{q,X}^\gamma \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)},
$$

where $\kappa_{p,q}^* := \max\{\kappa_{p,q}, \kappa_{q,p}\} = \kappa_{p,q} \kappa_{q,p}$ and $A_{q,X}^\gamma \leq 12\sqrt{q \log(80\sqrt{q c_{q,X}^\gamma})}$.

We have already seen in Example 6.1.18 that Gaussian and Rademacher sums in $c_0$ are incomparable, and indeed this space has no finite cotype. In Corollary 7.3.10 we will see that the finite cotype assumption in the above corollary is actually necessary.

Proof. The lower estimate was already checked in Proposition 6.1.15. For $p = q$, the upper estimate is an application of the previous proposition with $\xi = \gamma$; the bound for $A_{q,X}^\gamma$ uses the estimate $\|\gamma\|_p \leq \sqrt{p}$. The case of general $p$ follows from the Khintchine–Kahane inequality for both Gaussian and Rademacher sums,

$$
\|\sum_{n=1}^{N} \varepsilon_n x_n\|_{L^p(\Omega; X)} \leq \kappa_{p,q} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)},
$$

$$
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega; X)} \leq \kappa_{q,p} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^q(\Omega; X)}.
$$

\hfill \Box

Corollary 7.2.11 (Gaussian cotype $q$ versus cotype $q$). A Banach space $X$ has cotype $q$ if and only if it has Gaussian cotype $q$, and in this case

$$
\|\gamma\|_{c_{q,X}^\gamma} \leq c_{q,X} \leq 12 \cdot c_{q,X}^\gamma \cdot \sqrt{q \log(80\sqrt{q c_{q,X}^\gamma})}.
$$

Proof. The first assertion is just the special case $\xi = \gamma$ of Corollary 7.2.9, with the estimate for $A_{q,X}^\gamma$ taken from the upper estimate just proved. \hfill \Box

7.2.e Finite cotype in Banach lattices

We have seen in Proposition 6.3.3 that, in the usual $L^p$-spaces, both Rademacher and Gaussian sums reduce to classical square functions. The main result of this subsection is a far-reaching generalisation of this result in the context of Banach lattices. We have just seen in Corollary 7.2.10 that finite cotype is sufficient for the mutual comparability of Rademacher and Gaussian sums. The Khintchine–Maurey inequality, which we prove here, shows that this same cotype condition ensures the comparability of these random sums with square
functions in abstract Banach lattices. A brief presentation of the concepts we need from the theory of Banach lattices can be found in Appendix F, where in particular it is explained how to define \((\sum_{n=1}^{N} |x_n|^p)^{1/p}\) for \(p \in [1, \infty)\) by the Krivine calculus. All spaces in this subsection are over the real scalar field.

We will need the following extension of Khintchine’s inequality. Here, and in the rest of this subsection, \((r_n)_{n \geq 1}\) is a real Rademacher sequence.

**Lemma 7.2.12.** Let \(X\) be a Banach lattice. Then for all \(1 \leq p < \infty\) and \(x_1, \ldots, x_N \in X\),

\[
\frac{1}{\kappa_{2,p}^q} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \leq \left( \mathbb{E} \left[ \sum_{n=1}^{N} r_n x_n \right]^p \right)^{1/p} \leq \kappa_{p,2}^R \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2}.
\]

Note that the middle term is well defined by means of the usual lattice operations, since the random variable \(\sum_{n=1}^{N} r_n x_n\) is discrete, i.e.,

\[
\left( \mathbb{E} \left[ \sum_{n=1}^{N} r_n x_n \right]^p \right)^{1/p} = \left( 2^{-N} \sum_{r \in \{-1,1\}^N} \left| \sum_{n=1}^{N} \epsilon_n x_n \right|^p \right)^{1/p}.
\]

**Proof.** Put \(x := \sum_{n=1}^{N} |x_n|\) and let \(S : l_x \to C(K)\) be the lattice isomorphism given by Kakutani’s theorem (Theorem F.2.1). Set \(f_n := Sx_n\). By Khintchine’s inequality,

\[
\frac{1}{\kappa_{2,p}^q} \left( \sum_{n=1}^{N} |f_n|^2 \right)^{1/2} \leq \left( \mathbb{E} \left[ \sum_{n=1}^{N} r_n f_n \right]^p \right)^{1/p} \leq \kappa_{p,2}^R \left( \sum_{n=1}^{N} |f_n|^2 \right)^{1/2}.
\]

Now the result follows if we apply \(S^{-1}\) on both sides and use (F.1). \(\square\)

Next we generalise the square function estimate for \(L^q\)-spaces from Proposition 6.3.3.

**Theorem 7.2.13 (Khintchine–Maurey).** Let \(X\) be a Banach lattice with finite cotype \(q\). Then for all \(x_1, \ldots, x_N \in X\),

\[
\frac{1}{\kappa_{2,1}^{(q)} N} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \leq \mathbb{E} \left\| \sum_{n=1}^{N} r_n x_n \right\| \leq 5\sqrt{q} c_{q.X} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2}. \tag{7.19}
\]

The left-hand side inequality holds for any Banach lattice and the constant \(\kappa_{2,1}^{(q)} = \sqrt{2}\) (see the Notes of Chapter 6). The proof of the right-hand side inequality depends on an application of Pisier’s factorisation theorem.

**Lemma 7.2.14.** Let \(X\) be a Banach lattice with finite cotype \(q\). Then for all \(p \in (q, \infty)\) and \(x_1, \ldots, x_N \in X\) we have

\[
\left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p} \leq \frac{q^{1/q}}{p - q} c_{q.X} \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p}.
\]
Proof. Without loss of generality we may assume that \( x := (\sum_{n=1}^{N} |x_n|^p)^{1/p} \) has norm 1. Let \( S : I_x \to C(K) \) be the lattice isometry given by Kakutani’s Theorem F.2.1. Note that \( \|y\| \leq \|y\|_{I_x} \) for all \( y \in I_x \), which means that the embedding \( E : I_x \to X \) is contractive. Also note that the vectors \( x_n \) are in \( I_x \) and satisfy \( \|x_n\|_{I_x} \leq \|x\|_{I_x} = 1 \leq \|x\| \). Since \( X \) has cotype \( q \) and \( ES^{-1} \in \mathcal{L}(C(K), X) \), it follows from Corollary 7.2.5 to Pisier’s factorisation theorem that there exists a probability measure \( \nu \) on \( K \) such that

\[
\|ES^{-1}f\| \leq \frac{q^{1/q}}{p - q} c_{q,X} \|f\|_{L^p(\nu)}, \quad f \in C(K).
\]

Writing \( x_n = ES^{-1}Sx_n = ES^{-1}f_n \), with \( f_n = Sx_n \in C(K) \), we have

\[
\left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p} = \left( \sum_{n=1}^{N} \|ES^{-1}f_n\|^p \right)^{1/p} \leq \frac{q^{1/q}}{p - q} c_{q,X} \left( \sum_{n=1}^{N} \|f_n\|^p_{L^p(\nu)} \right)^{1/p},
\]

where

\[
\left( \sum_{n=1}^{N} \|f_n\|^p_{L^p(\nu)} \right)^{1/p} = \left( \sum_{n=1}^{N} |f_n|^p \right)^{1/p}_{L^p(\nu)} \leq \left( \sum_{n=1}^{N} |f_n|^p \right)^{1/p}_{C(K)} = \left( \sum_{n=1}^{N} |Sx_n|^p \right)^{1/p}_{C(K)} \quad \text{(F.1)}
\]

and

\[
\|Sx\|_{C(K)} = \|x\|_{I_x} = 1 = \|x\| \leq \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p}_{C(K)}.
\]

\( \square \)

**Proposition 7.2.15.** Let \( X \) be a Banach lattice with finite cotype \( q \). Then any simple function \( f = \sum_{n=1}^{N} x_n 1_{A_n} \in L^p(S; X) \) with \( p \in (q, \infty) \) satisfies

\[
\|f\|_{L^p(S; X)} \leq \frac{q^{1/q}}{p - q} c_{q,X} \|f\|_{X(L^p(S))},
\]

where the expression on the right is defined as

\[
\|f\|_{X(L^p(S))} := \left( \sum_{n=1}^{N} \mu(A_n) |x_n|^p \right)^{1/p}_{X}.
\]

**Proof.** Applying Lemma 7.2.14 with \( \mu(A_n)^{1/p} x_n \) in place of \( x_n \), we have

\[
\|f\|_{L^p(S; X)} = \left( \sum_{n=1}^{N} \mu(A_n) \|x_n\|^p \right)^{1/p}
\]
\[ \leq \frac{q^{1/p}}{p - q} c_{q,X} \left\| \left( \sum_{n=1}^{N} \mu(A_n) |x_n|^p \right)^{1/p} \right\|_X = \frac{q^{1/p}}{p - q} c_{q,X} \| f \|_{X_L^p(S)}. \]

**Proof of Theorem 7.2.13.** We first prove the left-hand estimate in (7.19). By taking norms on both sides of the first inequality in Lemma 7.2.12 (with \( p = 1 \)) we obtain
\[
\left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\| \leq \kappa_{2,1}^R \left\| \mathbb{E} \sum_{n=1}^{N} r_n x_n \right\| \leq \kappa_{2,1}^R \left\| \sum_{n=1}^{N} r_n x_n \right\|,
\]
where we applied the triangle inequality and the fact that \( (r_n)_{n=1}^{N} \) takes finitely many values, to pull out the expectation. This proves the first inequality in (7.19).

Turning to the right-hand side inequality, let \( X \) be of finite cotype \( q \). By Hölder’s inequality, Proposition 7.2.15 (applied to \( p = 2q \) and the simple function \( f = \sum_{n=1}^{N} r_n x_n \)), and Lemma 7.2.12 we obtain
\[
\mathbb{E} \left\| \sum_{n=1}^{N} r_n x_n \right\| \leq \left( \mathbb{E} \left\| \sum_{n=1}^{N} r_n x_n \right|^{2q} \right)^{1/2q} \\
\leq 3 c_{q,X} \left\| \left( \mathbb{E} \left| \sum_{n=1}^{N} r_n x_n \right|^2 \right)^{1/2q} \right\| \\
\leq 3 c_{q,X} \kappa_{2q,2}^R \left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|,
\]
and
\[ 3 \kappa_{2q,2}^R \leq 3 \sqrt{2q} < 5 \sqrt{q}. \]

**7.3 Geometric characterisations**

We now provide geometric descriptions of some of the classes of spaces that were featured prominently in the previous sections. Indeed, we are going to prove that (see Definition 7.3.7 for the terminology used in 2 and 3)

1. a Banach space has both type 2 and cotype 2 if and only if it is isomorphic to a Hilbert space;
2. a Banach space has non-trivial type if and only if it does not contain the spaces \( \ell_1^N, N \geq 1 \), uniformly;
3. a Banach space has finite cotype if and only if it does not contain the spaces \( \ell_\infty^N, N \geq 1 \), uniformly.
While type and cotype as such are sometimes referred to as ‘geometric’ properties of a Banach space, the reader will agree that the above characterisations — involving isomorphisms and containments of appropriate subspaces — are geometric in a rather stricter sense of the word.

The equivalence (1) is the content of Kwapień’s Theorem 7.3.1, which we prove in Section 7.3.a. Both (2) and (3) are contained in the Maurey–Pisier Theorem 7.3.8, which we prove in Section 7.3.b.

The two theorems will play a somewhat opposite role in our subsequent analysis. For our purposes, Kwapień’s theorem will often imply a ‘negative’ statement: it will be used to show that certain results can only be true in the context of Hilbert spaces, and never beyond. In contrast, the Maurey–Pisier theorem will be frequently invoked to check that non-trivial type or finite cotype is implied by some other Banach space property \((P)\) — by checking, often straightforwardly, that \((P)\) is incompatible with the containment of \(\ell^1_N\) or \(\ell^2_N\) — and useful implications of type and cotype can then be used as additional tools to achieve stronger theorems under the assumption of \((P)\).

### 7.3.a Kwapień’s characterisation of type and cotype 2

The main result of this subsection is the following isomorphic characterisation of Hilbert spaces.

**Theorem 7.3.1 (Kwapień).** For a Banach space \(X\) the following assertions are equivalent:

1. \(X\) has type 2 and cotype 2;
2. \(X\) is isomorphic to a Hilbert space \(H\).

If these equivalent conditions are satisfied, an isomorphism \(J : X \to H\) can be constructed such that

\[
\|J\| \cdot \|J^{-1}\| \leq \tau_{2,X}^2 \cdot c_{2,X}^2.
\]

This theorem will be obtained from the special case \(X = Y\) and \(T = I\) of the following factorisation result.

**Theorem 7.3.2 (Maurey).** Let \(X\) and \(Y\) be Banach spaces and let \(T \in \mathcal{L}(X \hookrightarrow Y)\). If \(X\) has type 2 and \(Y\) has cotype 2, then there exist a Hilbert space \(H\) and operators \(R \in \mathcal{L}(X, H)\) and \(S \in \mathcal{L}(H, Y)\) such that \(T = SR\) and

\[
\|S\| \cdot \|R\| \leq \tau_{2,X}^2 \cdot c_{2,X}^2 \cdot \|T\|.
\]

We need several preliminary results on factorisation of operators.

**Proposition 7.3.3.** Let \(X\) and \(Y\) be Banach spaces, let \(T \in \mathcal{L}(X, Y)\), and let \(C > 0\). The following assertions are equivalent:

1. there exists a Hilbert space \(H\) and operators \(R \in \mathcal{L}(X, H)\) and \(S \in \mathcal{L}(H, Y)\) such that \(T = SR\) and \(\|S\| \cdot \|R\| \leq C\).  

(2) for all finite sequences \((x_m)_{m=1}^M\) and \((y_n)_{n=1}^N\) in \(X\) such that
\[
\sum_{n=1}^N |\langle y_n, x^* \rangle|^2 \leq \sum_{m=1}^M |\langle x_m, x^* \rangle|^2, \quad x^* \in X^*
\]
we have
\[
\sum_{n=1}^N \|T y_n\|^2 \leq C^2 \sum_{m=1}^M \|x_m\|^2.
\]

This proposition will be proved at the end of the section. Assuming it for the moment, we first show how Theorem 7.3.2 is deduced from it.

Proof of Theorem 7.3.2. Let \((x_m)_{m=1}^M\) and \((y_n)_{n=1}^N\) be sequences in \(X\) such that for all \(x^* \in X^*\),
\[
\sum_{n=1}^N |\langle y_n, x^* \rangle|^2 \leq \sum_{m=1}^M |\langle x_m, x^* \rangle|^2.
\]

Let \((\gamma_n)_{n \geq 1}\) be a Gaussian sequence. By Theorem 6.1.25,
\[
\sum_{n=1}^N \|T y_n\|^2 \leq (c_{2,Y}^\gamma)^2 \mathbb{E} \left( \sum_{n=1}^N \gamma_n T y_n \right)^2 \leq (c_{2,Y}^\gamma)^2 \|T\|^2 \mathbb{E} \left( \sum_{n=1}^N \gamma_n y_n \right)^2 \leq (c_{2,Y}^\gamma)^2 \|T\|^2 \mathbb{E} \left( \sum_{m=1}^M \gamma_m x_m \right)^2 \leq (c_{2,Y}^\gamma)^2 (c_{2,Y}^\gamma)^2 \|T\|^2 \sum_{m=1}^M \|x_m\|^2.
\]

This verifies condition (2) of Proposition 7.3.3 with \(C = \tau_{2,X}^\gamma c_{2,Y}^\gamma \|T\|\).

For the proof of Proposition 7.3.3 we need the following lemma.

The cone generated by a subset \(A\) of a real vector space \(V\) is the set
\[
\text{cone}(A) = \left\{ \sum_{n=1}^N \alpha_n a_n \in V : \alpha_1, \ldots, \alpha_N \geq 0, a_1, \ldots, a_N \in A, N \geq 1 \right\}.
\]

Lemma 7.3.4. Let \(V\) be a real vector space. Let \(A, B \subseteq V\) be non-empty subsets such that \(V = \text{cone}(A) - \text{cone}(B)\) and let \(f : A \to \mathbb{R}, g : B \to \mathbb{R}\) be given functions. Then the following assertions are equivalent:
1. there exists a linear functional \(\Phi : V \to \mathbb{R}\) such that for all \(a \in A, f(a) \leq \Phi(a)\), and for all \(b \in B, g(b) \geq \Phi(b)\).
(2) whenever \((\alpha_n)_{n=1}^N\) and \((\beta_m)_{m=1}^M\) are two finite sequences of non-negative scalars, and \((\alpha_n)_{n=1}^N\) in \(A\) and \((\beta_m)_{m=1}^M\) in \(B\) are such that \(\sum_{n=1}^N \alpha_n a_n = \sum_{m=1}^M \beta_m b_m\), then
\[
\sum_{n=1}^N \alpha_n f(a_n) \leq \sum_{m=1}^M \beta_m g(b_m).
\]

Proof. \((1) \Rightarrow (2)\): This follows from
\[
\sum_{n=1}^N \alpha_n f(a_n) \leq \sum_{n=1}^N \alpha_n \Phi(a_n) = \Phi\left(\sum_{n=1}^N \alpha_n a_n\right)
= \Phi\left(\sum_{m=1}^M \beta_m b_m\right) = \sum_{m=1}^M \beta_m \Phi(b_m) \leq \sum_{m=1}^M \beta_m g(b_m).
\]

\((2) \Rightarrow (1)\): Define \(p : V \to [-\infty, \infty)\) by
\[
p(v) = \inf\left\{\sum_{m=1}^M \beta_m g(b_m) - \sum_{n=1}^N \alpha_n f(a_n)\right\},
\]
where the infimum is taken over all non-negative sequences \((\alpha_n)_{n=1}^N\) and \((\beta_m)_{m=1}^M\) and all sequences \((\alpha_n)_{n=1}^N\) in \(A\) and \((\beta_m)_{m=1}^M\) in \(B\) such that \(v = \sum_{m=1}^M \beta_m b_m - \sum_{n=1}^N \alpha_n a_n\). Since \(V = \text{cone}(A) - \text{cone}(B)\), \(p\) is well defined. Moreover, one easily checks that for all \(v_1, v_2 \in V\), \(p(v_1 + v_2) \leq p(v_1) + p(v_2)\), and for all \(v \in V\) and \(\lambda > 0\), \(p(\lambda v) = \lambda p(v)\). We also claim that \(p(0) = 0\). Indeed, \(p(0) \leq 0\) is clear from \(0 = 0b - 0a\) for \(a \in A\) and \(b \in B\). Let \(0\) be represented as
\[
0 = \sum_{m=1}^M \beta_m b_m - \sum_{n=1}^N \alpha_n a_n.
\]
By \((2)\) it follows that
\[
\sum_{m=1}^M \beta_m g(b_m) \geq \sum_{n=1}^N \alpha_n f(a_n),
\]
so that \(p(0) \geq 0\). This proves the claim. Moreover, for all \(v \in V\), \(0 = p(0) \leq p(v) + p(-v)\), so that \(p(v) \geq -\infty\). This shows that \(p\) is a sub-linear functional. By the Hahn–Banach theorem for real vector spaces (Theorem B.1.1) there exists a linear functional \(\Phi : V \to \mathbb{R}\) such that \(\Phi(v) \leq p(v)\) for all \(v \in V\).

Next we show that for all \(v \in A\), \(p(-v) \leq -f(v)\). Indeed, fix \(b \in B\) arbitrarily. Then the assertion follows from the representation \(-v = 0b - 1v\). Similarly, for all \(v \in B\), \(p(v) \leq g(v)\).

We conclude that for all \(a \in A\), \(-\Phi(a) = \Phi(-a) \leq p(-a) \leq -f(a)\), so \(f(a) \leq \Phi(a)\). Similarly, for all \(b \in B\), \(\Phi(b) \leq p(b) \leq g(b)\). \(\square\)
Indeed, by linearity of \( f \) with \( x^* \) space of all functions \( x^* \in X^* \),

\[
\sum_{n=1}^{N} |\langle y_n, x^* \rangle|^2 \leq \sum_{m=1}^{M} |\langle x_m, x^* \rangle|^2.
\]

Let \( u_m = Rx_m \) and \( v_n = Ry_n \). For \( h \in H \) let \( h^* \in H^* \) be defined as \( h^*(h') := \langle h', h \rangle \), where \( \langle \cdot, \cdot \rangle \) is the inner product of \( H \). Then, for all \( h \in H \),

\[
\sum_{n=1}^{N} |\langle v_n | h \rangle|^2 = \sum_{n=1}^{N} |\langle v_n, h^* \rangle|^2 = \sum_{n=1}^{N} |\langle y_n, R^* h^* \rangle|^2
\]

\[
\leq \sum_{m=1}^{M} |\langle x_m, R^* h^* \rangle|^2 = \sum_{m=1}^{M} |\langle u_m, h^* \rangle|^2 = \sum_{m=1}^{M} |\langle u_m | h \rangle|^2.
\]

Let \( (h_j)_{j=1}^{k} \) be an orthonormal basis for the subspace spanned in \( H \) by the vectors \((u_m)_{m=1}^{M}\) and \((v_n)_{n=1}^{N}\). By (7.20),

\[
\sum_{n=1}^{N} \|v_n\|^2 = \sum_{n=1}^{N} \sum_{j=1}^{k} |\langle v_n | h_j \rangle|^2 = \sum_{j=1}^{k} \sum_{n=1}^{N} |\langle v_n | h_j \rangle|^2
\]

\[
\leq \sum_{j=1}^{k} \sum_{m=1}^{M} |\langle u_m | h_j \rangle|^2 = \sum_{m=1}^{M} \|u_m\|^2.
\]

Therefore,

\[
\sum_{n=1}^{N} \|Ty_n\|^2 \leq \|S\|^2 \sum_{n=1}^{N} \|v_n\|^2 \leq \|S\|^2 \sum_{m=1}^{M} \|u_m\|^2 \leq \|S\|^2 \|R\|^2 \sum_{m=1}^{M} \|x_m\|^2.
\]

(2)⇒(1): First we consider the case \( \mathbb{K} = \mathbb{R} \). Let \( \mathcal{F}(X^*) \) be the real vector space of all functions \( f : X^* \rightarrow \mathbb{R} \). With each \( x \in X \), we can associate an element \( \tilde{x} \in \mathcal{F}(X^*) \) by setting \( \langle \tilde{x}, x^* \rangle = \langle x, x^* \rangle \). Let \( \mathcal{V} \) be the subspace of all \( f \in \mathcal{F}(X^*) \) that can be written as a finite sum of the form \( f = \sum_{n=1}^{N} \lambda_n \tilde{x_n} \tilde{y}_n \) with \( x_n, y_n \in X \) and \( \lambda_n \in \mathbb{R} \) for all \( 1 \leq n \leq N \).

Let \( A = B = \{ \tilde{x}^2 \in \mathcal{V} : x \in X \} \). We claim that \( \mathcal{V} = \text{cone}(B) - \text{cone}(A) \). Indeed, by linearity of \( \mathcal{V} \) it suffices to consider \( \phi = \lambda \tilde{x} \tilde{y} \in \mathcal{V} \), where \( \lambda \in \mathbb{R} \) and \( x, y \in X \) are arbitrary. Then

\[
\phi = \frac{1}{4} \lambda (\tilde{x}^2 + \tilde{y}^2 - (\tilde{x} - \tilde{y})^2)
\]

defines an element in \( \text{cone}(B) - \text{cone}(A) \) and the claim follows.

Let \( f : A \rightarrow \mathbb{R} \) be given by \( f(\tilde{x}^2) = \|Tx\|^2 \) and let \( g : B \rightarrow \mathbb{R} \) be given by \( g(\tilde{x}^2) = C^2 \|x\|^2 \), where \( C \) is as in the statement of the result. If
\[ \sum_{n=1}^{N} \alpha_n^2 y_n^2 = \sum_{m=1}^{M} \beta_m^2 x_m^2 \]

for some sequences of positive scalars \((\alpha_n)_{n=1}^{N}\) and \((\beta_m)_{m=1}^{M}\), then by the assumption of (2),

\[ \sum_{n=1}^{N} ||T(\alpha_n y_n)||^2 \leq C^2 \sum_{m=1}^{M} ||\beta_m x_m||^2 \]

and therefore,

\[ \sum_{n=1}^{N} \alpha_n^2 f(\bar{y}_n) \leq \sum_{m=1}^{M} \beta_m^2 g(\bar{x}_m). \]

By Lemma 7.3.4, there exists a linear functional \(\Phi : \mathcal{V} \rightarrow \mathbb{R}\) such that

\[ ||Tx||^2 = f(\bar{x}) \leq \Phi(\bar{x}) \leq g(\bar{x}) = C^2 ||x||^2 \]

for all \(x \in X\). Define a bilinear form on \(X\) by \((x, y) := \Phi(\bar{y})\) and consider the seminorm \(p(x) := (x, x)^{1/2}\). Let \(\mathcal{N} = \{x \in X : p(x) = 0\}\) and consider the real vector space \(X_0 = X/\mathcal{N}\). Let \(H\) be the completion of \(X_0\) with respect to the norm \(p(\cdot)\). Then the induced bilinear form on \(X_0\) has a unique continuous extension to \(H\). This turns \(H\) into a real Hilbert space.

Let \(R : X \rightarrow H\) be given \(Rx = x \mod(\mathcal{N})\). Then \(||Rx|| = p(x) \leq C ||x||\) for all \(x \in X\). Let \(S_0 : X_0 \rightarrow X\) be given by \(S_0(Rx) = Tx\). Then \(||S_0(Rx)|| = ||Tx|| \leq p(x) = ||Rx||_H\). Therefore, \(S_0\) is well defined and has a unique continuous extension to an operator \(S \in \mathcal{L}(H, X)\) with \(||S|| \leq 1\). Now \(T = SR\) is the required factorisation.

Next we turn to the case \(K = \mathbb{C}\), which will be reduced to the real case by forgetting the complex structure of \(X\). Let \(X_{\mathbb{R}}\) be the real Banach space thus obtained and let \(X_{\mathbb{R}}^*\) denote its (real) dual. In order not to overburden the notation, the element in \(X_{\mathbb{R}}\) corresponding to an \(x \in X\) will also be denoted by \(x\).

Let \((x_m)_{m=1}^{M}\) and \((y_n)_{n=1}^{N}\) be sequences in \(X\) such that in \(X_{\mathbb{R}}\) we have

\[ \sum_{n=1}^{N} |\langle y_n, x_{\mathbb{R}}^* \rangle|^2 \leq \sum_{m=1}^{M} |\langle x_m, x_{\mathbb{R}}^* \rangle|^2 \]  \hspace{1cm} (7.21)

for all \(x_{\mathbb{R}}^* \in X_{\mathbb{R}}^*\). We claim that

\[ \sum_{n=1}^{N} ||Ty_n||^2 \leq C^2 \sum_{m=1}^{M} ||x_m||^2. \]  \hspace{1cm} (7.22)

Indeed, let \(x^* \in X^*\) be arbitrary. Let \(x_{\mathbb{R}}^*, y_{\mathbb{R}}^* \in X_{\mathbb{R}}^*\) be defined by \(\langle x, x_{\mathbb{R}}^* \rangle = \Re \langle x, x^* \rangle\) and \(\langle x, y_{\mathbb{R}}^* \rangle = \Im \langle x, x^* \rangle\). Then \(x^* = x_{\mathbb{R}}^* + iy_{\mathbb{R}}^*\). Therefore, by (7.21), applied to \(x_{\mathbb{R}}^*\) and \(y_{\mathbb{R}}^*\), we find

\[ \sum_{n=1}^{N} ||Ty_n||^2 \leq C^2 \sum_{m=1}^{M} ||x_m||^2. \]
\[ \sum_{n=1}^{N} |\langle y_n, x^\ast \rangle|^2 = \sum_{n=1}^{N} |\langle y_n, x_n^\ast \rangle|^2 + |\langle y_n, y_n^\ast \rangle|^2 \]
\[ \leq \sum_{m=1}^{M} |\langle x_m, x_m^\ast \rangle|^2 + \sum_{m=1}^{M} |\langle x_m, y_m^\ast \rangle|^2 = \sum_{m=1}^{M} |\langle x_m, x^\ast \rangle|^2. \]

Since \( x^\ast \in X^\ast \) was arbitrary, the assumption in Proposition 7.3.3 gives (7.22) and the claim is proved.

Let \((\cdot, \cdot)\) be the symmetric bilinear form on \(X_\mathbb{R}\) that was constructed in first part of the proof. We use it to define a sesquilinear form \([\cdot, \cdot]\) on \(X\) by
\[ [x \mapsto y] := \frac{1}{2\pi} \int_{0}^{2\pi} (e^{i\theta} x, e^{i\theta} y) - i(e^{i\theta} x, e^{i\theta} y) \, d\theta. \]

Linearity in the first variable is clear. To prove conjugate-linearity in the second variable, the reader may verify that the substitution \(\theta' = \theta + \frac{1}{2}\pi\) proves the identity \([x, iy] = -i[x, y]\).

Set \(p(x) := [x, x]^{1/2}\). Then \(p\) is real-valued and defines a seminorm on \(X\). Moreover,
\[ |p(x)|^2 = \Re[p(x)]^2 = \frac{1}{2\pi} \int_{0}^{2\pi} (e^{i\theta} x, e^{i\theta} x) \, d\theta \]
\[ \leq \frac{1}{2\pi} \int_{0}^{2\pi} C^2 ||e^{i\theta} x||^2 \, d\theta = C^2 ||x||^2. \]

Let \(\mathcal{M}\) and \(X_0\) be as before and let \(H\) again be the completion of \(X_0\) with respect to the norm \(p(\cdot)\). Then the sesquilinear form has a unique continuous extension to \(H\). In this way \(H\) becomes a complex Hilbert space and the proof can be finished as in the real case.

As an application we will prove the following isomorphic characterisation of Hilbert spaces. For the definition and properties of Fourier type \(p\) we refer to Section 2.4.b.

**Theorem 7.3.5 (Kwapień).** For a Banach space \(X\) the following assertions are equivalent:

1. \(X\) has Fourier type 2;
2. there exists a constant \(C \geq 0\) such that for all finite sequences \((x_k)|_{k| \leq n}\) in \(X\),
\[ \left\| \sum_{|k| \leq n} e_k x_k \right\|_{L^2(\mathbb{T}; X)} \leq C \left( \sum_{|k| \leq n} ||x_k||^2 \right)^{1/2}; \]
3. there exists a constant \(\tilde{C} \geq 0\) such that for all finite sequences \((x_k)|_{k| \leq n}\) in \(X\),
\[ \left( \sum_{|k| \leq n} ||x_k||^2 \right)^{1/2} \leq \tilde{C} \left\| \sum_{|k| \leq n} e_k x_k \right\|_{L^2(\mathbb{T}; X)}; \]
(4) \( X \) is isomorphic to a Hilbert space \( H \).

If these equivalent conditions are satisfied, then
\[
\tau_{2, X} \leq \varphi_{2, X}(\mathbb{Z}) \leq \widetilde{C}, \quad c_{2, X} \leq \varphi_{2, X}(\mathbb{T}) \leq C,
\]
and the isomorphism \( J : X \to H \) in (4) can be taken such that
\[
\|J\|\|J^{-1}\| \leq \tau_{2, X}^2 c_{2, X}^2.
\]

The equivalences \((1) \iff (2) \iff (3)\) have already been proved in Proposition 2.4.20. Moreover, the best constants in (2) and (3) are equal to the Fourier type 2 constants \( \varphi_{2, X}(\mathbb{T}) \) and \( \varphi_{2, X}(\mathbb{Z}) \), respectively. The implication \((4) \implies (1)\) has already been noted at the beginning of this section. It remains to prove the implication \((1) \implies (4)\). This will be done by showing that \( X \) has type 2 and cotype 2 and then appealing to Kwapieñ’s isomorphic characterisation of Hilbert spaces (Theorem 7.3.1); this will also produce the estimate for \( \|J\|\|J^{-1}\| \).

In fact we have the following general result.

**Proposition 7.3.6.** Let \( X \) be a Banach space, and let \( p \in [1, 2] \) and \( p' \in [2, \infty] \) satisfy \( \frac{1}{p} + \frac{1}{p'} = 1 \). If \( X \) has Fourier type \( p \), then \( X \) has type \( p \) and cotype \( p' \), with constants
\[
\tau_{p, X} \leq \varphi_{p, X}(\mathbb{Z}), \quad c_{p, X} \leq \varphi_{p, X}(\mathbb{T}),
\]
with \( \varphi_{p, X}(\mathbb{T}) \) and \( \varphi_{p, X}(\mathbb{Z}) \) the operator norms of the Fourier transform from \( L^p(\mathbb{T}; X) \) into \( \ell^{p'}(\mathbb{Z}; X) \) and from \( \ell^p(\mathbb{Z}; X) \) into \( L^p(\mathbb{T}; X) \), respectively.

**Proof.** We may assume that \( p \in (1, 2] \) and \( p' \in [2, \infty) \), the case \( p = 1 \) and \( p' = \infty \) being trivial.

We use the equivalent formulations of Fourier type as given by Proposition 2.4.20 and recall the notation \( e_k(t) := e^{2\pi i k t} \) for \( k \in \mathbb{Z} \) and \( t \in \mathbb{T} \). Fix a sequence \( (x_j)_{j=1}^N \) in \( X \). Since for fixed \( t \in \mathbb{T} \), \((\varepsilon_j)_{j=1}^N\) and \((\varepsilon_j(t) \varepsilon_j)_{j=1}^N\) are identically distributed Rademacher sequences, by averaging over \( \mathbb{T} \) and Fubini’s theorem we obtain
\[
\left\| \sum_{j=1}^N \varepsilon_j x_j \right\|_{L^{p'}(\Omega; X)} = \left( \int_{\mathbb{T}} \left\| \sum_{j=1}^N \varepsilon_j e_j(t) x_j \right\|_{L^{p'}(\Omega; X)} \, dt \right)^{1/p'} = \left( \int_{\mathbb{T}} \left\| \sum_{j=1}^N \varepsilon_j e_j(t) x_j \right\|_{L^{p'}(\Omega; X)} \right)^{1/p'} \leq \varphi_{p, X}(\mathbb{Z}) \left( \sum_{j=1}^N \left\| x_j \right\|_p \right)^{1/p}.
\]

Thus \( X \) has type \( p \) with \( \tau_{p, X} \leq \varphi_{p, X}(\mathbb{Z}) \).

Similarly,
Thus $X$ has cotype $p'$ with $c_{p',X} \leq \varphi_{p,X} (T)$.

**Proof of Theorem 7.3.5.** If $X$ has Fourier type 2, then by Proposition 7.3.6 $X$ has type 2 and cotype 2 with $\tau_{2,X} \leq \varphi_{2,X} (\mathbb{Z})$ and $c_{2,X} \leq \varphi_{2,X} (\mathbb{T})$. Hence by Theorem 7.3.1, $X$ is isomorphic to a Hilbert space and an isomorphism $J : X \to H$ may be constructed such that $\|J\| \|J^{-1}\| \leq \tau_{2,X}^2 c_{2,X}^2$.

### 7.3.b Maurey–Pisier characterisation of non-trivial (co)type

Among the deepest results in the theory of type and cotype is the celebrated Maurey–Pisier theorem. We will only need the special case which provides a characterisation of non-trivial type and finite cotype in terms of the following notion:

**Definition 7.3.7 (Uniform containment of $\ell_p^N$).** Let $X$ be a Banach space, $p \in [1, \infty]$, and let $\lambda \geq 1$ be a constant. We say $X$ contains the spaces $\ell_p^N$ $\lambda$-uniformly if $\ell_p^N \subseteq X$, i.e., $X$ contains a $\lambda$-isomorphic copy of $\ell_p^N$ in the sense of Definition 7.1.8 for every $N \geq 1$.

We say that $X$ contains the spaces $\ell_p^N$ uniformly if $X$ contains the spaces $\ell_p^N$ $\lambda$-uniformly for some $\lambda \geq 1$.

**Theorem 7.3.8 (Maurey–Pisier).** Let $X$ be a Banach space.

1. The following conditions are equivalent:
   (i) $X$ has non-trivial type;
   (ii) $X$ does not contain the spaces $\ell_1^N$ uniformly;
   (iii) for any $\lambda > 1$, $X$ does not contain the spaces $\ell_1^N$ $\lambda$-uniformly.

2. The following conditions are equivalent:
   (i) $X$ has finite cotype;
   (ii) $X$ does not contain the spaces $\ell_\infty^N$ uniformly;
   (iii) for any $\lambda > 1$, $X$ does not contain the spaces $\ell_\infty^N$ $\lambda$-uniformly.

**Remark 7.3.9.** We shall actually prove the following quantitative statements:

(a) If $X$ has type $p \in (1, 2]$, then
   
   $$\ell_1^N \not\subseteq X \quad \text{when} \quad N^{1/p'} > \lambda \tau_{p,X}.$$
(b) If $X$ has cotype $q \in [2, \infty)$, then
\[ \ell_\infty^N \not\subseteq X \text{ when } N^{1/q} > \lambda c_{q,X}. \]

(c) If $\ell_N^1 \not\subseteq X$, then
\[ \tau_{p,X} \leq 5 \text{ for all } p \leq 1 + \left( \frac{\varepsilon}{50N} \right)^{N+1}. \]

(d) If $\ell_N^\infty \not\subseteq X$, then
\[ c_{q,X} \leq 5 \text{ for all } q \geq \left( \frac{50N}{\varepsilon} \right)^{2(N+1)}. \]

Here (a) and (b) prove the (straightforward) implications (i)⇒(iii) of Theorem 7.3.8, while (c) and (d) correspond to the deepest implications (ii)⇒(i). The implications (iii)⇒(ii) are of course trivial.

**Proof of (a) and (b).** If $\ell_N^1 \subseteq X$, then by Proposition 7.1.7 and (7.4),
\[ N^{1/p'} = \tau_{p,\ell_N^1} \leq \lambda \tau_{p,X}. \]
Likewise, if $\ell_N^\infty \subseteq X$, then by Proposition 7.1.7,
\[ N^{1/q} = c_{q,\ell_N^\infty} \leq \lambda c_{q,X}. \]

Before going to the more sophisticated proofs of the “(ii)⇒(i)” statements, we demonstrate the use of the theorem with some important consequences.

**Consequences of the Maurey–Pisier theorem**

In Corollary 7.2.10 we have seen that Gaussian sums and Rademacher sums are comparable in spaces with finite (Gaussian) cotype. Below we show that finite (Gaussian) cotype is actually necessary for such a comparison result.

**Corollary 7.3.10.** Let $X$ be a Banach space and $p \in (0, \infty)$. Assume that there exists a constant $C \geq 0$ such that for all integers $N \geq 1$ and vectors $x_1, \ldots, x_N \in X$, we have
\[ \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega;X)} \leq C \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega;X)}. \]
Then $X$ has finite cotype.

**Proof.** Let $\lambda > 1$. If $\ell_N^\infty \subseteq X$, then by Example 6.1.18, we have $C \geq \lambda \sqrt{\log(N)}/(2\kappa_{1,p})$. This clearly cannot hold for all $N \geq 1$, and therefore, $X$ has finite cotype by Theorem 7.3.8. \qed
Corollary 7.3.11. If a Banach space \( X \) has non-trivial type, then it also has finite cotype.

This is a qualitative formulation of Theorem 7.1.14, which gave additional quantitative information. The point of reproving the result here is to show how effortlessly this qualitative statement follows from the Maurey–Pisier theorem. Note that a quantitative version could be given even here, using the additional information from Remark 7.3.9; however, the reader can easily check that these bounds would be far inferior to those given in Theorem 7.1.14. The moral of the story is that, while Theorem 7.3.8 is extremely powerful for checking the non-trivial type or finite cotype property of Banach spaces qualitatively, it is not particularly adequate for quantitative considerations.

Proof of Corollary 7.3.11. Let \( X \) have non-trivial type. Then by Theorem 7.3.8 there are \( N, \lambda > 1 \) such that \( \ell_N^1 \not\subseteq \lambda X \). By Example 7.1.9, we have \( \ell_N^1 \not\subseteq \sqrt{\lambda} \) for some \( M = M(N, \lambda) \). Then \( \ell_M^\infty \not\subseteq \sqrt{\lambda} X \), since otherwise we would run into the contradiction that \( \ell_N^1 \subseteq \sqrt{\lambda} \ell_M^\infty \subseteq \sqrt{\lambda} X \) and hence \( \ell_N^1 \subseteq X \). Thus \( X \) has finite cotype, again by Theorem 7.3.8. \( \square \)

This method for proving that a Banach space has finite cotype is very robust due to the following universality of the \( \ell_N^\infty \)-spaces:

Lemma 7.3.12. Let \( E \) be a finite-dimensional Banach space. Then for each \( \varepsilon > 0 \) there exists an \( N \) such that \( \ell_N^\varepsilon \) contains a \((1 + \varepsilon)\)-isomorphic copy of \( E \).

Proof. Let \( \delta > 0 \) be such that \((1 - \delta)^{-1} < 1 + \varepsilon\). Since the closed unit ball \( B_E^* \) is compact we can find \((x_n^*)_{n=1}^N\) in \( B_E^* \) such that for all \( x^* \in B_{E^*} \), one has \( \min_{1 \leqslant n \leqslant N} \|x^* - x_n^*\| < \delta \). Let \( T : E \to \ell_N^\infty \) be defined by \( Tx = (\langle x, x_n^* \rangle)_{n=1}^N \).

Let \( x \in E \) be arbitrary. It is clear that \( \|Tx\| = \max_{1 \leqslant n \leqslant N} |\langle x, x_n^* \rangle| \leqslant \|x\| \).

To estimate \( \|Tx\| \) from below, using the Hahn–Banach theorem we pick an \( x^* \in B_{E^*} \) such that \( \langle x, x^* \rangle = \|x\| \). Let \( 1 \leqslant k \leqslant N \) be such that \( \|x^* - x_k^*\| < \delta \).

Then

\[
\|Tx\|_{\ell_N^\infty} = \max_{1 \leqslant n \leqslant N} |\langle x, x_n^* \rangle| \geqslant |\langle x, x_k^* \rangle| \\
\quad \geqslant |\langle x, x^* \rangle| - \|x^* - x_k^*\| \geqslant \|x\| - \delta \|x\| = (1 - \delta)\|x\|.
\]

\( \square \)

Let \( (P_i) \) be a property of a Banach space defined by a family of sub-properties \( (P_i), i \in \mathcal{I} \), such that \( X \) has \( (P_i) \) if and only if it has at least one \( (P_i) \). We say that \( (P_i) \) is

- **local**, if each \( (P_i) \) holds for \( X \) if and only if it holds for every finite-dimensional subspace of \( X \).
• **stable under isomorphisms**, if there exists a mapping \( f : \mathcal{I} \times [1, \infty) \to \mathcal{I} \) such that, whenever \( X \) has \((P_i)\) and \( \widetilde{X} \) is \( \lambda \)-isomorphic to \( X \) (i.e., there exists an isomorphism \( J : X \to \widetilde{X} \) with \( \|J\|\|J^{-1}\| \leq \lambda \)), then \( \widetilde{X} \) has \((P_{f(i, \lambda)})\).

An easy combination of the definitions shows that if \((P)\) is both local and stable under isomorphisms, whenever \( X \) has \((P_i)\) and \( Y \subseteq X \), then \( Y \) has \((P_{f(i, \lambda)})\).

**Example 7.3.13.** In applications to typical Banach space properties, we take \((P)\) to be the qualitative property, and \((P_i)\) to be “property \((P)\) with constant at most \(i\)”. For instance, if \((P)\) is the property “\( X \) has type \(p\)”, and \((P_i)\) the property “\( \tau_{p,X} \leq i \)” (for \( i \in [1, \infty) =: \mathcal{I} \)), then \((P)\) is both local and stable under isomorphisms (with \( f(i, \lambda) = \lambda \cdot i \)). In contrast, it is not true that “\( X \) has \((P)\) if and only if every finite-dimensional subspace has \((P)\)”; indeed, every finite-dimensional space has type \(p\), but not every Banach space has it. On the other hand, the stability under isomorphisms would not be true for a fixed \((P_i)\); the constant \(\tau_{p,X}\) can certainly increase under an isomorphism. This explains the need for a somewhat complicated definition above.

**Corollary 7.3.14.** Let \((P)\) be a local property that is stable under isomorphisms. Suppose that there exists a Banach space \(Y\) that does not satisfy \((P)\). Then every Banach space with \((P)\) has finite cotype.

**Proof.** Suppose, for contradiction, that \(X\) is a Banach space with \((P)\) and without finite cotype. By Theorem 7.3.8, for every \(\lambda > 1\) and \(N \geq 1\), we have \(\ell^\infty_N \subseteq X\). Thus each \(\ell^\infty_N\) has \((P_{f(i, \lambda)})\).

On the other hand, consider any finite-dimensional subspace \(E\) of \(Y\). By Lemma 7.3.12, we can find an \(N\) such that \(E \subseteq \ell^\infty_N\). Since \(\ell^\infty_N\) has \((P_{f(i, \lambda)})\), the space \(E\) has \((P_{f(f(i, \lambda), \lambda)})\). As this holds for every finite-dimensional subspace \(E \subseteq Y\), locality implies that \(Y\) has \((P_{f(f(i, \lambda), \lambda)})\). Hence \(Y\) has \((P)\), which is a contradiction. \(\square\)

As a final application of the Maurey–Pisier theorem at this point, we give a proof of the following result that was already mentioned in Chapter 4:

**Proposition 7.3.15.** Every UMD space has non-trivial type and finite cotype.

A quantitative statement could be extracted from the proof via the bounds in Remark 7.3.9. We leave this as an exercise, and refer the reader to the Notes for much better estimates available via a different approach.

We recall from Chapter 4 (see Definition 4.2.1) the notation \(\beta_{p,X}\) for the UMD constants of a UMD Banach space \(X\).

**Proof.** Let \(X\) be a UMD space and suppose that \(\ell^1_{2^n} \subseteq X\). By Proposition 4.2.19 we have \(\beta_{2,\ell^1_{2^n}} \geq \frac{1}{2^n}\), and hence
Thus $n \leq 2\lambda \beta_{2,X}$ and we conclude that $\ell_N \not\subseteq X$ for $N \geq 2^{2\lambda \beta_{2,X} + 1}$. Theorem 7.3.8 implies that $X$ has non-trivial type.

That $X$ has finite cotype can be derived similarly. Alternatively, via either Corollary 7.3.11 or Corollary 7.3.14, if follows from the fact, just proved, that $X$ has non-trivial type.

Proof of the main implications in the Maurey–Pisier theorem

We continue with the more sophisticated proofs of the (ii)$\Rightarrow$(i) statements of Theorem 7.3.8. In both cases, the proof proceeds through an intermediate notion, which somewhat bridges the gap between the uniform (over sequences of any length) inequalities defining type and cotype, and the behaviour of $N$-dimensional subspaces for a fixed $N$.

**Definition 7.3.16.** For each $N \geq 1$, let $\tau_{2,X}(N)$ be the least constant such that for all $x_1, \ldots, x_N \in X$ we have

$$
\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)} \leq \tau_{2,X}(N) \left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2}.
$$

Similarly, let $c_{2,X}(N)$ be the least constant such that for all $x_1, \ldots, x_N \in X$ we have

$$
\left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2} \leq c_{2,X}(N) \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)}.
$$

By the Cauchy–Schwarz inequality, it is immediate that

$$
1 \leq \tau_{2,X}(N), c_{2,X}(N) \leq \sqrt{N}.
$$

These numbers come rather close to characterising the type $p$ and cotype $q$ properties of $X$:

**Lemma 7.3.17.** Let $X$ be a Banach space, $p \in (1, 2]$ and $q \in [2, \infty)$. Then

$$
\frac{1}{\kappa_{2,p}} \sup_{N \geq 1} \left( N^{1/2-1/p} \tau_{2,X}(N) \right) \leq \tau_{p,X} \leq 2^{1/p} \left\| (2k^{(1/2-1/p)} \tau_{2,X}(2^k)) \right\|_{L^{p'}} = 0,
$$

$$
\frac{1}{\kappa_{q,2}} \sup_{N \geq 1} \left( N^{1/q-1/2} c_{2,X}(N) \right) \leq c_{q,X} \leq 2^{1/q} \left\| (2k^{(1/q-1/2)} c_{2,X}(2^k)) \right\|_{L^{q'}} = 0.
$$

Proof. The left estimates are straightforward. For instance, the first follows from

$$
\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)} \leq \kappa_{2,p} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)}
$$
7.3 Geometric characterisations

\[ \leq \kappa_{2,p}T_{p,X}\left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p} \]

\[ \leq \kappa_{2,p}T_{p,X}N^{1/p-1/2}\left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2}. \]

We leave the other case, which is equally easy, to the reader.

For the converse estimates it is helpful to rearrange the vectors \(x_n\) in decreasing order according to their norms, \(\|x_1\| \geq \|x_2\| \geq \ldots \geq \|x_N\|\), and denote \(x_n := 0\) for \(n > N\). For such a sequence, we have the estimate

\[ \left( \frac{1}{2^k} \sum_{n=2^k}^{2^{k+1}-1} \|x_n\|^b \right)^{1/b} \leq \|x_{2^k}\| \leq \left( \frac{1}{2^k-1} \sum_{n=2^{k-1}+1}^{2^k} \|x_n\|^a \right)^{1/a} \quad (7.23) \]

for all \(a, b > 0\); multiplying all powers of 2 to the right, this will produce the factor \(2^{k(1/b-1/a)}2^{1/a}\), which gives decay when \(b > a\). Now

\[
\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega;X)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega;X)} \\
\leq \left\| x_1 \right\| + \sum_{k=1}^{\infty} \left\| \sum_{n=2^k}^{2^{k+1}-1} \varepsilon_n x_n \right\|_{L^2(\Omega;X)} \\
\leq \left\| x_1 \right\| + \sum_{k=1}^{\infty} \tau_{2,X}(2^k) \left( \sum_{n=2^k}^{2^{k+1}-1} \|x_n\|^2 \right)^{1/2} \\
\leq \left\| x_1 \right\| + \sum_{k=1}^{\infty} \tau_{2,X}(2^k)\frac{1}{2^{k(1/2-1/p)}} \left( \sum_{n=2^{k-1}+1}^{2^k} \|x_n\|^p \right)^{1/p} \\
\leq 2^{1/p} \left( 1 + \sum_{k=1}^{\infty} \tau_{2,X}(2^k)\frac{1}{2^{k(1/2-1/p)}} \right)^{1/p} \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p},
\]

keeping in mind the convention that \(x_n = 0\) if \(n > N\). Similarly, using the contraction principle, we have

\[
\sum_{n=1}^{N} \|x_n\|^q = \left\| x_1 \right\|^q + \sum_{k=1}^{\infty} \sum_{n=2^k}^{2^{k+1}-1} \|x_n\|^q \\
\leq \left\| x_1 \right\|^q + \sum_{k=1}^{\infty} \left( 2^{k(1/q-1/2)}2^{1/2} \right)^{q/2} \left( \sum_{n=2^{k-1}+1}^{2^k} \|x_n\|^2 \right)^{q/2} \\
\leq \left\| x_1 \right\|^q + \sum_{k=1}^{\infty} \left( 2^{k(1/q-1/2)}2^{1/2} \right)^{q/2} \tau_{2,X}(2^k)\frac{1}{2^{k(1/2-1/p)}} \left( \sum_{n=2^{k-1}+1}^{2^k} \varepsilon_n x_n \right)^q_{L^2(\Omega;X)}
\]
For arbitrary $a$

\[
(0, 1/2) \ni q \rightarrow \frac{2k(1/q - 1/2)2^{1/q}}{q} \]

Lemma 7.3.19. This proves the inequality for where we used that be another Rademacher sequence, defined on a second probability space Proof. Let $(\varepsilon_{mn})_{m,n \geq 1}$ be a doubly indexed Rademacher sequence and $(\varepsilon'_{n})_{n \geq 1}$ be another Rademacher sequence, defined on a second probability space $(\Omega', \mathbb{P}')$. Then, for all sequences $(x_{mn})_{m,n=1}^{M,N}$ in $X$,

$$E \left[ \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \right] = E \left[ \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \right] \leq c_{2,X}(M)^{2} \sum_{m=1}^{M} \left\| \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \leq c_{2,X}(M)^{2} c_{2,X}(N)^{2} \sum_{m=1}^{M} \sum_{n=1}^{N} \left\| x_{mn} \right\|^{2},$$

where we used that $(\varepsilon'_{n} \varepsilon_{mn})_{m,n \geq 1}$ and $(\varepsilon_{mn})_{m,n \geq 1}$ are identically distributed. This proves the inequality for $\tau_{2,X}(MN)$. The proof of the inequality for $c_{2,X}(MN)$ is similar.

Lemma 7.3.18. Let $X$ be a Banach space. Then for all $M, N \geq 1$ we have the sub-multiplicative estimates

$$\tau_{2,X}(MN) \leq \tau_{2,X}(M) \tau_{2,X}(N),$$

$$c_{2,X}(MN) \leq c_{2,X}(M) c_{2,X}(N).$$

Proof. Let $(\varepsilon_{mn})_{m,n \geq 1}$ be a doubly indexed Rademacher sequence and $(\varepsilon'_{n})_{n \geq 1}$ be another Rademacher sequence, defined on a second probability space $(\Omega', \mathbb{P}')$. Then, for all sequences $(x_{mn})_{m,n=1}^{M,N}$ in $X$,

$$E \left[ \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \right] = E \left[ \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \right] \leq c_{2,X}(M)^{2} \sum_{m=1}^{M} \left\| \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^{2} \leq c_{2,X}(M)^{2} c_{2,X}(N)^{2} \sum_{m=1}^{M} \sum_{n=1}^{N} \left\| x_{mn} \right\|^{2},$$

where we used that $(\varepsilon'_{n} \varepsilon_{mn})_{m,n \geq 1}$ and $(\varepsilon_{mn})_{m,n \geq 1}$ are identically distributed. This proves the inequality for $\tau_{2,X}(MN)$. The proof of the inequality for $c_{2,X}(MN)$ is similar. 

Lemma 7.3.19. Let $a : \mathbb{Z}_{+} \rightarrow \mathbb{R}_{+}$ be non-decreasing, sub-multiplicative, and $a(n) \leq n^{3/2}$ for all $n$.

If $a(N) < N^{1/2}$ for some $N$, then in fact $a(N) = N^{1/2-\varepsilon}$ for some $\varepsilon \in (0, 1/2)$, and $a(n) \leq \sqrt{2} N^{\varepsilon} n^{1/2-\varepsilon}$ for all $n \in \mathbb{Z}_{+}$.

In this case, we have $(2k(1/q - 1/2) a(2k))_{k=0}^{\infty} \in \ell^{q}$ for all $q > 1/\varepsilon$, and the $\ell^{q}$-norm is bounded by $2N^{\varepsilon}$ for $q \geq 2/\varepsilon$.

Proof. Sub-multiplicativity implies $a(n) \leq a(1) a(n)$ and hence $a(1) \geq 1$. Thus $a(N) < N^{1/2}$ can only happen for $N \geq 2$, and in this case the number $a(N) \in [1, N^{1/2})$ can be written in the form $a(N) = N^{1/2-\varepsilon}$ for some $\varepsilon \in (0, 1/2]$. For arbitrary $n \in \mathbb{Z}_{+}$, let $N^{k} \leq n < N^{k+1}$ and write $m := \lfloor n/N^{k} \rfloor$. Then $m \in [1, N]$ and also $m < n/N^{k} + 1 \leq 2n/N^{k}$ so that $mN^{k} \leq 2n$. Thus

$$a(n) \leq a(N^{k} m) \leq a(N)^{k} a(m) \leq N^{(1/2-\varepsilon) k} m^{1/2}$$
\[(N^k m)^{1/2 - \varepsilon} n^\varepsilon \leq (2n)^{1/2 - \varepsilon} N^{\varepsilon} \leq \sqrt{2} N^{\varepsilon} n^{1/2 - \varepsilon}\]

and
\[
\| (2^{k(1/q - 1/2)} a (2^k))_{k=0}^\infty \|_{\ell^q}^q \leq \sum_{k=0}^\infty 2^{k(1 - q/2)} 2^{q/2} N^{\varepsilon q/2} 2^{k(q/2 - q\varepsilon)} = \frac{2^{q/2} N^{\varepsilon q}}{1 - 2^{1 - q\varepsilon}}
\]

provided that \(q > 1/\varepsilon\). If \(q \geq 2/\varepsilon\), then the denominator is at least \(1/2\) and, taking \(q\)th roots, the norm is at most \(2^{1/2 + 1/q} N^{\varepsilon} \leq 2N^{\varepsilon}\), since \(q > 2\). \(\square\)

**Proposition 7.3.20.** Let \(X\) be a Banach space and let \(N \geq 1\) be an integer.

1. \(X\) has non-trivial type if and only if \(\tau_{2,X}(N) < \sqrt{N}\) for some \(N \geq 1\).
2. \(X\) has finite cotype if and only if \(c_{2,X}(N) < \sqrt{N}\) for some \(N \geq 1\).

The short proof contains additional quantitative information on the assertions.

*Proof.* If \(X\) has type \(p > 1\), then \(\tau_{2,X}(N) \leq \kappa_{2,p} \tau_{p,X} N^{1/p - 1/2} \leq N^{1/2 - \varepsilon}\)

for any fixed \(0 < \varepsilon < 1 - 1/p\), as soon as \(N\) is large enough. Conversely, if \(\tau_{2,X}(N) \leq N^{1/2 - \varepsilon}\), then Lemma 7.3.19 shows (noting that \(1/p - 1/2 = 1/2 - 1/p\)) that \((2^{k(1/2 - 1/p)} \tau_{2,X}(2^k))_{k=0}^\infty \in \ell^{p'}\) for all \(p' > 1/\varepsilon\), and Lemma 7.3.17 implies that \(\tau_{p,X}\), being dominated by the mentioned \(\ell^{p'}\)-norm, is finite. Quantitatively, if \(p' \geq 2/\varepsilon\), then the \(\ell^{p'}\)-norm is at most \(2N^{\varepsilon}\), and \(\tau_{p,X} \leq 2^{1/p} \cdot 2N^{1/\varepsilon} \leq 4N^{\varepsilon}\).

For cotype, the argument is completely analogous. In particular, for \(q \geq 2/\varepsilon\) we get \(c_{q,X} \leq 3^{1/q} \cdot 2N^{\varepsilon} \leq 4N^{\varepsilon}\). \(\square\)

Now the missing ingredient for the proof of Theorem 7.3.8 is a relation between the numbers \(\tau_{2,X}(N)\) (respectively \(c_{2,X}(N)\)) and the isomorphic containment of \(\ell_N^\infty\) (respectively \(\ell_N^*\)). This is accomplished in the following two lemmas.

**Lemma 7.3.21.** Let \(N \geq 1\) be an integer. Suppose that for some \(\varepsilon \in (0, 1]\) and \(0 < \delta \leq (\varepsilon/(20N))^{N+1}\) we have \(\tau_{2,X}(N) > \sqrt{(1 - \delta)N}\). Then \(X\) contains a \((1 + \varepsilon)\)-isomorphic copy of \(\ell_N^\infty\).

In particular, if \(\tau_{2,X}(N) = \sqrt{N}\), then \(X\) contains a \((1 + \varepsilon)\)-isomorphic copy of \(\ell_N^\infty\) for every \(\varepsilon \in (0, 1]\).

*Proof.* The conclusion is obvious if \(N = 1\), so we assume that \(N \geq 2\). By the definition of \(\tau_{2,X}(N)\) we can find \((x_n)_{n=1}^N\) in \(X\) such that
\[
\left( \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^2 \right)^{1/2} \geq (1 - \delta)^{1/2} \sqrt{N} \left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2}.
\] (7.24)

By homogeneity we may assume that
\[
\left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2} = \sqrt{N}.
\] (7.25)
It follows from (7.24), (7.25), the triangle inequality, and the Cauchy–Schwarz inequality that

\[(1 - \delta)^{1/2}N \leq \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 \right)^{1/2} \leq \sum_{n=1}^{N} \|x_n\| \leq \sqrt{N} \left( \sum_{n=1}^{N} \|x_n\|^2 \right)^{1/2} = N.\]  
(7.26)

We will draw several conclusions from (7.26). The first is that the norm of each \(x_n\) is close to one. To quantify this, let \(a = (\|x_1\|, \ldots, \|x_N\|)\) and let \(e = (1, \ldots, 1)\). We write \(b \cdot c\) for the inner product of \(b, c \in \mathbb{R}^N\), and \(\|b\|_2\) for the Euclidean norm of \(b \in \mathbb{R}^N\). Let \(b = \frac{ae}{\varepsilon c}\). Since \((a - b) \cdot b = 0\), it follows from (7.26) that

\[\|a - b\|^2 = \|a\|^2 - \|b\|^2 \leq N - (1 - \delta)N = \delta N.\]  
(7.27)

Moreover, by (7.26), \((1 - \delta)^{1/2} \leq b_n \leq 1\). It follows from (7.27) that \(|a_n - b_n| \leq \sqrt{\delta N}\) for all \(n\) and this implies that

\[\|x_n\| = a_n \leq b_n + \sqrt{\delta N} \leq 1 + \sqrt{\delta N},\]  
(7.28)

and

\[\|x_n\| = a_n \geq b_n - \sqrt{\delta N} \geq (1 - \delta)^{1/2} - \sqrt{\delta N}.

Next we prove a lower bound on the size of \(\sum_{n=1}^{N} \alpha_n x_n\) uniformly over \(|\alpha_n| = 1\), not just on average. Let us first consider the case of complex scalars. For \(\alpha \in (S_C)^N\) fixed, let \(A := A_\theta := \{\beta \in (S_C)^N : |\arg \beta_n - \arg \alpha_n| \leq \theta\text{ for all }n = 1, \ldots, N\}\). It follows with (7.26) that we have

\[(1 - \delta)N^2 \leq \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 \leq \mathbb{E} 1_{\varepsilon \in A} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 + \mathbb{E} 1_{\varepsilon \notin A} \left( \sum_{n=1}^{N} \|x_n\| \right)^2 \leq \mathbb{E} 1_{\varepsilon \in A} \left( \left\| \sum_{n=1}^{N} \alpha_n x_n \right\| + \sum_{n=1}^{N} |\varepsilon_n - \alpha_n| \|x_n\| \right)^2 + \mathbb{P}(\varepsilon \notin A)N^2 \leq \mathbb{P}(\varepsilon \in A) \left( \left\| \sum_{n=1}^{N} \alpha_n x_n \right\| + \theta N \right)^2 + (1 - \mathbb{P}(\varepsilon \in A))N^2.

Rearranging terms and substituting \(\mathbb{P}(\varepsilon \in A) = (\theta/\pi)^N\), this implies that

\[\left\| \sum_{n=1}^{N} \alpha_n x_n \right\| \geq N \left( \sqrt{1 - \delta \cdot \mathbb{P}(\varepsilon \in A)^{-1}} + \theta \right) \geq N \left( 1 - \delta \cdot (\pi/\theta)^N - \theta \right).

Choosing \(\theta = \pi \delta^{1/(N+1)}\), we arrive at
\[
\left\| \sum_{n=1}^{N} \alpha_{n} x_{n} \right\| \geq N \left( 1 - (1 + \pi) \delta^{1/(N+1)} \right),
\] 
(7.29)

In the case of real scalars, we can run the same computation with \( \theta = 0 \), since the singleton \( A = A_{0} = \{ \alpha \} \) already has a positive probability \( \mathbb{P}(\varepsilon \in A) = \mathbb{P}(\varepsilon = \alpha) = 2^{-N} \) in the real case. Now the term involving \( |\varepsilon_{n} - \alpha_{n}| \) is absent, and we arrive at

\[
\left\| \sum_{n=1}^{N} \alpha_{n} x_{n} \right\| \geq N \sqrt{1 - \delta \cdot \mathbb{P}(\varepsilon = \alpha)^{-1}} \geq N \left( 1 - \delta 2^{N} \right),
\]

which is better than (7.29) for the relevant values of \( \delta \).

We will show that \( X \) contains a \( \lambda \)-isomorphic copy of \( \ell^{1}_{N} \) for some \( \lambda \geq 0 \) to be determined shortly. Define a linear mapping \( T : \ell^{1}_{N} \rightarrow X \) by \( T e_{n} := x_{n} \). Consider a sequence \( c = (c_{n})_{n=1}^{N} \in \mathbb{K}^{N} \) and assume without loss of generality that \( \sum_{n=1}^{N} |c_{n}| = 1 \). Then by (7.28),

\[
\left\| \sum_{n=1}^{N} c_{n} x_{n} \right\| \leq \sum_{n=1}^{N} |c_{n}| \left\| x_{n} \right\| \leq (1 + \sqrt{\delta N}).
\] 
(7.30)

For the lower bound, we write \( c_{n} = \rho_{n} \alpha_{n} \) with \( \rho_{n} \geq 0 \) and \( \alpha_{n} \in S_{\mathbb{K}} \), where \( \sum_{n=1}^{N} \rho_{n} = \sum_{n=1}^{N} |c_{n}| = 1 \).

Noting that

\[
\left\| \sum_{n=1}^{N} (\alpha_{n} - c_{n}) x_{n} \right\| \leq \sum_{n=1}^{N} |\alpha_{n} - c_{n}| \left\| x_{n} \right\|
\]

\[ \leq (1 + \sqrt{\delta N}) \sum_{n=1}^{N} (1 - \rho_{n}) = (1 + \sqrt{\delta N})(N - 1), \]

we find that

\[
\left\| \sum_{n=1}^{N} c_{n} x_{n} \right\| \geq \left\| \sum_{n=1}^{N} \alpha_{n} x_{n} \right\| - \left\| \sum_{n=1}^{N} (\alpha_{n} - c_{n}) x_{n} \right\|
\]

\[ \geq N \left( 1 - (1 + \pi) \delta^{1/(N+1)} \right) - \sum_{n=1}^{N} |\alpha_{n} - c_{n}| \left\| x_{n} \right\|
\]

\[ \geq N \left( 1 - (1 + \pi) \delta^{1/(N+1)} \right) - (1 + \sqrt{\delta N})(N - 1)
\]

\[ \geq 1 - N \left( (1 + \pi) \delta^{1/(N+1)} + \sqrt{\delta N} \right). \]

The two bounds (7.30) and (7.31) prove that the \( T \) defined above realises a \( \lambda \)-isomorphic copy of \( \ell^{1}_{N} \) in \( X \) with

\[
\lambda \leq \frac{1 + \sqrt{\delta N}}{1 - N \left( (1 + \pi) \delta^{1/(N+1)} + \sqrt{\delta N} \right)}
\]
Consider fixed $\theta_n \in S$. Let

$$
\frac{i}{1 + N\delta^{1/(N+1)}} \leq 1 + 20N\delta^{1/(N+1)} \leq 1 + \varepsilon,
$$

where in (i) we used $\sqrt{\delta N} \leq \delta^{1/(N+1)}N$ and in (ii) we used $\frac{1+x}{1-3x} \leq 1 + 20x$ for $0 \leq x \leq \frac{1}{20}$ with $x = N\delta^{1/(N+1)}$.

Lemma 7.3.22. Let $N \geq 1$ be an integer. Suppose that for some $\varepsilon \in (0, 1]$ and $0 < \delta \leq (\varepsilon/(20N))^{N+1}$ we have $c_{2,N}(N) > \sqrt{N/(1+\delta)}$. Then $X$ contains a $(1+\varepsilon)$-isomorphic copy of $\ell_2^N$.

In particular, if $c_{2,N}(N) = \sqrt{N}$, then $X$ contains a $(1+\varepsilon)$-isomorphic copy of $\ell_2^N$ for every $\varepsilon \in (0, 1]$.

Proof. Choose a sequence $(x_n)_{n=1}^N$ in $X$ such that

$$
\left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2} \geq (1 + \delta)^{-1/2}N^{1/2} \left( \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^2 \right)^{1/2}.
$$

(7.32)

By homogeneity we may assume that

$$
\left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2} = \sqrt{N}.
$$

By the contraction principle, the Cauchy–Schwarz inequality, and (7.32),

$$
1 \leq \max_{1 \leq n \leq N} \|x_n\| \leq \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\| \leq \left( \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^2 \right)^{1/2} \leq (1 + \delta)^{1/2}.
$$

Let $m := \mathbb{E} \| \sum_{n=1}^N \varepsilon_n x_n \|$. Then,

$$
\mathbb{E} \left( \left\| \sum_{n=1}^N \varepsilon_n x_n \right\| - m \right)^2 = \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|^2 - m^2 \leq (1 + \delta) - 1 = \delta.
$$

Consider fixed $\theta_1, \ldots, \theta_N \in S$, let $A = A_\eta := \{ \alpha \in (S)^N : \arg \alpha_n - \arg \theta_n \leq \eta \text{ for all } n \}$. Then

$$
\mathbb{P}(\varepsilon \in A) \left( \left\| \sum_{n=1}^N \theta_n x_n \right\| - m \right)
$$

$$
= \mathbb{E} \mathbf{1}_{\{\varepsilon \in A\}} \left( \left\| \sum_{n=1}^N \varepsilon_n + (\theta_n - \varepsilon_n) \right\| \left\| x_n \right\| - m \right)
$$

$$
\leq \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\| - m + \mathbb{E} \mathbf{1}_{\{\varepsilon \in A\}} \sum_{n=1}^N |\theta_n - \varepsilon_n| \|x_n\|
\[ \leq \sqrt{\delta} + \mathbb{P}(\varepsilon \in A) \eta \sum_{n=1}^{N} \|x_n\| \leq \sqrt{\delta} + \mathbb{P}(\varepsilon \in A) \eta N, \]

and hence
\[ \left\| \sum_{n=1}^{N} \theta_n x_n \right\| - m \leq \frac{\sqrt{\delta}}{\mathbb{P}(\varepsilon \in A)} + \eta N = \sqrt{\delta} \left( \frac{\pi}{\eta} \right)^N + \eta N = (1 + \pi N) \delta^{1/(2N+2)}, \]

if we choose \( \eta = \pi \delta^{1/(2N+2)} \). In the real case, we can run the same computation with \( \eta = 0 \) and \( \mathbb{P}(\varepsilon \in A) = 2^{-N} \) to get the upper bound \( \sqrt{\delta} 2^{N} \), which is better than the above in the relevant parameter range. Since \( |m-1| \leq \delta/2 \), we further deduce that
\[ \left\| \sum_{n=1}^{N} \theta_n x_n \right\| - 1 \leq 5N \delta^{1/(2N+2)} \]

for all complex signs \( \theta_1, \ldots, \theta_N \in \mathbb{S}_{\mathbb{C}} \).

Let us then consider an arbitrary scalar sequence \( c = (c_n)_{n=1}^{N} \), which we normalise with \( \max_n |c_n| = 1 \). Since \( c \in (B_{\mathbb{C}})^N \) can be written as a convex combination of some \( (\theta_n)_{n=1}^{N} \in \mathbb{S}_{\mathbb{C}}^N \), we immediately deduce that
\[ \left\| \sum_{n=1}^{N} c_n x_n \right\| \leq \sup_{\theta_1, \ldots, \theta_N \in \mathbb{S}_{\mathbb{C}}} \left\| \sum_{n=1}^{N} \theta_n x_n \right\| \leq 1 + 5N \delta^{1/(2N+2)}. \]

For an inequality in the opposite direction, recall that \( \|x_n\| \leq (1 + \delta)^{1/2} \) for all \( 1 \leq n \leq N \). This also gives the estimate
\[ \|x_n\|^2 = N - \sum_{m \neq n} \|x_m\|^2 \geq N - (N-1)(1+\delta) = 1 + \delta - N\delta \geq (1 - N\delta)^2, \]

using that the assumptions on \( \delta \) and \( \varepsilon \) imply \( N\delta \leq 1 \).

If the index \( k \) is chosen such that \( |a_k| = \max_n |a_n| = 1 \), then by the previous two inequalities,
\[ 2(1 - N\delta) \leq 2\|c_n x_n\| \leq \|c_k x_k + \sum_{n \neq k} c_n x_n\| + \|c_k x_k - \sum_{n \neq k} c_n x_n\| \]
\[ \leq \left\| \sum_{n=1}^{N} c_n x_n \right\| + 1 + 5N \delta^{1/(2N+2)}. \]

This shows that
\[ \left\| \sum_{n=1}^{N} c_n x_n \right\| \geq 2(1 - N\delta) - 1 - 5N \delta^{1/(2N+2)} \geq 1 - 6N \delta^{1/(2N+2)}. \]

Combination of the upper and lower bounds for \( \| \sum_{n=1}^{N} c_n x_n\| \) shows that \( X \) contains a \( \lambda \)-isomorphic copy of \( \ell_\infty^N \) with
\[
\lambda \leq \frac{1 + 5N\delta^{1/(2N+2)}}{1 - 6N\delta^{1/(2N+2)}} \leq 1 + 20N\delta^{1/(2N+2)} \leq 1 + \varepsilon,
\]
where both estimates follow by the assumption on \(\delta\) and \(\varepsilon\).

We can now complete:

\textit{Proof of Theorem 7.3.8 and Remark 7.3.9.} It remains to prove the implications “(ii)⇒(i)”, namely, that the failure of the uniform containment of \(\ell^1_N\) (respectively \(\ell^\infty_N\)) for some \(\lambda > 1\) implies some non-trivial type \(p > 1\) (respectively, some finite cotype \(q < \infty\)).

Hence, let \(\lambda = 1 + \varepsilon\) be a number for which \(X\) does not contain the spaces \(\ell^1_N\) \(\lambda\)-uniformly. Therefore, there exists an \(N\) for which \(X\) does not contain a \(\lambda\)-isomorphic copy of \(\ell^1_N\). By Lemma 7.3.21, this implies that

\[
\tau_{2,X}(N) \leq \sqrt{(1 - \delta)N} < \sqrt{N}, \quad \delta = \left(\frac{\varepsilon}{20N}\right)^{N+1},
\]
and hence \(X\) has non-trivial type by Proposition 7.3.20. Quantitatively, we have

\[
\tau_{2,X}(N) \leq e^{-\delta N} = N^{1/2 - \delta/2\log N} \leq N^{1/2 - \eta}, \quad \eta = \left(\frac{\varepsilon}{40N}\right)^{N+1}.
\]

By the proof of Proposition 7.3.20, \(X\) has type \(p\) for all \(p' > 1/\eta\), in particular for all \(p \leq 1 + \eta\). Moreover, for \(p' \geq 2/\eta\), in particular for \(p = 1 + \eta/2\), we have

\[
\tau_{1+\eta/2,X} \leq 4N^{\eta} \leq 5.
\]

For the case of cotype, we argue similarly. Suppose that \(X\) does not contain a \((1 + \varepsilon)\)-isomorphic copy of \(\ell^\infty_N\). By Lemma 7.3.22, this implies that

\[
c_{2,X}(N) \leq \sqrt{\frac{N}{1 + \delta}} < \sqrt{N}, \quad \delta = \left(\frac{\varepsilon}{20N}\right)^{2(N+1)}
\]
and hence \(X\) has finite cotype by Proposition 7.3.20. Quantitatively, we have

\[
c_{2,X}(N) \leq e^{-\delta/2N} = N^{1/2 - \delta/4\log N} \leq N^{1/2 - \eta}, \quad \eta = \left(\frac{\varepsilon}{40N}\right)^{2(N+1)}.
\]

By the proof of Proposition 7.3.20, \(X\) has cotype \(q\) for all \(q > 1/\eta\). Moreover, for \(q = 2/\eta\), we have

\[
\tau_{2/\eta,X} \leq 4N^{\eta} \leq 5.
\]
7.4 $K$-convexity

The dual $X^*$ of a Banach space $X$ with type $p$ has cotype $p' = \frac{1}{p} + \frac{1}{p'}$ (Proposition 7.1.13), but no such duality exists between cotype and type: the space $\ell^1$ has cotype 2, but neither its predual $c_0$ nor its dual $\ell^\infty$ has non-trivial type (Corollary 7.1.10). The notion of $K$-convexity was invented to make up for this defect: within the class of $K$-convex spaces (which is self-dual in the sense that a Banach space $X$ is $K$-convex if and only if $X^*$ is $K$-convex) there is a perfect duality between type and cotype.

After having dealt with some generalities in Section 7.4.a, the topic of duality will be taken up in Section 7.4.b, where we prove that in the presence of $K$-convexity, cotype dualises to type. Then, in Section 7.4.c, we turn to the duality of the spaces $\ell^p(X)$ introduced in Section 6.3 and prove that $K$-convexity implies $\ell^p(X)^* = \ell^q(X^*)$ with equivalent norms whose constants are bounded by the $K$-convexity constant of $X$. We also prove that $K$-convexity is necessary for this result to be true. In Section 7.4.e we show that $K$-convexity can be equivalently defined by replacing Rademacher variables by certain other variables, such as Gaussians. In the final Section 7.4.f we prove the basic theorem of Pisier that $K$-convexity is equivalent to non-trivial type.

7.4.a Definition and basic properties

Let $(\varepsilon_n)_{n \geq 1}$ be a Rademacher sequence on a probability space $(\Omega, \mathbb{P})$, and let $X$ be a Banach space.

**Definition 7.4.1.** For $p \in (1, \infty)$ and $N \in \mathbb{Z}_+$, let $K^N_{p,X}$ be the smallest admissible constant in the estimate

$$\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega;X)} \leq K^N_{p,X} \sup \left\{ \left\| \sum_{n=1}^N (x_n, x_n^*) \right\|_{L^p(\Omega;X^*)} \leq 1 \right\},$$

where $x_1, \ldots, x_N \in X$ are arbitrary, and the supremum is taken over all $x_1^*, \ldots, x_N^* \in X^*$ subject to the stated inequality.

The Banach space $X$ is called $K$-convex if, for some $p \in (1, \infty)$,

$$K_{p,X} := \sup_{N \geq 1} K^N_{p,X} = \lim_{N \to \infty} K^N_{p,X} < \infty.$$ 

It is clear that this definition is independent of the particular choice of the Rademacher sequence $(\varepsilon_n)_{n \geq 1}$. Since $(\varepsilon_n)_{n \geq 1}$ is another Rademacher sequence, the conjugation bars could be dropped from the definition; however, the stated form is suggestive of the duality

$$\left| \sum_{n=1}^N (x_n, x_n^*) \right| = \left| \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n x_n \cdot \sum_{m=1}^N \varepsilon_m x_m^* \right) \right|$$
the constant \( L \) and thus

\[
6.2.4 \quad \text{Proof.} \quad \text{When convenient, we may also write}
\]

Here, \( \text{Lemma 7.4.3.} \)

The following lemma shows that both the exponent \( p \) and the choice of the scalar field are somewhat immaterial for the definition of \( K \)-convexity:

**Lemma 7.4.3.** Let \( X \) be a Banach space. Then for all \( p, q \in (1, \infty) \),

\[
K_{p,X}^N \leq \max\{\kappa_{p,q}, \kappa_{p',q'}\} K_{q,X}^N,
\]

\[
\frac{4}{\pi^2} K_{p,X}^N \leq K_{p,X}^N \leq \frac{\pi^2}{4} K_{p,X}^N.
\]

Here, \( X_\mathbb{R} \) is the realification of a complex Banach space \( X \) (see Appendix B). When convenient, we may also write \( K_{p,X}^R := K_{p,X}^R \).

**Proof.** By two applications of the Kahane–Khintchine inequality (Theorem 6.2.4), with the definition of \( K_{p,X}^N \) in between, we have

\[
\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega;X)} \leq \kappa_{p,q} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega;X)} \leq \kappa_{p,q} K_{q,X}^N \sup \left\{ \left\| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \right\|_{L^p(\Omega;X^*)} : \left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^{p'}(\Omega;X^*)} \leq 1 \right\} \leq \kappa_{p,q} K_{q,X}^N \sup \left\{ \left\| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \right\|_{L^p(\Omega;X^*)} : \left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^p(\Omega;X^*)} \leq \kappa_{p',q'} \right\},
\]

and thus \( K_{p,X}^N \leq \kappa_{p,q} \kappa_{p',q'} K_{q,X}^N \), where one of \( \kappa_{p,q} \) and \( \kappa_{p',q'} \) is always 1.

The proof of the second estimate is entirely similar; instead of comparing \( L^p \) and \( L^q \)-norms, we compare real and complex Rademacher sums via Proposition 6.1.19. Instead of a product of Khintchine–Kahane constants, this gives the constant \( (\pi/2) = \pi^2/4 \) in both directions. \( \square \)
7.4 $K$-convexity

**Definition 7.4.4.** For $N = 1, 2, \ldots$ and $1 < p < \infty$ the Rademacher projections on $L^p(\Omega; X)$ are defined by

$$\pi_N f := \sum_{n=1}^{N} \varepsilon_n \mathbb{E}(\varepsilon_n f), \quad f \in L^p(\Omega; X).$$

To see that $\pi_N$ is indeed a projection, note that $\mathbb{E}(\varepsilon_n \varepsilon_m) = \delta_{nm}$ and therefore

$$\pi_N(\pi_N f) = \sum_{n=1}^{N} \varepsilon_n \mathbb{E}(\varepsilon_n \sum_{m=1}^{N} \varepsilon_m \mathbb{E}(\varepsilon_m f)) = \sum_{n=1}^{N} \varepsilon_n \mathbb{E}(\varepsilon_n f) = \pi_N f.$$

**Proposition 7.4.5.** Let $X$ be a Banach space with dual $X^*$, and let $Y \subseteq X^*$ be a norming subspace for $X$. Then for all $p \in (1, \infty)$ and $N \in \mathbb{Z}_+$ we have

$$\|\pi_N\|_{\mathscr{L}(L^p(\Omega; X))} = K_{p,X}^N = K_{p',X^*}^N = K_{p',Y}^N.$$  

In particular, a Banach space is $K$-convex if and only if its dual is, and the norm of $\pi_N \in \mathscr{L}(L^p(\Omega; X))$ is also independent of the particular Rademacher sequence appearing in its definition.

This proposition shows that the present Definition 7.4.1 of $K$-convexity is equal to that of Section 4.3.b in terms of $\sup_{N \geq 1} \|\pi_N\|_{\mathscr{L}(L^p(\Omega; X))}$ (where $\pi_N$ was defined in terms of the real Rademachers $r_n$) in real Banach spaces, and (by Lemma 7.4.3) equivalent in complex Banach spaces.

**Proof.** Step 1: We prove that $\|\pi_N\|_{\mathscr{L}(L^p(\Omega; X))} \leq K_{p,X}^N$. Indeed, by definition,

$$\|\pi_N f\|_{L^p(\Omega; X)} \leq K_{p,X}^N \sup \left\{ \left| \sum_{n=1}^{N} \mathbb{E}(\varepsilon_n f), x_n^* \right| : \left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^{p'}(\Omega; X^*)} \leq 1 \right\},$$

where

$$\left| \sum_{n=1}^{N} \mathbb{E}(\varepsilon_n f), x_n^* \right| = \left| \mathbb{E}\left( f, \sum_{n=1}^{N} \varepsilon_n x_n^* \right) \right| \leq \|f\|_{L^p(\Omega; X)} \left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^{p'}(\Omega; X^*)} \leq \|f\|_{L^p(\Omega; X)},$$

and thus $\|\pi_N f\|_{L^p(\Omega; X)} \leq K_{p,X}^N \|f\|_{L^p(\Omega; X)}$.

Step 2: Let us write

$$\pi_N g := \sum_{n=1}^{N} \varepsilon_n \mathbb{E}(\varepsilon_n g)$$

for the Rademacher projection defined in terms of the conjugate Rademacher sequence $(\varepsilon_n)_{n \geq 1}$ on $L^{p'}(\Omega; X^*) \subseteq (L^p(\Omega; X))^*$. For $f \in L^p(\Omega; X)$ and $g \in L^{p'}(\Omega; X^*)$, one checks that
An intermediate step above is worth isolating as an independent result:

\[ \langle f, \pi_N g \rangle = \mathbb{E} \left( \sum_{n=1}^{N} \pi_n \mathbb{E}(\xi_n g) \right) = \mathbb{E} \left( \sum_{n=1}^{N} \xi_n \mathbb{E}(\pi_n f), g \right) = \langle \pi_N f, g \rangle, \]

and hence \( \pi_N = \pi_N^\perp |_{L^p(\Omega; X^*)} \). It follows at once that

\[ \|\pi_N\|_{\mathcal{L}(L^p(\Omega; Y))} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X^*))} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X))}. \]

Step 3: We prove that \( K_{p,X}^N \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; Y))} \). Indeed, since \( L^p(\Omega; Y) \) is norming for \( L^p(\Omega; X) \) (Proposition 1.3.1), we have

\[ \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)} = \sup \left\{ \left| \mathbb{E} \left( \sum_{n=1}^{N} \xi_n x_n, g \right) \right| : \|g\|_{L^p(\Omega; Y)} \leq 1 \right\}, \]

where

\[ \mathbb{E} \left( \sum_{n=1}^{N} \xi_n x_n, g \right) = \sum_{n=1}^{N} \langle x_n, \mathbb{E}(\xi_n g) \rangle =: \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \]

and

\[ \left\| \sum_{n=1}^{N} \xi_n x_n^* \right\|_{L^p(\Omega; Y)} = \|\pi_N g\|_{L^p(\Omega; Y)} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; Y))}. \]

So we have checked that

\[ \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X))} \sup \left\{ \left\| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \right\| : \left\| \sum_{n=1}^{N} \xi_n x_n^* \right\|_{L^p(\Omega; Y)} \leq 1 \right\}, \tag{7.33} \]

and this shows that \( K_{p,X}^N \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; Y))} \).

Step 4: Conclusion. We have now proved that

\[ K_{p,X}^N \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; Y))} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X^*))} \leq \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X))} \leq K_{p,X}^N, \]

and hence all these quantities are actually equal. In particular, we have \( K_{p,X}^N = \|\pi_N\|_{\mathcal{L}(L^p(\Omega; X))} \), which shows that the latter is independent of the choice of the Rademacher sequence, since the former is. Applying this with \( p' \) in place of \( p \), with \( X^* \) or \( Y \) in place of \( X \), and with \( (\xi_n)_{n \geq 1} \) in place of \( (\xi_n)_{n \geq 1} \), we also see that

\[ K_{p',X^*}^N = \|\pi_N\|_{\mathcal{L}(L^{p'}(\Omega; X^*))}, \quad K_{p',Y}^N = \|\pi_N\|_{\mathcal{L}(L^{p'}(\Omega; Y))}. \]

Combining all the equalities, we have proved the Proposition. \( \square \)

An intermediate step above is worth isolating as an independent result:
Corollary 7.4.6. Let $X$ be a Banach space and let $Y \subseteq X^*$ be a closed linear subspace that is norming for $X$. Then for all $p \in (1, \infty)$, $N \in \mathbb{Z}_+$, and $x_1, \ldots, x_N \in X$, we have

$$\left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega;X)} \leq K^N_{p,X} \sup \left\{ \left\| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle : \left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^{p'}(\Omega;Y)} \leq 1 \right\},$$

where the supremum is over all $x_1^*, \ldots, x_N^* \in Y$ with the specified constraint.

Proof. In (7.33), we proved this with $\|\pi_N\|_{L^p(\Omega;X)}$ in place of $K^N_{p,X}$. But Proposition 7.4.5 informs us that $\|\pi_N\|_{L^{p'}(\Omega;Y)} = K^N_{p',Y} = K^N_{p,X}$. \quad \Box

Example 7.4.7. Let $(\Omega, \mathcal{A}, \mu)$ be a measure space and fix $1 < p < \infty$. If $X$ is $K$-convex and $1 < p < \infty$, then $L^p(S;X)$ is $K$-convex and $K_{p,L^p(S;X)} = K_{p,X}$.

This follows readily by Fubini’s theorem from the characterisation of $K$-convexity by the $L^p$-boundedness of the projections $\pi_N$, since $\pi_N$ on $L^p(\Omega;L^p(S;X)) \approx L^p(S;L^p(\Omega;X))$ acts pointwise at every $s \in S$ as $\pi_N$ on $L^p(\Omega;X)$.

In particular, the spaces $L^p(S)$ with $1 < p < \infty$ are $K$-convex. Estimates for their $K$-convexity constants can be obtained from Lemma 7.4.3.

We recall from Chapter 4 (see Proposition 4.2.3) the notation $\beta^\pm_{p,X}$ for the one-sided UMD constants of a UMD Banach space $X$.

Example 7.4.8. Every UMD space is $K$-convex, and $K^R_{p,X} \leq \beta^+_{p,X}$ for every $p \in (1, \infty)$. This was proved in Proposition 4.3.10, where $K$-convexity was defined in terms of the real version of the projections $\pi_N$ only.

Example 7.4.9. If a real Banach space $X$ is $K$-convex, then the real projections $\pi_N$ are bounded on $L^p(\Omega;X)$ with constant $K_{p,X}$, and by the triangle inequality, their extensions to $L^p(\Omega;X_\mathcal{C})$ are bounded by $2K_{p,X}$, no matter which admissible norm is used on the complexification $X_\mathcal{C}$. If $X_\mathcal{C}$ is equipped with the particular norm of $X_\mathcal{C}^p$ introduced in Section 2.1.b, then Proposition 2.1.12 even guarantees that the norm is preserved. Thus

$$K^R_{p,X_\mathcal{C}} \leq 2K_{p,X}, \quad K_{p,X_\mathcal{C}}^p = K_{p,X},$$

and from Lemma 7.4.3 we conclude that

$$K_{p,X_\mathcal{C}} \leq \frac{\pi^2}{2} K_{p,X}, \quad K_{p,X_\mathcal{C}}^p \leq \frac{\pi^2}{4} K_{p,X},$$

where $X_\mathcal{C}$ in both estimates is equipped with any admissible norm.
We begin with the application for which the notion of $K$-convexity was first invented: the restoration of the missing symmetry in the duality of type and cotype (cf. Proposition 7.1.13 and the preceding discussion).

**Proposition 7.4.10.** Let $X$ be a $K$-convex Banach space. If $X$ has cotype $q \in [2, \infty)$, then $X^*$ has type $q'$, with $\tau_{q', X^*} \leq c_{q, X} K_{q, X}$.

**Proof.** Since $X \subseteq X^{**}$ is norming for $X^*$, Corollary 7.4.6 guarantees that

$$\left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^q(\Omega; X^*)} \leq K_{q', X^*} \sup \left\{ \left( \sum_{n=1}^{N} (x_n, x_n^*) \right)^{1/q} \left( \sum_{n=1}^{N} \| x_n^* \|^{q'} \right)^{1/q'} \right\},$$

where

$$\left( \sum_{n=1}^{N} \| x_n^* \|^q \right)^{1/q} \leq c_{q, X} \left( \sum_{n=1}^{N} \| z_n x_n \|_{L^q(\Omega; X)} \right) \leq c_{q, X}.$$

Hence

$$\left\| \sum_{n=1}^{N} \varepsilon_n x_n^* \right\|_{L^q(\Omega; X^*)} \leq K_{q', X^*} c_{q, X} \left( \sum_{n=1}^{N} \| x_n^* \|^{q'} \right)^{1/q'},$$

which proves that $\tau_{q', X^*} \leq K_{q', X^*} c_{q, X} = K_{q, X} c_{q, X}$. $\square$

If we apply the result to $X^*$ (which is also $K$-convex) in place of $X$, we see that cotype $q$ of $X^*$ implies type $q$ of $X^{**}$, and hence of $X \subseteq X^{**}$. Alternatively, in order to get from cotype $q$ of $X^*$ to type $q$ of $X$, one can run the same argument, even slightly simplified, since in the first step one can directly use the definition of $K$-convexity of $X$, instead of Corollary 7.4.6.

While in Proposition 7.4.10 we deduced type from $K$-convexity and cotype, we next show that $K$-convexity alone already implies some non-trivial type. This will be accomplished with the help of the Maurey–Pisier Theorem 7.3.8 and the growth of the $K$-convexity constants of the finite-dimensional $\ell_1^n$-spaces, as quantified in the following:

**Lemma 7.4.11.** For all $p \in (1, \infty)$ and integers $N \geq 1$, we have

$$K_{p, \ell_1^n} \geq (\kappa_{2, 1})^{-1} \sqrt{N},$$

where $\ell_1^n$ is considered over real scalars.
7.4 $K$-convexity

Proof. Consider the probability space $D_N = \{-1, 1\}^N$ with the uniform probability measure $\mu(\{d\}) = 2^{-N}$, $d \in D_N$. Observe that the coordinate mappings $s_n(d) = d_n$ form a real Rademacher sequence.

Let $f_N : \Omega \to \ell_1(D_N)$ be defined by

$$f_N := \prod_{n=1}^{N} (1 + s_n r_n),$$

where $(r_n)_{n=1}^{N}$ is a real Rademacher sequence defined on a probability space $(\Omega, \mathcal{F})$. By the independence of the coordinate functions $s_n$ we obtain, writing $E_\mu$ for integration with respect to $\mu$,

$$\|f_N(\omega)\|_{\ell_1(D_N)} = \prod_{n=1}^{N} E_\mu |1 + s_n r_n(\omega)| = \prod_{n=1}^{N} E_\mu (1 + s_n r_n(\omega)) = \prod_{n=1}^{N} 1 = 1$$

for all $\omega \in \Omega$. Therefore, $\|f_N\|_{L^p(\Omega; \ell_1(D_N))} = 1$. On the other hand, for all $1 \leq n \leq N$ we have $E(r_n f_N) = s_n$, and therefore $\pi_N f_N = \sum_{n=1}^{N} r_n s_n$. By the Khintchine inequality for the Rademacher sequence $(s_n)_{n=1}^{N}$ (see (3.34)) we obtain, for all $\omega \in \Omega$,

$$\|\pi_N f_N(\omega)\|_{\ell_1(D_N)} = E_\mu \left| \sum_{n=1}^{N} r_n(\omega) s_n \right| \geq \kappa_{2,1}^{-1} \left( \sum_{n=1}^{N} |r_n(\omega)|^2 \right)^{1/2} \geq \kappa_{2,1}^{-1} \sqrt{N}.$$

Fixing $p \in (1, \infty)$, it follows that $\|\pi_N\|_{L^p(\Omega; \ell_1(D_N))} \geq (\kappa_{2,1})^{-1} \sqrt{N}$, and therefore $K_{p,\ell_1(D_N)} \geq (\kappa_{2,1})^{-1} \sqrt{N}$. Since $\ell_1(D_N)$ is isometrically isomorphic to $\ell_1^N$, this proves the estimate in the first part of the proposition.

**Proposition 7.4.12.** Every $K$-convex Banach space has non-trivial type and finite cotype.

Proof. Let first $X$ be a $K$-convex real Banach space. Lemma 7.4.11 shows that $X$ cannot contain the real spaces $\ell_1^N$ uniformly. Therefore, the Maurey–Pisier Theorem 7.3.8 implies that $X$ has non-trivial type and hence also, by Corollary 7.3.11, finite cotype.

If $X$ is a complex $K$-convex Banach space, then $X_\mathbb{R}$ is $K$-convex by Lemma 7.4.3, and therefore $X$ has non-trivial type and finite cotype by (7.1).

**7.4.c $K$-convexity and duality of the spaces $\varepsilon_N^p(X)$**

The purpose of this subsection is to have a closer look at the duality of the random sequence norms suggested by the very Definition 7.4.1. Recall that the spaces $\varepsilon_N^p(X)$, $N \geq 1$, were defined in Section 6.3 as the Banach spaces of sequences $(x_{n})_{n=1}^{N}$ in $X$ endowed with the norm
it follows that \( f \) is convergent. The limit

\[
\lim_{n \to \infty} \sum_{n=1}^{\infty} f_n x_n
\]

shows that \( f \) has limit to the projection \( \Pi_s \). Proof. \( \mathfrak{P}(\Omega; X) \) defines a projection on \( X \) by Lemma \( \ref{lemma:projection} \), and under these assumptions one also has a similar identification of the infinite sequence spaces, \( \mathfrak{P}(\Omega; X) \). We begin with a preliminary observation about a limit

\[
\pi = \lim_{n \to \infty} \pi_n
\]

of the Rademacher projections \( \pi_n \).

**Proposition 7.4.13.** Let \( X \) be a \( K \)-convex Banach space and let \( p \in (1, \infty) \). Then the strong operator limit \( \pi := \lim_{n \to \infty} \pi_n \) exists in \( \mathcal{L}(L^p(\Omega; X)) \) and defines a projection on \( L^p(\Omega; X) \) of norm \( \| \pi \| = K_{p,X} \).

**Proof.** Let \( E_\infty := E(\sigma_\infty) \) denote the conditional expectation with respect to the \( \sigma \)-algebra \( \mathcal{F}_\infty := \sigma(\varepsilon_n, n \geq 1) \). For all \( f \in L^p(\Omega; X) \) and \( n \geq 1 \) we have \( \pi_n f = \pi_n E_\infty f \), and therefore it suffices to establish the existence of the limit \( \lim_{n \to \infty} \pi_n f \) for functions \( f \in L^p(\mathcal{F}_\infty; X) \).

Fix \( f \in L^p(\mathcal{F}_\infty; X) \) and \( \varepsilon > 0 \). Since \( \bigcup_{N \geq 1} L^p(\mathcal{F}_N; X) \) (with \( \mathcal{F}_N := \sigma(\varepsilon_1, \ldots, \varepsilon_N) \)) is dense in \( L^p(\mathcal{F}_\infty; X) \) (by Lemma A.1.2), there exist \( N \geq 1 \) and \( g \in L^p(\mathcal{F}_N; X) \) such that \( \| f - g \|_{L^p(\mathcal{F}_\infty; X)} < \varepsilon \). For all \( k \geq N \), we have \( E(\varepsilon_k g) = E E_N(\varepsilon_k g) = E(\varepsilon E(\varepsilon_k)) = 0 \). It follows that for all \( m, n \geq N \), one has \( \pi_n g = \pi_m g \), and hence

\[
\| \pi_n f - \pi_m f \|_{L^p(\mathcal{F}_\infty; X)} \leq \| (\pi_n - \pi_m)(f - g) \|_{L^p(\mathcal{F}_\infty; X)} + \| \pi_n g - \pi_m g \|_{L^p(\mathcal{F}_\infty; X)} \leq 2K_{p,X} \| f - g \|_{L^p(\mathcal{F}_\infty; X)} + 0 = 2K_{p,X} \varepsilon.
\]

This shows that \( (\pi_n f)_{n \geq 1} \) is a Cauchy sequence in \( L^p(\Omega; X) \) and therefore it is convergent. The limit \( \pi f := \lim_{n \to \infty} \pi_n f \) defines a bounded operator satisfying \( \| \pi \| \leq \lim \sup_{n \to \infty} \| \pi_n \| \leq K_{p,X} \). Finally, since \( \pi |_{L^p(\mathcal{F}_N)} = \pi_N |_{L^p(\mathcal{F}_N)} \), it follows that \( \| \pi \| \geq \| \pi_N \| \) and therefore also \( \| \pi \| \geq K_{p,X} \).
We now turn to the problem of proving (7.34). Let us start by making some elementary observations. Let \( 1 \leq p \leq \infty \). Each function \( g \in \mathcal{E}_N^p(X^*) \) defines an element, denoted \( j_N(g) \), of \( (\mathcal{E}_N^p(X))^* \) in the following way. Writing \( g = \sum_{n=1}^{N} \epsilon_n x_n^* \), for each \( f = \sum_{n=1}^{N} \epsilon_n x_n \in \mathcal{E}_N^p(X) \) we define

\[
\langle f, j_N(g) \rangle := \mathbb{E}(f, g) = \sum_{n=1}^{N} \langle x_n, x_n^* \rangle.
\]

Clearly, the mapping

\[
j_N : \mathcal{E}_N^p(X^*) \to (\mathcal{E}_N^p(X))^*
\]

is linear and contractive. In the same way each \( g \in \mathcal{E}^p(X^*) \) defines an element \( j(g) \) of \( (\mathcal{E}^p(X))^* \) and the resulting map

\[
j : \mathcal{E}^p(X^*) \to (\mathcal{E}^p(X))^*
\]

is contractive.

We claim that \( j_N \) is injective. For if \( j_N g = 0 \) for some \( g = \sum_{n=1}^{N} \epsilon_n x_n^* \in \mathcal{E}_N^p(X^*) \), then \( (x, x_n^*) = (\epsilon_n x, j_N g) = 0 \) for all \( 1 \leq n \leq N \) and \( x \in X \). It follows that \( x_n^* = 0 \) for all \( 1 \leq n \leq N \), and therefore \( g = 0 \). The proof that \( j \) is injective is similar.

**Theorem 7.4.14.** Let \( X \) be a \( K \)-convex Banach space. Then for all \( 1 < p < \infty \) the following assertions hold:

1. For each \( N \geq 1 \), the embedding \( j_N : \mathcal{E}_N^p(X^*) \to (\mathcal{E}_N^p(X))^* \) induces an isomorphism of Banach spaces

\[
\mathcal{E}_N^p(X^*) \simeq (\mathcal{E}_N^p(X))^*.
\]

Moreover, \( \| j_N \| \leq 1 \) and \( \| j_N^{-1} \| \leq K_{p,X} \).

2. The embedding \( j \) induces an isomorphism of Banach spaces

\[
\mathcal{E}^p(X^*) \simeq (\mathcal{E}^p(X))^*.
\]

Moreover, \( \| j \| \leq 1 \) and \( \| j^{-1} \| \leq K_{p,X} \).

**Proof.** (1): Fix \( 1 < p < \infty \) and \( 1 \leq n \leq N \). For each \( g^* \in (\mathcal{E}_N^p(X))^* \), the linear mapping \( x \mapsto (\epsilon_n x, g^*) \) is bounded on \( X \) and defines an element \( x_n^* \in X^* \). Setting \( g := \sum_{n=1}^{N} \epsilon_n x_n^* \) we have \( j_N(g) = g^* \). This shows that \( j_N \) is surjective. To obtain the required estimate let \( \epsilon > 0 \) be arbitrary. By Proposition 1.3.1 we can find an \( f \in L^p(\Omega; X) \) with \( \| f \|_{L^p(\Omega; X)} \leq 1 \) such that \( |\langle f, g \rangle| \geq (1 - \epsilon) \| g \|_{L^p(\Omega; X^*)} \). It follows that

\[
(1 - \epsilon) \| g \|_{L^p(\Omega; X^*)} \leq |\langle f, g \rangle| = |\langle f, \pi_N g \rangle| = |\langle \pi_N f, g \rangle| \leq \| \pi_N f \|_{L^p(\Omega; X)} \| j_N(g) \|_{(\mathcal{E}_N^p(X))^*}.
\]
the real interpolation space is proved in the same way.

\[ \varepsilon \]

Proof. \[ C.3.14 \]

Recall that \[ X \] and \[ K \text{Rad} \text{Prop} 7.4.15. \]

This proves that \( g \) is in \( (\varepsilon^p(X))^* \) and each \( n \geq 1 \), define the functionals \( x^*_n \in X^* \) as in (1). We claim that the sum \( \sum_{n \geq 1} \varepsilon_n x^*_n \) converges in \( L^p(\Omega; X^*) \) and thus defines an element \( g \in \varepsilon^p(X^*) \), and that we have \( j(g) = g^* \). Once this claim has been proved the proof can be finished as in part (1).

By Proposition 7.4.12, \( X \) has non-trivial type, and therefore \( X^* \) has finite cotype by Proposition 7.1.13. In particular, \( X^* \) does not contain an isomorphic copy of \( c_0 \). Hence, by the theorem of Hoffmann-Jørgensen and Kwapien (see Corollary 6.4.12), to prove the convergence of the series \( \sum_{n \geq 1} \varepsilon_n x^*_n \) it suffices to show that its partial sums \( g_N = \sum_{n=1}^N \varepsilon_n x^*_n \) satisfy 

\[ \sup_{N \geq 1} \| g_N \|_{L^p(\Omega; X^*)} < \infty. \]

Let \( i_N : \varepsilon^p_N(X) \to \varepsilon^p(X) \) be the canonical inclusion mapping and define \( g^*_N \in (\varepsilon^p_N(X))^* \) by \( g^*_N := i_N^* g^* \). It is easily checked that \( j_N g_N = g^*_N \), and now part (1) shows that 

\[
\| g_N \|_{L^p(\Omega; X^*)} \leq K_{p,X} \| j_N(g_N) \|_{(\varepsilon^p_N(X))^*} \\
= K_{p,X} \| g^*_N \|_{(\varepsilon^p_N(X))^*} \\
= K_{p,X} \| I_N^* g^* \|_{(\varepsilon^p_N(X))^*} \leq K_{p,X} \| g^* \|_{(\varepsilon^p(X))^*}.
\]

This proves that \( \sup_{N \geq 1} \| g_N \|_{L^p(\Omega; X^*)} < \infty \), establishing the claim. \( \square \)

7.4.d \( K \)-convexity and interpolation

We begin with an interpolation result for the \( K \)-convexity property itself. The \( K \)-convexity property interpolates:

Proposition 7.4.15. Let \( (X_0, X_1) \) be an interpolation couple with both \( X_0 \) and \( X_1 \) \( K \)-convex. Let \( \theta \in (0, 1) \) and let \( p_0, p_1, p, q \in (1, \infty) \) satisfy \( \frac{1}{\theta} = \frac{1-q}{p_0} + \frac{q}{p_1} \). The complex interpolation space \( X_\theta = [X_0, X_1]_\theta \) and the real interpolation space \( X_\theta_{p_0, p_1} = (X_0, X_1)_{\theta, p_0, p_1} \) are \( K \)-convex and

\[
K_{p_{\theta, p_0, p_1}} \leq K_{p_{\theta, X_0, X_1}} \text{ and } K_{p_{\theta, X_0, p_0, p_1}} \leq K_{p_{\theta, X_0}} \cdot K_{p_{\theta, p_1, X_1}}.
\]

Recall that \( X_\theta_{p_0, p_1} = (X_0, X_1)_{\theta, p} \) with equivalent norms (see Theorem C.3.14).

Proof. Since the projections \( \pi_N \) are bounded on \( L^p(\Omega; X_i) \) with norms at most \( K_{p_i, X_i} \), it follows from the properties of complex interpolation that each \( \pi_N \) is bounded on \( L^p(\Omega; X_\theta) \) with norm at most \( K_{p_{\theta, X_0}} \cdot K_{p_{\theta, X_1}} \). The result for the real interpolation space is proved in the same way. \( \square \)
In the following, $K$-convexity is used as a tool to guarantee a natural interpolation of the spaces $\varepsilon^p(X)$:

**Theorem 7.4.16.** Let $(X_0, X_1)$ be an interpolation couple of $K$-convex Banach spaces $X_0$ and $X_1$. Let $\theta \in (0, 1)$ and assume that $p_0, p_1, p \in (1, \infty)$ satisfy $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$. Then:

1. we have
   
   $$[\varepsilon^{p_0}(X_0), \varepsilon^{p_1}(X_1)]_\theta = \varepsilon^p(X_\theta)$$

   with equivalence of norms

   $$\|x\|_{\varepsilon^p(X_\theta)} \leq \|x\|_{[\varepsilon^{p_0}(X_0), \varepsilon^{p_1}(X_1)]_\theta} \leq K_{p_0, X_0}^{1-\theta} K_{p_1, X_1}^\theta \|x\|_{\varepsilon^p(X_\theta)}$$

   for all sequences $x = (x_n)_{n \geq 1}$ in the complex interpolation space $X_\theta = [X_0, X_1]_\theta$.

2. we have
   
   $$(\varepsilon^{p_0}(X_0), \varepsilon^{p_1}(X_1))_{\theta, p_0, p_1} = \varepsilon^p(X_{\theta, p_0, p_1})$$

   with equivalence of norms

   $$\|x\|_{\varepsilon^p(X_{\theta, p_0, p_1})} \leq \|x\|_{(\varepsilon^{p_0}(X_0), \varepsilon^{p_1}(X_1))_{\theta, p_0, p_1}} \leq K_{p_0, X_0}^{1-\theta} K_{p_1, X_1}^\theta \|x\|_{\varepsilon^p(X_{\theta, p_0, p_1})}$$

   for all sequences $x = (x_n)_{n \geq 1}$ in the real interpolation space $X_{\theta, p_0, p_1} = (X_0, X_1)_{\theta, p_0, p_1}$.

In both (1) and (2), the first inequality does not require any $K$-convexity assumptions.

Recall that $X_{\theta, p_0, p_1} = (X_0, X_1)_{\theta, p}$ with equivalent norms (see Appendix C.3.14).

**Proof.** It suffices to prove the corresponding results for the spaces $\varepsilon^p_N(X)$. Indeed, since $X_0, X_1, X_\theta, X_{\theta, p_0, p_1}$ have non-trivial type (see Propositions 7.1.3 and 7.4.12) they do not contain a copy of $c_0$. Therefore, if we can prove the norm estimates uniformly in $N$, the corresponding results for the spaces $\varepsilon(X)$ follow from the theorem of Hoffmann-Jørgensen and Kwapiń (Theorem 6.4.10).

In the case of $\varepsilon^p_N(X)$ the identities of the spaces under consideration follow from interpolation of product spaces and it suffices to prove the required estimates for the norms.

For any Banach space $X$ define the isometry $R_N : \varepsilon^q_N(X) \to L^q(\Omega; X)$ by $R_N x = \sum_{n=1}^N \varepsilon_n x_n$, where $x = (x_n)_{n=1}^N$ is a sequence in $X$. Assuming that $X$ is $K$-convex and $q \in (1, \infty)$, define $E_N : L^q(\Omega; X) \to \varepsilon^q_N(\Omega; X)$ by $E_N f = (\mathbb{E}(\varepsilon_n \pi f))_{n=1}^N$. Then $\|E_N f\|_{\varepsilon^q_N(\Omega; X)} = \|\pi f\|_{L^q(\Omega; X)} \leq K_{q, X}$ and hence $E_N$ is bounded with norm $\leq K_{q, X}$.

Since $E_N R_N = I$, for all sequences $x = (x_n)_{n=1}^N$ in $X_\theta = [X_0, X_1]_\theta$, it follows that
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Proposition 7.4.17. Let \((X_0, X_1)\) be an interpolation couple, with \(X_0\) and 
\(X_1\) \(K\)-convex, with finite cotype \(q_0\) and \(q_1\), respectively. Let \(\theta \in (0, 1)\) and 
assume that \(\frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}\). Then the complex interpolation space \(X_\theta = [X_0, X_1]_\theta\)
and the real interpolation space \(X_{\theta,q_0,q_1} = (X_0, X_1)_{\theta,q_0,q_1}\) have cotype \(q\), and we have
\[
c_{q,X_\theta} \leq K_{q_0,X_0}^{1-\theta} K_{q_1,X_1}^\theta c_{q_0,X_0}^{1-\theta} c_{q_1,X_1}^\theta , \\
c_{q,X_{\theta,q_0,q_1}} \leq K_{q_0,X_0}^{1-\theta} K_{q_1,X_1}^\theta c_{q_0,X_0}^{1-\theta} c_{q_1,X_1}^\theta .
\]
Proof. The operator \(T : \ell^{q_0}(X_1) \to \ell^{q_1}(X_1)\) given by \(T(x_n)_{n \geq 1} = (x_n)_{n \geq 1}\) is 
bounded with norm \(\leq c_{q_0,X_1}\). Therefore, by Theorem 7.4.14 and interpolation 
and, writing \(x = (x_n)_{n \geq 1}\),
\[
\|Tx\|_{\ell^{q_0}(X_0)} = \|Tx\|_{\ell^{q_0}(X_0),\ell^{q_1}(X_1)} \leq c_{q_0,X_0}^{1-\theta} c_{q_1,X_1}^\theta \|x\|_{\ell^{q_0}(X_0),\ell^{q_1}(X_1)} \leq c_{q_0,X_0}^{1-\theta} c_{q_1,X_1}^\theta K_{q_0,X_0}^{1-\theta} K_{q_1,X_1}^\theta \|x\|_{\ell^{q_0}(X_0)}.
\]
This proves that \(X_\theta\) has cotype \(q\), with the indicated bound for the cotype constant.

The result for real interpolation is proved in the same way. \(\square\)

7.4.e \(K\)-convexity with respect to general random variables

We have seen that the notions of type and cotype can be equivalently formulated 
in terms of appropriate sequences of independent identically distributed 
symmetric random variables. In particular, a Banach space has type \(p\) (cotype \(q\)) if and only if it has Gaussian type \(p\) (Gaussian cotype \(q\)). Here we will prove 
similar results for \(K\)-convexity.
Throughout this section we assume that $\xi$ is a symmetric random variable with finite moments of all orders, normalised so that $\mathbb{E}|\xi|^2 = 1$, defined on some probability space $(\Omega, \mathbb{P})$. By $(\xi_n)_{n \geq 1}$ we denote a sequence of independent random variables, each of which is equidistributed with $\xi$.

Let $p \in (1, \infty)$. We define $K^{\xi, N}_{p, X}$ as the smallest constant such that

$$
\left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \sup \left\{ \left\| \sum_{n=1}^{N} (x_n, x^*_n) \right\|_{L^p(\Omega; X^*)} : \left\| \sum_{n=1}^{N} \xi_n x_n^* \right\|_{L^{p'}(\Omega; X^*)} \right\}
$$

and $\pi^\xi_N$ as the operator acting on $f \in L^p(\Omega; X)$ by

$$
\pi^\xi_N f := \sum_{n=1}^{N} \xi_n \mathbb{E}(\xi_n f).
$$

Note that $\mathbb{E}(\xi_n f)$ is well defined by Hölder’s inequality, and the $L^2$-normalisation of $\xi$ ensures that each $\pi^\xi_N$ is a projection in $L^p(\Omega; X)$. We say that $X$ is $K^{\xi, \cdot}$-convex if

$$
K^{\xi, \cdot}_{p, X} := \sup_{N \geq 1} K^{\xi, N}_{p, X} < \infty.
$$

*Mutatis mutandis*, Proposition 7.4.5, Corollary 7.4.6 and Theorem 7.4.14 extend to this setting, showing in particular that

$$
\left\| \pi^\xi_N \right\|_{L^p(\Omega; X)} = K^{\xi, N}_{p, X} = K^{\xi, N}_{p', X^*} = K^{\xi, N}_{p, X^*},
$$

whenever $Y \subseteq X^*$ is a norming subspace for $X$; note the appearance of the conjugations $\bar{\xi}$ in the last two constants, since in the considered generality $\xi_n$ and $\bar{\xi}_n$ need not be equally distributed.

The main result of this subsection (Proposition 7.4.18) states that $X$ is $K^{\xi, \cdot}$-convex if and only if $X$ is $K^{\cdot, \cdot}$-convex.

**Proposition 7.4.18.** A Banach space $X$ is $K^{\xi, \cdot}$-convex if and only if $X$ is $K^{\cdot, \cdot}$-convex. Moreover, for all $1 < p < \infty$ we have

$$
\left\| \xi \right\|_{L^p(\Omega; X)}^{-2} K^{\xi, \cdot}_{p, X} \leq K^{\xi}_{p, X} \leq C^{\xi}_{p, X} K^{\xi, \cdot}_{p, X},
$$

where $C^{\xi}_{p, X}$ depends on $X$ via the cotype properties of $X$ and $X^*$.

**Proof.** If $X$ is $K^{\xi, \cdot}$-convex, then two applications of Proposition 6.1.15 give

$$
\left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)} \leq \left\| \xi \right\|_{L^p(\Omega; X)}^{-1} \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^p(\Omega; X)}
$$

$$
\leq \left\| \xi \right\|_{L^p(\Omega; X)}^{-1} K^{\xi, N}_{p, X} \sup \left\{ \left\| \sum_{n=1}^{N} (x_n, x^*_n) \right\|_{L^p(\Omega; X^*)} : \left\| \sum_{n=1}^{N} \xi_n x_n^* \right\|_{L^{p'}(\Omega; X^*)} \leq 1 \right\}
$$

\[ \leq \|\xi\|_1^{-1} K_{p,X}^N \sup \left\{ \left\| \sum_{n=1}^{N} (x_n, x_n^* \xi_n) \right\| : \left\| \sum_{n=1}^{N} \xi_n x_n^* \right\|_{L^p(\Omega)} \leq \|\xi\|_1^{-1} \right\}, \]

and hence \( K_{p,X}^N \leq \|\xi\|_1^{-2} K_{p,X}^N. \)

Assume then that \( X \) is \( K \)-convex; proving that \( X \) is \( K^\xi \)-convex is the deeper direction of the theorem. By Proposition 7.4.5, \( X^* \) is also \( K \)-convex. Hence by Proposition 7.4.12, both \( X \) and \( X^* \) have finite cotype, say \( q \) and \( r \), respectively. Let \( s := \max\{q, p\} \) and \( t := \max\{r, p'\} \). Then \( X \) has cotype \( s \), thus \( \xi \)-cotype \( s \) (Corollary 7.2.9), and hence by Proposition 7.2.8 we can estimate

\[ \left\| \sum_{n=1}^{N} x_n \xi_n \right\|_{L^p(\Omega, X)} \leq \left\| \sum_{n=1}^{N} x_n \xi_n \right\|_{L^p(\Omega, X)} \leq A_{s,X}^\xi \left( \sum_{n=1}^{N} \xi_n x_n^* \right) \left\| \xi \right\|_1, \]

Similarly, for any \( x_1^*, \ldots, x_N^* \in X^* \) as above, we note that \( X^* \) has cotype \( t \), hence \( \xi \)-cotype \( t \) (Corollary 7.2.9), and applying again Proposition 7.2.8 we get

\[ \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^{p'}(\Omega, X^*)} \leq \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^{p'}(\Omega, X^*)} \leq A_{t,X^*}^\xi \left( \sum_{n=1}^{N} \xi_n x_n^* \right) \left\| \xi \right\|_1, \]

Substituting back, this shows that \( K_{p,X}^\xi \leq A_{s,X}^\xi A_{t,X^*}^\xi \left( \sum_{n=1}^{N} \xi_n x_n^* \right) \left\| \xi \right\|_1. \) Since \( K_{p,X}^N \leq \max\{\kappa_{s,p}, \kappa_{s',p'}\} K_{p,X}^N \) (Lemma 7.4.3), we obtain the claimed result with \( C_{p,X}^\xi = A_{s,X}^\xi A_{t,X^*}^\xi \left( \sum_{n=1}^{N} \xi_n x_n^* \right) \left\| \xi \right\|_1. \) where \( s := \max\{q, p\} \) and \( t := \max\{r, p'\} \), and \( A_{s,X}^\xi \) and \( A_{t,X^*}^\xi \) are the constants from Proposition 7.2.8.

\[ \square \]

Remark 7.4.19. If \( \xi \in L^\infty \), one can take \( C_{p,X}^\xi = \|\xi\|_\infty^2 \) in Proposition 7.4.18.

Corollary 7.4.20. A Banach space is \( K \)-convex if and only if it is Gaussian \( K \)-convex, and

\[ \|\gamma\|_{L^2}^2 K_{p,X} \leq K_{p,X}^\gamma \leq C_{p,X}^\gamma K_{p,X}, \quad 1 < p < \infty, \]

where \( C_{p,X}^\gamma \) depends on \( X \) via the cotype properties of \( X \) and \( X^* \).

As an application of these notions we give a simple proof of the following result, which is a special case of much more general theorem of Pisier considered in the following subsection:
Proposition 7.4.21. Every Banach space $X$ with type 2 is $K$-convex, and

$$K_{2,X}^2 \leq \tau_{2,X}^2.$$

By Proposition 7.4.5, a similar result holds if $X^*$ has type 2.

Proof. To prove this let $f = \sum_{m=1}^{M} 1_{\Omega_m} x_m$ be a simple random variable, with the sets $\Omega_m$ measurable, disjoint, and of positive probability. With $y_m := (\mathbb{P}(\Omega_m))^{1/2} x_m$ we have

$$\mathbb{E}\|f\|^2 = \sum_{m=1}^{M} \|y_m\|^2$$

and

$$\mathbb{E}|\langle f, x^* \rangle|^2 = \sum_{m=1}^{M} |\langle y_m, x^* \rangle|^2, \quad x^* \in X^*.$$

Let $z_n := \mathbb{E}(\gamma_n f)$. Then, by the orthonormality of the Gaussian sequence $(\gamma_n)_{n \geq 1}$ in $L^2(\Omega)$,

$$\sum_{n=1}^{N} |\langle z_n, x^* \rangle|^2 = \sum_{n=1}^{N} |\mathbb{E}(\gamma_n \langle f, x^* \rangle)|^2 \leq \mathbb{E}|\langle f, x^* \rangle|^2 = \sum_{m=1}^{M} |\langle y_m, x^* \rangle|^2$$

for all $x^* \in X^*$. Hence, by Theorem 6.1.25,

$$\mathbb{E}\|\pi_N f\|^2 = \mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n z_n \right\|^2 \leq \mathbb{E}\left\| \sum_{m=1}^{M} \gamma_m y_m \right\|^2 \leq (\tau_{2,X}^2)^2 \sum_{m=1}^{M} \|y_m\|^2 = (\tau_{2,X}^2)^2 \mathbb{E}\|f\|^2.$$

It follows that $\|\pi_N\|_{L^p(L^2(\Omega;X))} \leq \tau_{2,X}^2$. This proves that $X$ is Gaussian $K$-convex with constant $K_{2,X}^2 \leq \tau_{2,X}^2$. \qed

7.4.f Equivalence of $K$-convexity and non-trivial type

This subsection is devoted to Pisier's theorem which asserts that $K$-convexity is equivalent to non-trivial type. It is useful at this point to recall the notation of the Walsh functions $(w_\alpha)_{\alpha \subseteq \{1, \ldots, N\}}$ introduced in Section 6.2.a. We observe that the real Rademacher projection $\pi_N$ of any function

$$f = \sum_{\alpha \subseteq \{1, \ldots, N\}} w_\alpha x_\alpha \in L^p(D^N;X) \quad (7.35)$$

is given by

$$\pi_N f = \sum_{n=1}^{N} w_{\{n\}} x_{\{n\}}.$$
and note that \( K_{p,x}^R = \sup_{N \geq 1} \| \pi_N \|_{L^p(D^N; X)} \).

As a warm-up in this notation, we first give another proof of Proposition 7.4.21 with a slightly different constant.

**Proposition 7.4.22.** Every Banach space \( X \) of type 2 is \( K \)-convex, and

\[
K_{2,X}^R \lesssim \| g \|_1^{-1} \tau_{2,X}^g,
\]

where \( g \) is a real standard Gaussian variable.

**Proof.** Let \((g_\alpha)_{\alpha \in \{1, \ldots, N\}}\) be a real Gaussian sequence and \((x_\alpha)_{\alpha \in \{1, \ldots, N\}}\) be a sequence in \( X \). By Proposition 6.1.15, the contraction principle, and Theorem 7.1.20 (which can be applied since cotype 2 implies Gaussian cotype 2 by Proposition 7.1.18),

\[
\left\| \sum_{\alpha} w_\alpha x_\alpha \right\|_{L^2(\Omega; X)} \leq \left\| \sum_{\alpha} w_\alpha (n) x_\alpha \right\|_{L^2(\Omega; X)} \leq \left\| g \right\|_1^{-1} \left\| \sum_{\alpha} g_\alpha x_\alpha \right\|_{L^2(\Omega; X)}
\]

This implies that \( X \) is \( K \)-convex with \( K_{2,X}^R \lesssim \| g \|_1^{-1} \tau_{2,X}^g \). \( \square \)

**Theorem 7.4.23 (Pisier).** A Banach space is \( K \)-convex if and only if it has non-trivial type.

That \( K \)-convexity implies non-trivial type has already been shown in Proposition 7.4.12. The proof of the converse implication will occupy us for the remainder of this section. It will also produce an estimate for \( K_{p,X}^R \) in terms of the type constant \( \tau_{p,X} \).

Before turning to the proof we note a direct consequence:

**Corollary 7.4.24.** A Banach space \( X \) has non-trivial type if and only if \( X^* \) has non-trivial type.

**Proof.** By Proposition 7.4.5 \( X \) is \( K \)-convex if and only if \( X^* \) is \( K \)-convex. \( \square \)

We start with a general lemma. It is the only place in the deduction of \( K \)-convexity, where the non-trivial type assumption is used.

**Lemma 7.4.25.** Let \( X \) be a Banach space with type \( p \in (1,2] \) and let \( \frac{1}{p} + \frac{1}{r} = 1 \). Let \( P_1, \ldots, P_M \in \mathcal{L}(X) \) be commuting contractive projections on \( X \). Then for any convex combination \( S = \sum_{m=1}^M \lambda_m P_m \) one has

\[
\| Sx + x \| \geq \frac{1}{4} (2\tau_{p,X}^R)^{-p'} \| x \| \geq \frac{1}{4} (\pi \tau_{p,X})^{-p'} \| x \|.
\]
Proof. It suffices to prove the left-hand inequality for real Banach spaces; for complex spaces it follows by applying the real case to $X_{\mathbb{R}}$ noting that $	au^R_{p,X} = \tau_{p,X_{\mathbb{R}}}$. The right-hand side is trivial for real spaces $X$, and for complex spaces it follows from $\tau^R_{p,X} \leq \frac{1}{2} \pi \tau_{p,X}$ (see (7.1)).

It thus remains to prove the left-hand inequality for real Banach spaces $X$. Let $x \in X$ with $\|x\| = 1$ be fixed and put $a := \|Sx + x\|$. As $\|S\| \leq 1$, for all $n \geq 0$ we have

$$\|S^{n+1}x + S^n x\| \leq a.$$  

Hence, by the triangle inequality,

$$1 = \|x\| \leq \|S^n x\| + \sum_{i=0}^{n-1} \|S^{i+1}x + S^i x\| \leq \|S^n x\| + na. \quad (7.36)$$  

Let $(r_n)_{n \geq 1}$ be a real Rademacher sequence on a probability space $(\Omega, \mathcal{F})$. On a distinct probability space $(\Omega', \mathcal{F}')$ let $\eta_1, \ldots, \eta_N$ be independent copies of a discrete random variable $\eta : \Omega' \to \mathcal{L}(X)$ satisfying $\mathbb{P}(\eta = P_m) = \lambda_m$ for all $1 \leq m \leq M$. Note that $\mathbb{E}((\eta)^i) = S_k$.

Fix $\omega \in \Omega$ and set $B := \{1 \leq n \leq N : r_n(\omega) = 1\}$, $C := \{1 \leq n \leq N : r_n(\omega) = -1\}$.

Put $k := |B|$ and $\ell := |C|$. Clearly, the sets $B$ and $C$ and the integers $k$ and $\ell$ depend on $N$ and the fixed $\omega \in \Omega$, but we shall omit this from the notation. Let $\eta^B_n = \prod_{n \in B} \eta_n$. From $\eta^2_n = \eta_n$ we see that $\eta^B \eta_n = \eta^B$ for $n \in B$. Also, $\mathbb{E}^i \eta^B = S^k$ and, for $n \in C$, $\mathbb{E}^i \eta^B \eta_n = S^{k+1}$. By these observations and the fact that $\|\eta^B\| \leq 1$ pointwise, we obtain

$$\|kS^k x - \ell S^{k+1} x\| = \|\mathbb{E}^i \left( \sum_{n \in B} \eta^B x - \sum_{n \in C} \eta^B \eta_n x \right)\|
\leq \mathbb{E}^i \left| \sum_{n \in B} \eta^B x - \sum_{n \in C} \eta^B \eta_n x \right|
= \mathbb{E}^i \left| \sum_{n=1}^N r_n(\omega) \eta_n x \right|. \quad (7.36)$$

On the other hand, since $kS^k x - \ell S^{k+1} x = NS^k x - \ell(S^k x + S^{k+1} x)$, it follows from (7.36) that

$$\|kS^k x - \ell S^{k+1} x\| \geq \|NS^k x\| - \|\ell(S^k x + S^{k+1} x)\|
\geq N(1 - ka) - \ell a = N - N^2 a + N\ell a - \ell a \geq N - N^2 a.$$

We conclude that

$$N - N^2 a \leq \mathbb{E}^i \left| \sum_{n=1}^N r_n(\omega) \eta_n x \right|. $$
Since $\omega \in \Omega$ was arbitrary, we can take expectations and apply Fubini's theorem and Hölder's inequality to obtain

$$\mathbb{E}^{T} \left\| \sum_{n=1}^{N} r_n \eta_n x_n \right\| \leq \mathbb{E} \left( \left\| \sum_{n=1}^{N} r_n \eta_n x_n \right\|^{p} \right)^{1/p} \leq \tau_{p,X} \mathbb{E}^{T} \left( \sum_{n=1}^{N} \| \eta_n x_n \|^{p} \right)^{1/p} \leq \tau_{p,X} N^{1/p}$$

and therefore

$$N - N^2 a \leq \tau_{p,X} N^{1/p}.$$

Letting $N \to \infty$, we see that $a$ must be non-zero.

If $a \geq \frac{1}{2}$, then $a = \|Sx + x\| \geq \frac{1}{2} \geq \frac{1}{4}(2\tau_{p,X})^{-p'}$ (since $\tau_{p,X} \geq 1$) and we are done. If $a < \frac{1}{2}$, then we choose $N \geq 1$ such that $\frac{1}{2} < Na \leq \frac{1}{2}$. It follows that $\frac{N}{2} \leq \tau_{p,X} N^{1/p}$, and therefore, $N \leq (2\tau_{p,X})^p$. But then $a > \frac{1}{4N} \geq 4^{-1}(2\tau_{p,X})^{-p'}$. This concludes the proof. \(\Box\)

Let us fix $p \in [1, \infty]$. On $L^p(D^M; X)$ we consider the multiplication operator $A$, defined by

$$Af = \sum_{\alpha} (\#\alpha) w_{\alpha} x_{\alpha},$$

where $f$ is represented in the form (7.35) and $\#\alpha$ denotes the number of elements of the set $\alpha$. In the same way we define, for $t \in \mathbb{R}$, the multiplication operators $T(t)$ on $L^p(D^M; X)$

$$T(t)f = \sum_{\alpha} e^{-(\#\alpha)t} w_{\alpha} x_{\alpha}.$$

Note that the function $t \mapsto T(t)$ is differentiable, with derivative

$$T'(t)f = -AT(t)f, \quad t \in \mathbb{R}.$$ 

It was shown in Lemma 6.2.1 (and its proof) that the operators $T(t)$ are contractions and can be represented as

$$T(t) = \prod_{m=1}^{M} \left( P_m + e^{-t}Q_m \right) = \prod_{m=1}^{M} \left( (1 - e^{-t})P_m + e^{-t}I \right), \quad (7.37)$$

where $P_m \in \mathcal{L}(L^p(D^M; X))$ is the averaging operator in the $m$th coordinate,

$$(P_m f)(d_1, \ldots, d_M) = \frac{1}{2} f(d_1, \ldots, d_{m-1}, 1, d_{m+1}, \ldots, d_M)$$

$$+ \frac{1}{2} f(d_1, \ldots, d_{m-1}, -1, d_{m+1}, \ldots, d_M).$$

and $Q_m = I - P_m$. Recall that each $P_m$ is a contractive projection and that $P_m P_k = P_k P_m$ for all $1 \leq m, k \leq M$. Note that $P_m w_{\alpha} = 0$ if $m \in \alpha$ and $P_m w_{\alpha} = w_{\alpha}$ if $m \notin \alpha$. 
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Lemma 7.4.26. Each operator $T(t)$ is a convex combination of commuting projections of the form $\prod_{m \in \alpha} P_m$ (where $P_\emptyset := I$).

Proof. This follows by induction on $N$ in the second product in (7.37). \qed

In the next proposition we shall work over the complex scalars. In the case of a real Banach space $X$ we can apply the results below to its complexification.

For all $\lambda \in \mathbb{C}\setminus\{0,1,\ldots,M\}$ the operator $(\lambda - A)$ is invertible on $L^p(D^M;X)$ and its inverse is given by

$$(\lambda - A)^{-1}\left(\sum_\alpha w_\alpha x_\alpha\right) = \sum_\alpha (\lambda - (#\alpha))^{-1}w_\alpha x_\alpha.$$

For $\theta \in (0, \frac{\pi}{2})$ put

$$\Gamma_\theta := \{\lambda \in \mathbb{C}\setminus\{0\} : \arg(\lambda) = \pm \theta\}.$$

Proposition 7.4.27. If $X$ is a complex Banach space with type $p \in (1,2]$, then:

(1) for all $s \in \mathbb{R}\setminus\{0\}$ we have

$$\|(is - A)^{-1}\|_{\mathcal{L}(L^p(D^M;X))} \leq \frac{L}{|s|},$$  \hspace{2cm} (7.38)

where $L = 4\pi(2\tau_{r_p,X}^R)^p$.

(2) for $\theta = \arctan(2L)$ and $\lambda \in \mathbb{C}\setminus\{0\}$ we have

$$\|(\lambda - A)^{-1}\|_{\mathcal{L}(L^p(D^M;X))} \leq \frac{2L}{\sin(\theta)|\lambda|}. \hspace{2cm} (7.39)$$

Proof. (1): Fix $s \in \mathbb{R}\setminus\{0\}$ and set $t_0 = \pi/|s|$. By Proposition 7.1.4, $L^p(\Omega;X)$ has type $p$ with constant $\tau_{r_p,L^p(\Omega;X)}^R = \tau_{r_p,X}^R$. It follows from Lemmas 7.4.25 and 7.4.26 that

$$\frac{1}{4}(2\tau_{r_p,X}^R)^p \|f\| \leq \|T(t_0)f + f\|.$$

On the other hand, since $T'(t)f = -AT(t)f$, it follows from the contractivity of $T(t)$ that

$$\|T(t_0)f + f\| = \|e^{ist_0}T(t_0)f - f\| = \left\| \int_0^{t_0} e^{ist}T(t)(is - A)f \, dt \right\| \leq \int_0^{t_0} \|T(t)(is - A)f\| \, dt \leq t_0 \|(is - A)f\|.$$ 

Combining these estimates, we obtain

$$\|(is - A)f\| \geq \frac{1}{4t_0}(2\tau_{r_p,X}^R)^p \|f\| = \frac{|s|}{L} \|f\|.$$
and (7.38) follows.

(2): We will deduce (2) from (1) using the following standard perturbation argument: If \( \lambda_0, \lambda \in \mathbb{C} \) are such that \( \lambda_0 - A \) is invertible and \( |\lambda - \lambda_0| < \|(\lambda_0 - A)^{-1}\|^{-1} \), then \( \lambda - A \) is invertible and

\[
(\lambda - A)^{-1} = \sum_{n \geq 0} (\lambda_0 - \lambda)^n (\lambda_0 - A)^{-(n+1)}. \tag{7.40}
\]

We apply this result as follows. Let \( \theta = \arctan(2L) \). For \( \lambda \in \Gamma_\theta \) write \( \lambda = se^{\mp i\theta} \) and take \( \lambda_0 := i\Im(\lambda) \). Then, by part (1),

\[
|\lambda - \lambda_0| = \frac{|3(\lambda)|}{\tan \theta} \leq \frac{L}{\tan \theta} \|(\lambda_0 - A)^{-1}\|^{-1}_{L^p(D^m, X)} \leq \frac{1}{2} \|(\lambda - A)^{-1}\|^{-1}_{L^p(D^m, X)},
\]

and (7.40) implies that

\[
\|(\lambda - A)^{-1}\| \leq \sum_{n \geq 0} |\lambda_0 - \lambda|^n \|(\lambda_0 - A)^{-1}\|^{n+1} \leq \|(\lambda_0 - A)^{-1}\| \sum_{n \geq 0} 2^{-n} \leq \frac{2L}{\|\Im(\lambda)\|} = \frac{2L}{\sin(\theta)|\lambda|}.
\]

Therefore, the analytic function \( r(\lambda) := \lambda(\lambda - A)^{-1} \) is uniformly bounded on \( \Gamma_\theta \) by \( \frac{2L}{\sin(\theta)} \). By the three lines lemma of Proposition H.2.6 (applied to \( \lambda \mapsto r(-\lambda) \)) we find that \( \|r(\lambda)\| \leq \frac{2L}{\sin(\theta)} \) for all \( \lambda \in \mathbb{C} \setminus \Gamma_\theta \) and this implies (7.39).

We are now ready to prove the remaining half of Theorem 7.4.23, namely, that non-trivial type implies \( K \)-convexity. The proof we are about to give uses the theory of analytic semigroups as presented in Appendix G.

**End of the proof of Theorem 7.4.23.** It remains to prove that a space of non-trivial type is \( K \)-convex.

Combining Proposition 7.4.27 with Theorem G.5.2, our operator \(-A\) generates an analytic \( C_0 \)-semigroup \((T(z))_{z \in \Sigma_{\frac{1}{2}+\theta}}\) on \( L^p(D^m; X) \) which is uniformly bounded on this sector by a constant \( C_L \) depending only \( L = 4\pi(2^{\frac{p}{p-1}})^{\frac{1}{p}} \) and \( \theta = \arctan(2L) \). More precisely, by (G.5)

\[
C_L \leq \frac{2L}{\cos(\theta) \sin(\theta)} = \frac{8L}{\sin(2\theta)}.
\]

On the other hand, the formula

\[
\bar{T}(z)f := \sum_{\alpha \subseteq \{1, \ldots, M\}} e^{-z(\#\alpha)w_{\alpha}x_{\alpha}},
\]
defines an analytic extension of \((T(t))_{t \geq 0}\) to the open right-half plane \(\Sigma_{\frac{1}{2} \pi - \theta}\).

By uniqueness of analytic extensions, \(\hat{T}(z) = T(z)\) on \(\Sigma_{\frac{1}{2} \pi - \theta}\).

The punctured ball \(B_r \setminus \{0\}\) with radius \(r = e^{-\frac{2\pi L}{2}}\) is contained in the range of \(\Sigma_{\frac{1}{2} \pi - \theta}\) under the mapping \(z \mapsto e^{-z}\). Consequently, the analytic function \(S : B_r \to \mathcal{L}(L^p(D^M; X))\) given by

\[ T(z)f = \sum_{\alpha \in \{1, \ldots, M\}} z^{\#\alpha} w_\alpha x_\alpha \]

is uniformly bounded by \(C_L\) as well. By Cauchy’s formula

\[ \pi_M f = \sum_{\#\alpha = 1} w_\alpha x_\alpha = \sum_{\alpha \subseteq \{1, \ldots, M\}} \frac{1}{2\pi i} \int_{\partial B_r} \frac{z^{\#\alpha}}{z^2} w_\alpha x_\alpha \frac{dz}{z} = \frac{1}{2\pi i} \int_{\partial B_r} \frac{T(z)}{z^2} dz. \]

From this identity we infer that

\[ \|\pi_M\| \leq r^{-1} C_L = e^{2\pi L} C_L \leq \frac{8e^{2\pi L}}{\sin(2\theta)} = \frac{8(L^2 + 1)e^{2\pi L}}{L} \leq 10Le^{2\pi}, \]

where we used that \(L \geq 4\pi(2r_p^R)^{p'} \geq 16\pi\) to simplify the expression. This shows that \(X\) is \(K\)-convex with constant \(K_{p,X} \leq 10Le^{2\pi L}\). □

From the above proof we actually see that the following explicit bound holds.

**Theorem 7.4.28.** If \(X\) is a Banach space with type \(p \in (1, 2]\), then \(X\) is \(K\)-convex and

\[ K_{p,X} \leq 10Le^{2\pi L}, \quad L = 4\pi(2r_p^R)^{p'}. \]

For Hilbert spaces \(H\) and \(p = 2\), we know \(K_{2,H}^R = 1\); the above estimate then takes the form

\[ K_{2,H}^R \leq 160\pi e^{32\pi^2} \approx 7 \cdot 10^{39}, \]

which is roughly the square of the number of atoms in the universe (which is currently estimated to be within the range of \(10^{78}\) to \(10^{82}\)).

### 7.5 Contraction principles for double random sums

The inequalities for Rademacher sums and Gaussian sums in a Banach space \(X\) studied in the previous sections often fail for double and multiple random sums. Whether or not inequalities such as the contraction principle extend to such sums becomes a property that the space \(X\) may or may not have. For instance, a Banach space \(X\) is has **Pisier’s contraction property** if the contraction principle holds for double (and then also for multiple) Rademacher (or equivalently, Gaussian) sums in \(X\). A weaker form of this property, sufficient in many applications, is the **triangular contraction property**. As it turns
out, every space $L^p$ with $1 \leq p < \infty$ enjoys Pisier’s contraction property and every UMD Banach space enjoys the triangular contraction property. These facts will be of paramount importance in later chapters. For example, many multiplier theorems admit a vector-valued extension if and only if the Banach space has UMD and satisfies Pisier’s contraction property.

7.5.a Pisier’s contraction property

Let $(\varepsilon'_m)_{m \geq 1}$ and $(\varepsilon''_n)_{n \geq 1}$ be independent Rademacher sequences. By independence, there is no loss of generality in assuming that the sequences live on distinct probability spaces $(\Omega', \mathcal{F}')$ and $(\Omega'', \mathcal{F}'')$, and we shall always assume this to make the arguments more transparent.

On the product space $(\Omega, \mathcal{F}) = (\Omega' \times \Omega'', \mathcal{F}' \times \mathcal{F}'')$, the sequence $(\varepsilon'_m \varepsilon''_n)_{m,n \geq 1}$ consists of Rademacher variables, but as a doubly-indexed sequence it fails to be a Rademacher sequence. To see this let us put $\eta_{mn} := \varepsilon'_m \varepsilon''_n$. Knowing $\eta_{11}$, $\eta_{12}$, $\eta_{21}$, we can express $\eta_{22}$ in terms of these random variables via the identity

$$\eta_{11} \eta_{12} \eta_{21} = \varepsilon'_1 \varepsilon''_1 \varepsilon'_1 \varepsilon''_2 \varepsilon'_2 = \varepsilon'_2 \varepsilon''_2 = \eta_{22}.$$ 

Thus the random variables $\eta_{mn}$ fail independence. Nevertheless, in many situations one would like to manipulate the $\eta_{mn}$ as if they were a genuine Rademacher sequence. In particular one would like to have a contraction principle available.

**Definition 7.5.1 (Pisier’s contraction property).** A Banach space $X$ is said to have Pisier’s contraction property if there exists a constant $C > 0$ such that for all choices of finite scalar sequences $(a_{mn})_{m,n=1}^{M,N}$ and vectors $(x_{mn})_{m,n=1}^{M,N}$ in $X$,

$$\|E' \mathbb{E}'\| \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} a_{mn} \varepsilon'_m \varepsilon''_n x_{mn} \right\|^2 \leq C^2 \|a\|_\infty \|E'' \mathbb{E}'\| \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \varepsilon''_n x_{mn} \right\|^2.$$

The least admissible constant in this definition is denoted by $\alpha_X$. By a simple convexity argument, an equivalent definition is obtained (with the same best constant) if one only considers scalars $a_{mn}$ of modulus one.

From a repeated application of the Kahane–Khintchine inequality,
Thus, moments of any order we see that the moments or order 

\[
L^p(\Omega';X) \ni \sum_{m=1}^M \sum_{n=1}^N \varepsilon_m' \varepsilon_n'' y_m n
\]

\[
= \kappa_{p,q} \left( \left\| E' \left( \left\| \sum_{m=1}^M \varepsilon_n'' \sum_{m=1}^M \varepsilon_m' \varepsilon_n'' y_m n \right\| \right)^{p/q} \right\|^{1/p} \right)
\]

\[
\leq \kappa_{p,q} \left( \left\| \sum_{m=1}^M \varepsilon_m' \varepsilon_n'' y_m n \right\|^{p/q} \right)^{1/p}
\]

\[
= \kappa_{p,q} \left( \left\| \sum_{m=1}^M \varepsilon_m' \varepsilon_n'' y_m n \right\|^{q} \right)^{1/q}
\]

\[
= \kappa_{p,q} \left( E' E'' \left\| \sum_{m=1}^M \sum_{n=1}^N \varepsilon_m' \varepsilon_n'' y_m n \right\|^{q} \right)^{1/q},
\]

we see that the moments or order 2 in Definition 7.5.1 may be replaced by moments of any order \(p\). The resulting constants will be denoted by \(\alpha_{p,X}\). Thus, \(\alpha_X = \alpha_{p,X}\). For \(1 \leq p, q < \infty\) the above estimate implies that

\[
1 \leq \kappa_{p,q}^{2} \alpha_{p,X} \leq \kappa_{p,q}^{2} \alpha_{p,X}.
\]

**Example 7.5.2.** Every Hilbert space \(X\) has Pisier’s contraction property, with constant \(\alpha_X = 1\). This is clear by writing out the square norms as inner products and using the orthonormality of the sequence \((\varepsilon_m' \varepsilon_n'')_{m,n \geq 1}\) in \(L^2\):

\[
E(\varepsilon_m' \varepsilon_n'') = \delta_{m_1,m_2} \delta_{n_1,n_2} = \delta_{(m_1,n_1),(m_2,n_2)}.
\]

**Proposition 7.5.3.** Let \((S, \mathcal{A}, \mu)\) be a measure space and let \(1 \leq p < \infty\). The space \(L^p(S)\) has Pisier’s contraction property. More generally, if \(X\) has Pisier’s contraction property, then \(L^p(S;X)\) has this property and

\[
\alpha_{p,L^p(S;X)} = \alpha_{p,X}.
\]

**Proof.** For all \(f_{mn} \in L^p(S;X)\), \(m = 1, \ldots, M, n = 1, \ldots, N\), we have

\[
E' E'' \left\| \sum_{m=1}^M \sum_{n=1}^N a_{mn} \varepsilon_m' \varepsilon_n'' f_{mn} \right\|_p^{p}.
\]

\[
= \int_S E' E'' \left\| \sum_{m=1}^M \sum_{n=1}^N a_{mn} \varepsilon_m' \varepsilon_n'' f_{mn} \right\|_p^{p} d\mu(s)
\]

\[
\leq \alpha_{p,X} \|a\|_{\infty}^{p} \int_S E' E'' \left\| \sum_{m=1}^M \sum_{n=1}^N \varepsilon_m' \varepsilon_n'' f_{mn} \right\|_p^{p} d\mu(s)
\]

\[
= \alpha_{p,X} \|a\|_{\infty}^{p} \int_S E' E'' \left\| \sum_{m=1}^M \sum_{n=1}^N \varepsilon_m' \varepsilon_n'' f_{mn} \right\|_p^{p}.
\]
This gives the bound \( \alpha_{p,L^p(S;X)} \lesssim \alpha_{p,X} \). The opposite inequality follows from the fact that \( L^p(S;X) \) contains \( X \) as a closed subspace (we are of course assuming here that \( \dim L^p(S) \geq 1 \) to avoid trivialisations).

Pisier’s contraction property is often applied through the following result, in which \((\varepsilon'_m)_{m \geq 1}\) and \((\varepsilon''_n)_{n \geq 1}\) are Rademacher sequences on probability spaces \((\Omega',\mathbb{P}')\) and \((\Omega'',\mathbb{P}'')\) respectively, and let \((\varepsilon_{mn})_{m,n \geq 1}\) are a doubly indexed Rademacher sequence on \((\Omega,\mathbb{P})\).

**Proposition 7.5.4.** Let \( X \) be a Banach space and let \( p \in [1,\infty) \). The following assertions are equivalent:

1. \( X \) has Pisier’s contraction property.
2. there exist constants \( \alpha^+_{p,X} \) and \( \alpha^-_{p,X} \) such that for all finite doubly indexed sequences \((x_{mn})_{m,n=1}^{M,N}\) in \( X \) we have

\[
\frac{1}{\alpha^+_{p,X}} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|_{L^p(\Omega;X)} \leq \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \varepsilon''_n x_{mn} \right\|_{L^p(\Omega' \times \Omega'';X)} \leq \alpha^-_{p,X} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|_{L^p(\Omega;X)}.
\]

(7.42)

3. The mapping \( \varepsilon_{mn} x \mapsto \varepsilon'_m \varepsilon''_n x \) induces an isomorphism of Banach spaces \( \varepsilon_{MN}(X) \simeq \varepsilon_M(\varepsilon_N(X)) \), such that every \( x = (x_{mn})_{m,n=1}^{M,N} \) satisfies

\[
\frac{1}{\alpha^+_{p,X}} \|x\|_{\varepsilon_{MN}(X)} \leq \|x\|_{\varepsilon'_M(\varepsilon''_N(X))} \leq \alpha^-_{p,X} \|x\|_{\varepsilon''_M(\varepsilon'_N(X))}.
\]

The least admissible constants \( \alpha^+_{p,X} \) and \( \alpha^-_{p,X} \) in (7.42) satisfy

\[
\max\{\alpha^+_{p,X}, \alpha^-_{p,X}\} \leq \alpha_{p,X} \leq \alpha^+_{p,X} \alpha^-_{p,X}.
\]

A Gaussian version of Proposition 7.5.4 will be proved in Corollary 7.5.19.

**Proof.** \((1) \Rightarrow (2)\): By randomisation and Fubini’s theorem,

\[
E^p \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\| = E^{p'} E^p \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \varepsilon''_n x_{mn} \right\|^p \geq E E^{p'} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} \varepsilon'_m \varepsilon''_n x_{mn} \right\|^p \leq \alpha^+_{p,X} \alpha^-_{p,X} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \varepsilon''_n x_{mn} \right\|^p.
\]

This gives the left-hand side inequality in (2). To prove the right-hand side inequality in (2) we fix scalars \( \varepsilon_{mn} \) of modulus one and use Pisier’s contraction property once more to obtain
Taking $\epsilon_{mn} = \epsilon_{mn}(\omega)$ and taking expectations,

\[
E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \\
= E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \leq \alpha_{p,X}^{+} E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p.
\]

Taking $\epsilon_{mn} = \epsilon_{mn}(\omega)$ and taking expectations,

\[
E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \leq \alpha_{p,X}^{+} E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \\
= \alpha_{p,X}^{+} E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p = \alpha_{p,X}^{+} E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p.
\]

(2) $\Rightarrow$ (1): By Kahane’s contraction principle applied to the left-hand side sum in (2) we see that $X$ satisfies Pisier’s contraction property with constant

\[
\alpha_{p,X}^{+} \leq \alpha_{p,X}^{-} + \alpha_{p,X}^{+}.
\]

(2) $\Leftrightarrow$ (3): This is just a rewording of the definitions.

In order to generalise Proposition 7.5.4 to multiple sums we need the following notation. Let $(\epsilon_{k}^{(j)})_{k \geq 1}, j = 1, \ldots, d,$ be independent Rademacher sequences. We are concerned with $d$-fold products of these random variables of the form

\[
\epsilon_{k} := \prod_{j=1}^{d} \epsilon_{k_{j}}, \quad k = (k_{1}, \ldots, k_{d}).
\]

Also let $(\epsilon_{k})_{k \in \mathbb{Z}_{+}^d}$ denote a Rademacher sequence indexed by $\mathbb{Z}_{+}^d$.

**Proposition 7.5.5.** Let $X$ be a Banach space and let $p \in [1, \infty)$. The following assertions are equivalent:

1. $X$ has Pisier’s contraction property;

\[
\text{\begin{align*}
E'\epsilon'' & \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \\
& = E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p \leq \alpha_{p,X}^{+} E'\epsilon'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_{mn} \epsilon_{m}^{\prime} \epsilon_{n}^{\prime\prime} x_{mn} \right\|^p.
\end{align*}}
\]


(2) there exists a constant $C \geq 0$ such that for all scalar sequences $(a_k)_{k \in \mathbb{Z}_+^d}$ in $\mathbb{K}$ and all finitely non-zero $(x_k)_{k \in \mathbb{Z}_+^d}$ in $X$ one has

$$\left\| \sum_{k \in \mathbb{Z}_+^d} a_k \varepsilon_k x_k \right\|_{L^p(\Omega; X)} \leq C \|a\|_\infty \left\| \sum_{k \in \mathbb{Z}_+^d} \varepsilon_k x_k \right\|_{L^p(\Omega; X)},$$

(3) there exist constants $C^+ \geq 0$ and $C^- \geq 0$ such that for all finitely non-zero $(x_k)_{k \in \mathbb{Z}_+^d}$ in $X$ one has

$$\frac{1}{C^+} \left\| \sum_{k \in \mathbb{Z}_+^d} \varepsilon_k x_k \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{k \in \mathbb{Z}_+^d} \varepsilon_k x_k \right\|_{L^p(\Omega; X)} \leq C^- \left\| \sum_{k \in \mathbb{Z}_+^d} \varepsilon_k x_k \right\|_{L^p(\Omega; X)}.$$

In this situation we may take $C \leq (\alpha^-_{p, X})^{d-1}(\alpha^+_{p, X})^{d-1}$ and $C^+ \leq (\alpha^-_{p, X})^{d-1}$. 

Proof. (1)⇒(2) and (1)⇒(3): The idea is to use an iteration argument to replace the Rademachers one by one by multi-indexed ones and then to use the Kahane contraction property. This gives the right-hand side estimate in (3). Reversing the argument gives the left-hand side estimate in (3), as well as (2). Let us write out the case $d = 3$. By independence we may assume that the $\varepsilon_i, \varepsilon'_m, \varepsilon''_n$ are defined on distinct probability spaces.

$$\|\varepsilon_i, \varepsilon'_m, \varepsilon''_n\|^p = \left\| \sum_{l,m,n=1}^N a_{l,m,n} \varepsilon'_m x_{lmn} \right\|^p \leq \alpha^-_{p, X} \left\| \sum_{m,n=1}^N \varepsilon'_m \left( \sum_{l=1}^N a_{l,mn} \varepsilon_i x_{lmn} \right) \right\|^p \leq (\alpha^-_{p, X})^2 \left\| \sum_{l,m,n=1}^N \varepsilon_i a_{l,mn} x_{lmn} \right\|^p.$$

By the Kahane contraction principle,

$$\left\| \sum_{l,m,n=1}^N a_{l,mn} \varepsilon_i x_{lmn} \right\|^p \leq \|a\|_\infty \left\| \sum_{l,m,n=1}^N \varepsilon_i x_{lmn} \right\|^p.$$

Finally, reversing the step in the previous computation,

$$\left\| \sum_{l,m,n=1}^N \varepsilon_i a_{l,mn} x_{lmn} \right\|^p \leq (\alpha^+_{p, X})^2 \left\| \sum_{l,m,n=1}^N \varepsilon_i \varepsilon'_m \varepsilon''_n x_{lmn} \right\|^p.$$

(2)⇒(1) and (3)⇒(1): If the scalars $a_{k_1, k_2}$ and vectors $x_{k_1, k_2}$ are given, we apply (2) and (3) with $a_k := a_{k_1, k_2}$ and $x_k := x_{k_1, k_2}$ to arrive at the inequality in Definition 7.5.1, respectively condition (2) of Proposition 7.5.4. \(\square\)
We conclude this subsection with an important example of spaces failing Pisier’s contraction property:

**Proposition 7.5.6.** The Schatten class $\mathcal{C}^p(\ell^2)$ has Pisier’s contraction property if and only if $p = 2$.

**Proof.** The positive result for $p = 2$ is immediate from the fact that $\mathcal{C}^p(\ell^2)$ is a Hilbert space (see Appendix D). To prove the negative result for $p \neq 2$, it suffices to show that the relevant constant of the finite-dimensional spaces $\mathcal{C}^p(\ell^2_N)$ increase unboundedly as $N \to \infty$.

We represent operators on $\ell^2_n$ as matrices $(a_{mn})_{m,n=1}^N$ with respect to the canonical basis $(e_n)_{n=1}^N$. Since $\epsilon_n a_{mn} = \sum_{k=1}^N \epsilon_m \delta_{mk} a_{kn}$ and $\epsilon'_n a_{mn} = \sum_{k=1}^N a_{mk} \delta_{kn} \epsilon'_n$, where the diagonal matrices $(d_{mk} = \epsilon_m \delta_{mk})_{m,k=1}^N$ and $(d'_m = \epsilon'_m \delta_{mk})_{k,n=1}^N$ represent unitary operators for $|\epsilon_m| = |\epsilon'_n| = 1$, it follows from (D.5) that

$$\|(a_{mn})_{m,n=1}^N\|_{\mathcal{C}^p} = \|(\epsilon_m \epsilon'_n a_{mn})_{m,n=1}^N\|_{\mathcal{C}^p},$$

for any fixed $|\epsilon_m| = |\epsilon'_n| = 1$, and then, averaging over all such numbers, that

$$\|(a_{mn})_{m,n=1}^N\|_{\mathcal{C}^p} = \left\| \sum_{m,n=1}^N \epsilon_m \epsilon'_n a_{mn} E_{mn} \right\|_{L^2(\Omega;\mathcal{C}^p)},$$

where $E_{mn}$ is the matrix with entry 1 at the position $(m,n)$, and all other entries equal to zero.

Now it is immediate from the definition of Pisier’s contraction property that, if $|a_{mn}| = |b_{mn}|$, then

$$\frac{\|(a_{mn})_{m,n=1}^N\|_{\mathcal{C}^p}}{\alpha_{\mathcal{C}^p}(\ell^2_N)} \leq \|(b_{mn})_{m,n=1}^N\|_{\mathcal{C}^p} \leq \alpha_{\mathcal{C}^p}(\ell^2_N) \|(a_{mn})_{m,n=1}^N\|_{\mathcal{C}^p}. \quad (7.43)$$

With $N = 2^M$, let us consider the following two matrices on $\ell^2_N = (\ell^2_2)^\otimes M$: Let $A := (\begin{smallmatrix} 1 & 1 \\ 1 & 1 \end{smallmatrix})^\otimes M$, and $B$ be simply the $N \times N$ matrix with all entries equal to one. Since $2^{-1/2} (\begin{smallmatrix} 1 & 1 \\ 1 & 1 \end{smallmatrix})$ is a unitary matrix on $\ell^2_2$, the matrix $A$ is $2^{M/2} = N^{1/2}$ times a unitary matrix on $\ell^2_N$, and hence it can be written as $A = N^{1/2} \sum_{n=1}^N (|q_n|) q_n$ for some orthonormal basis $(q_n)_{n=1}^N$. Thus the approximation numbers of $A$ are $a_n(A) = N^{1/2}$ for all $n = 1, \ldots, N$, and hence

$$\|A\|_{\mathcal{C}^p} = \left( \sum_{n=1}^N a_n(A)^p \right)^{1/p} = N^{1/2+1/p}.$$ 

On the other hand, the matrix $B$ has rank one, and can be written as $B = N( |\epsilon| e)$, where $\epsilon = N^{-1/2} \sum_{n=1}^N e_n$. Thus $a_1(B) = N$ and $a_n(B) = 0$ for $n \geq 2$, so that $\|B\|_{\mathcal{C}^p} = N$. Since the two matrices have entries of size $|a_{mn}| = |b_{mn}| = 1$, we conclude from (7.43) that
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\[ \alpha_{\mathcal{C}^p}(e_N^2) \geqslant \max \left\{ \frac{N}{N^{1/p+1/2}}, \frac{N^{1/p+1/2}}{N} \right\} = N^{1/2-1/p}, \quad N = 2^M, \]

and this increases without limit as \( N \to \infty \) unless \( p = 2 \).

7.5.b The triangular contraction property

In many application it suffices to have the following weaker version of Pisier’s contraction property.

**Definition 7.5.7.** A Banach space \( X \) has the triangular contraction property if there is a constant \( \Delta_X > 0 \) such that all finite sequences \( (x_{mn})_{m,n=1}^M \) in \( X \) satisfy

\[ \left\| \sum_{m=1}^M \sum_{n=1}^m \varepsilon_m^r e_n^r x_{mn} \right\|_{L^2(\Omega^r \times \Omega^r; X)} \leqslant \Delta_X \left\| \sum_{m=1}^M \sum_{n=1}^m \varepsilon_m^r e_n^r x_{mn} \right\|_{L^2(\Omega^r \times \Omega^r; X)}. \]

We denote by \( \Delta_X \) the least admissible constant in this inequality.

Interchanging the roles of the indices \( m \) and \( n \) in the above estimate, we could also have defined the triangular contraction property in terms of the lower triangular projections, and this leads to the same best constant \( \Delta_X \). Using this remark we see that the moments of order 2 in Definition 7.5.7 may be replaced by moments of any order \( p \). The resulting constants will be denoted by \( \Delta_{p,X} \). Thus, \( \Delta_X = \Delta_{2,X} \). For \( 1 \leqslant p < q < \infty \), repetition of the estimate (7.41) shows that

\[ \frac{1}{\kappa_{p,q}^2 \kappa_{q,p}^2} \Delta_{p,X} \leqslant \Delta_{q,X} \leqslant \kappa_{p,q}^2 \kappa_{q,p}^2 \Delta_{p,X}. \]

Trivially, every Banach space with Pisier’s contraction property has the triangular contraction property and \( \Delta_{p,X} \leqslant \alpha_{p,X} \). The converse does not hold: the Schatten class \( \mathcal{C}^p \) with \( 1 < p < \infty \) has the triangular contraction property but does not have Pisier’s contraction property unless \( p \neq 2 \). We refer the reader to Example 7.6.18 in the Notes for a more details on this.

Below we will show that the triangular contraction property implies finite cotype. In particular this implies that \( c_0 \) does not have the triangular contraction property. On the other hand, we will see that every UMD space has the triangular contraction property, and that a Banach lattice has Pisier’s contraction property if and only if it has finite cotype.

**Proposition 7.5.8.** If \( X \) has the triangular contraction property, then so does \( L^p(S; X) \) for all \( p \in [1, \infty) \), and

\[ \Delta_{p,L^p(S; X)} = \Delta_{p,X}. \]

**Proof.** The proof is similar to the case of Pisier’s contraction property in Proposition 7.5.3. \( \square \)
Theorem 7.5.9. Every UMD space has the triangular contraction property, and $\Delta_{p,X} \leq \beta_{p,X}^+$ for all $p \in (1, \infty)$.

For UMD Banach lattices this result can be improved: they even have the stronger Pisier’s contraction property; see Theorem 7.5.20 and the remark following it.

Proof. We need to show that

$$E'E'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{m} \varepsilon_m' \varepsilon_n'' x_{mn} \right\|^p \leq (\beta_{p,X}^+)^p E'E'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{m} \varepsilon_m' \varepsilon_n'' x_{mn} \right\|^p$$  \hspace{1cm} (7.44)

for all vectors $x_{mn} \in X$ and $m, n = 1, \ldots, M$. For $1 \leq n \leq M$ let $\mathcal{F}_n'' = \sigma(\varepsilon_1', \varepsilon_2', \ldots, \varepsilon_n'')$ and $f_m = \sum_{n=1}^{M} \varepsilon_n'' x_{mn}$. Then

$$\sum_{m=1}^{M} \sum_{n=1}^{m} \varepsilon_m' \varepsilon_n'' x_{mn} = \sum_{m=1}^{M} \varepsilon_m' E(f_m | \mathcal{F}_n''),$$

so that (7.44) follows from the Stein inequality (Theorem 4.2.23).

Next we prove that the triangular contraction property (and hence Pisier’s contraction property) implies finite cotype. Moreover, we will prove a Gaussian counterpart of Proposition 7.5.4. Since both of these properties are local, in view of Corollary 7.3.14, all we need to do is exhibit an example of a Banach space not having the triangular contraction property.

Proposition 7.5.10. We have $\lim_{N \to \infty} \Delta_{\ell^2/(\ell^2_N)} = \infty$. As a consequence, the Banach space of all compact operators acting on $\ell^2$ fails the triangular contraction property.

For the proof we need two lemmas.

Lemma 7.5.11 (Discrete Hilbert transform). For all $x \in \ell^2$,

$$\sum_{m \in \mathbb{Z}} \left| \sum_{n \neq m} \frac{x_n}{m} \right|^2 \leq \pi^2 \|x\|^2.$$  

Proof. By density it suffices to consider elements $x \in \ell^2$ with finite support. Let $f_x : [0, 1] \to \mathbb{C}$ be given by the finite sum $f_x(t) = \sum_{n \in \mathbb{Z}} e^{2\pi int} x_n$. Since $\int_0^1 (1 - 2t) e^{-2\pi int} \, dt$ equals $\frac{1}{\pi n}$ for $n \neq 0$ and 0 for $n = 0$, for all $m \in \mathbb{Z}$ we have

$$y_m := \sum_{n \neq m} \frac{x_n}{m-n} = \sum_{n \neq 0} \frac{x_m-n}{n} = \sum_{n \neq 0} i\pi x_{m-n} \int_0^1 (1 - 2t) e^{-2\pi int} \, dt$$
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\[ = i\pi \int_0^1 e^{-2\pi imt} (1 - 2t) \sum_{n \neq 0} x_{m-n} e^{2\pi i (m-n)t} \, dt \]

\[ = i\pi \int_0^1 e^{-2\pi imt} (1 - 2t) f_x(t) \, dt. \]

Therefore, by Plancherel’s identity,

\[ \sum_{m \in \mathbb{Z}} |y_m|^2 = \pi^2 \int_0^1 |(1 - 2t)f_x(t)|^2 \, dt \leq \pi^2 \int_0^1 |f_x(t)|^2 \, dt = \pi^2 \sum_{m \in \mathbb{Z}} |x_m|^2. \]

\[ \square \]

**Lemma 7.5.12.** Let \( N \) be a positive integer and let the lower triangle projection \( T_N : \mathcal{L}(\ell_N^2) \to \mathcal{L}(\ell_N^2) \) be defined by

\[ (T_N A)_{mn} = \begin{cases} a_{mn}, & \text{if } m \geq n; \\ 0, & \text{otherwise}, \end{cases} \]

where we identified \( A \in \mathcal{L}(\ell_N^2) \) with an \( N \times N \) matrix \((a_{mn})\). Then

\[ \|T_N\| \geq \pi^{-1} (\log(N) - 1). \]

The same estimate holds for the norm of the upper triangle projection.

**Proof.** Let \((a_{mn})\) be the \( N \times N \) Hilbert matrix with coefficients \( a_{mn} = \frac{1}{m-n} \) if \( m \neq n \) and \( a_{mn} = 0 \) if \( m = n \). By Lemma 7.5.11, for all \( x \in \ell_N^2 \) we have

\[ \|Ax\|^2 = \sum_{m=1}^{N} \left| \sum_{n \neq m} x_n \frac{1}{m-n} \right|^2 \leq \pi^2 \|x\|^2. \]

On the other hand, since \( e = (1, \ldots , 1) \in \ell_N^2 \) satisfies \( \|e\| = \sqrt{N} \), we obtain

\[ \|T_N A\| \geq N^{-1} |\langle (T_N A)e, e \rangle| = N^{-1} \sum_{m=1}^{N} \sum_{n=1}^{m-1} \frac{1}{m-n} \]

\[ \geq N^{-1} \sum_{m=1}^{N} \int_0^{m-1} \frac{1}{m-t} \, dt = N^{-1} \sum_{m=1}^{N} \log(m) \]

\[ \geq N^{-1} \int_0^{N} \log(t) \, dt = \log(N) - 1. \]

Therefore, \( \log(N) - 1 \leq \|T_N A\| \leq \|T_N\| \|A\| \leq \pi \|T_N\| \). The final assertion is clear from the above proof. \( \square \)

**Proof of Proposition 7.5.10.** Fix \( N \geq 3 \). By Lemma 7.5.12 it suffices to show that \( \Delta_{\mathcal{L}(\ell_N^2)} \geq \|T_N\| \). Fix \( x \in \mathcal{L}(\ell_N^2) \), let \((u_{mn})\) be the standard basis in
Proposition 7.5.14. We have \( \lim_{N \to \infty} \Delta_{\mathcal{C}^1(\ell^2_N)} = \infty \). As a consequence, the space \( \mathcal{C}^1(\ell^2) \) of trace class operators on \( \ell^2 \) does not have the triangular contraction property.

Proof. Fix \( N \geq 3 \). As before it suffices to estimate \( \Delta_{\mathcal{C}^1(\ell^2_N)} \) from below. Let \( S_N \) be the lower triangle projection on the space \( \mathcal{C}^1(\ell^2_N) \). As in the proof of Proposition 7.5.10, \( \Delta_{\mathcal{C}^1(\ell^2_N)} \geq \|S_N\| \). By Theorem D.2.6, the trace duality pairing

\[
\langle x, y \rangle = \text{tr}(xy), \quad x \in \mathcal{C}^1(\ell^2_N), \quad y \in \mathcal{L}(\ell^2_N),
\]
sets up an isometric isomorphism \((e^*(L^2_N))^* \cong \mathcal{L}(L^2_N)\). Moreover, since \(S_N = U_N\), the upper triangle projection on \(\mathcal{L}(L^2_N)\), it follows that \(\Delta_{e^*(L^2_N)} \geq \|S_N\| = \|T_N\| \geq \pi^{-1}(\log(N) - 1)\).

7.5.c Duality and interpolation

We proceed with a duality result for the double random sum properties introduced in Section 7.5.

**Proposition 7.5.15 (Duality of contraction properties).** Let \(X\) be a \(K\)-convex Banach space.

1. \(X\) has Pisier’s contraction property if and only if \(X^*\) has Pisier’s contraction property.
2. \(X\) has the triangular contraction property if and only if \(X^*\) has the triangular contraction property.

Moreover, \(\alpha_{X^*} \leq K^2_{2,1} \alpha_X\) and \(\Delta_X^\star \leq K^2_{2,1} \Delta_X\).

**Proof.** (1): Suppose first that \(X\) has Pisier’s contraction property. Choose scalars \(a_{mn}\) such that \(\sup_{m,n} |a_{mn}| \leq 1\). Let \((\varepsilon'_{m})^M_{m=1}\) and \((\varepsilon''_n)^N_{n=1}\) be Rademacher sequences on probability spaces \((\Omega', \mathbb{P}')\) and \((\Omega'', \mathbb{P}'')\), respectively. Let \(T\) be the bounded linear operator on \(\varepsilon(X)\) given by

\[
T \left( \sum_{n=1}^{N} \sum_{m=1}^{M} \varepsilon''_n \varepsilon'_m x_{mn} \right) = \sum_{m=1}^{M} \sum_{n=1}^{N} a_{mn} \varepsilon''_n \varepsilon'_m x_{mn}.
\]

Then \(\|T\| \leq \alpha_X\). Let \(\varepsilon > 0\) be arbitrary and fixed. Given \(x^*_m\) in \(X^*\), put \(g := \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \varepsilon''_n x^*_m\). By Proposition 1.3.1 we can find \(f \in L^2(\Omega' \times \Omega'', X)\) of norm \(\leq 1\) such that

\[
\|Tg\|_{L^2(\Omega' \times \Omega'', X^*)} \leq \|\langle f, Tg \rangle\| + \varepsilon.
\]

Denote by \(\pi'_M\) and \(\pi''_N\) the Rademacher projections on \(\Omega'\) and \(\Omega''\) respectively. As \(Tg = \pi''_N \pi'_M Tg = \pi'_M \pi''_N Tg\) we obtain

\[
\|\langle f, Tg \rangle\| = \|\langle T \pi''_N \pi'_M f, g \rangle\| \\
\leq \|T\| \|\pi''_N\| \|\pi'_M\| \|f\|_{L^2(\Omega' \times \Omega'', X)} \|g\|_{L^2(\Omega' \times \Omega'', X^*)} \\
\leq \alpha_X K^2_{2,1} \|g\|_{L^2(\Omega' \times \Omega'', X^*)}.
\]

Combining the estimates and letting \(\varepsilon \downarrow 0\), we find \(\|Tg\|_{L^2(\Omega' \times \Omega'', X^*)} \leq \alpha_X K^2_{2,1} \|g\|_{L^2(\Omega' \times \Omega'', X^*)}\) and hence \(X^*\) has Pisier’s contraction property.

For the converse assume that \(X^*\) has Pisier’s contraction property. By Proposition 7.4.5 \(X^*\) is \(K\)-convex. Therefore, by the result just proved, \(X^{**}\) has Pisier’s contraction property. Since \(X\) can be identified with a closed subspace of \(X^{**}\), \(X\) has Pisier’s contraction property.

(2): This follows from the proof of (1), taking \(a_{mn} = 1\) if \(m \leq n\) and \(a_{mn} = 0\) otherwise. \(\square\)
By iterating the interpolation of $\varepsilon^p(X)$-spaces in Theorem 7.4.16, we obtain:

**Proposition 7.5.16.** Let $(X_0, X_1)$ be an interpolation couple of $K$-convex Banach spaces $X_0$ and $X_1$. Let $\theta \in (0, 1)$ and assume that $p_0, p_1, p \in (1, \infty)$ satisfy $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$. Then

(1) We have
\[
[\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))]_\theta = \varepsilon^p(\varepsilon^p(X_\theta))
\]
with equivalence of norms
\[
\|x\|_{\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))}_\theta \lesssim \|x\|_{\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))}_\theta \lesssim (K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1})^2 \|x\|_{\varepsilon^p(\varepsilon^p(X_\theta))},
\]
for all sequences $x = (x_n)_{n \geq 1}$ in the interpolation space $X_\theta = [X_0, X_1]_\theta$. The first inequality does not require any $K$-convexity assumptions.

(2) Replacing each occurrence of the complex interpolation functor $[\cdot, \cdot]_\theta$ by the real interpolation functor $(\cdot, \cdot)_{\theta, p_0, p_1}$ in (1), the resulting statement is also true.

**Proof.** As indicated, the proof is just an iteration of Theorem 7.4.16: For the identity of spaces, we have
\[
[\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))]_\theta = \varepsilon^p([\varepsilon^{p_0}(X_0), \varepsilon^{p_1}(X_1)]_\theta) = \varepsilon^p(\varepsilon^p(X_\theta)),
\]
where both equalities are applications of Theorem 7.4.16. For the norm bounds, we have
\[
\|x\|_{\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))}_\theta \lesssim K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1} \|x\|_{\varepsilon^{p_0}(\varepsilon^{p_0}(X_0)), \varepsilon^{p_1}(\varepsilon^{p_1}(X_1))}_\theta \lesssim K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1} K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1} \|x\|_{\varepsilon^p(\varepsilon^p(X_\theta))},
\]
and moreover $K_{p_1, \varepsilon^{p_1}(X_1)} = K_{p_1, X_1}$ since $X_1 \subseteq \varepsilon^{p_1}(X_1) \subseteq L^p(\Omega; X_1)$ and $K_{p_1, L^p(\Omega; X_1)} = K_{p_1, X_1}$ (Example 7.4.7). The remaining claims are similar and entirely routine. \qed

As a consequence we have:

**Proposition 7.5.17 (Interpolation of contraction properties).** Let $(X_0, X_1)$ be an interpolation couple of $K$-convex Banach spaces $X_0$ and $X_1$. Let $\theta \in (0, 1)$ and $p, p_0, p_1 \in (1, \infty)$ satisfy $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$.

(1) If $X_0$ and $X_1$ have Pisier’s contraction property, then the complex interpolation spaces $X_\theta = [X_0, X_1]_\theta$ and the real interpolation spaces $X_{\theta, p_0, p_1} = (X_0, X_1)_{\theta, p_0, p_1}$ have Pisier’s contraction property and
\[
\alpha_{p, X_\theta} \lesssim (K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1})^2 \alpha_{p_0, X_0} \alpha_{p_1, X_1},
\]
\[
\alpha_{p, X_{\theta, p_0, p_1}} \lesssim (K^{1-\theta}_{p_0, X_0} K^{\theta}_{p_1, X_1})^2 \alpha_{p_0, X_0} \alpha_{p_1, X_1},
\]
(2) If \(X_0\) and \(X_1\) have the triangular contraction property, then the complex interpolation spaces \(X_\theta = [X_0, X_1]_\theta\) and the real interpolation spaces \(X_{\theta,p_0,p_1} = (X_0, X_1)_{\theta,p_0,p_1}\) have the triangular contraction property and

\[
\Delta_{p,X_\theta} \leq (K_{p_0,X_0}^{1-\theta} K_{p_1,X_1}^\theta)^2 \Delta_{p_0,X_0}^{1-\theta} \Delta_{p_1,X_1},
\]

\[
\Delta_{p,X_{\theta,p_0,p_1}} \leq (K_{p_0,X_0}^{1-\theta} K_{p_1,X_1}^\theta)^2 \Delta_{p_0,X_0}^{1-\theta} \Delta_{p_1,X_1}.
\]

Recall that \(X_{\theta,p_0,p_1} = (X_0, X_1)_{\theta,p}\) with equivalent norms (see Appendix C.3.14). The reason the square of the \(K\)-convexity constant appears in the estimate is that the interpolation of \(\varepsilon\)-spaces of Theorem 7.4.16 has to be used twice due to the double random sums.

**Proof.** Both contraction properties are statements about uniform boundedness of operators \(T : (x_{m,n})_{m,n \geq 1} \to (\alpha_{m,n} x_{m,n})_{m,n \geq 1}\) on \(\varepsilon^p(\varepsilon^q(X))\), over different ranges of the coefficients \(\alpha_{m,n}\). By Proposition 7.5.16, we have

\[
\|T\|_{\mathcal{L}(\varepsilon^p(\varepsilon^q(X_\theta)))} \leq (K_{p_0,X_0}^{1-\theta} K_{p_1,X_1}^\theta)^2 \|T\|_{\mathcal{L}(\varepsilon^p(\varepsilon^q(X_0))_\theta, \varepsilon^p(\varepsilon^q(X_1))_\theta)}
\]

\[
\leq (K_{p_0,X_0}^{1-\theta} K_{p_1,X_1}^\theta)^2 \|T\|_{\mathcal{L}(\varepsilon^p(\varepsilon^q(X_0)))} \|T\|_{\mathcal{L}(\varepsilon^p(\varepsilon^q(X_1)))^\theta},
\]

and estimates for \(\varepsilon^p, X_\theta\) follow at once. The case of \(X_{\theta,p_0,p_1}\) is entirely similar. \(\square\)

### 7.5.d Gaussian version of Pisier’s contraction property

We next discuss a Gaussian version of Pisier’s contraction property. In what follows we let \((\gamma_n)_{n \geq 1}\) and \((\gamma'_n)_{n \geq 1}\) be Gaussian sequences, defined on distinct probability spaces \((\Omega, P)\) and \((\Omega', P')\) respectively, and let \((\varepsilon'_n)_{n \geq 1}\) be a Rademacher sequence on \((\Omega', P')\). For any Banach space \(X\), Proposition 6.1.15 and randomisation imply that

\[
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} = \left\| \sum_{n=1}^{N} \varepsilon'_n \gamma_n x_n \right\|_{L^2(\Omega \times \Omega'; X)}
\]

\[
\leq \frac{1}{\mathbb{E} |\gamma|} \left\| \sum_{n=1}^{N} \gamma'_n \gamma_n x_n \right\|_{L^2(\Omega \times \Omega'; X)}.
\]

In the next proposition we show that the first and last random sum are equivalent if and only if \(X\) has finite cotype.

**Proposition 7.5.18.** For a Banach space \(X\) the following assertions are equivalent:

1. there exists a constant \(C > 0\) such that for all sequences \(x_1, \ldots, x_N\) in \(X\),

\[
\left\| \sum_{n=1}^{N} \gamma_n \gamma'_n x_n \right\|_{L^2(\Omega \times \Omega'; X)} \leq C \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)};
\]

2. \(X\) has finite cotype.
(2) $X$ has finite cotype.

Proof. (2)$\Rightarrow$(1): Applying pointwise in $\omega \in \Omega$ the comparability of Gaussian and Rademacher sums in $L^2(\Omega'; X)$ established in Corollary 7.2.10 (also using the notation of the said corollary) and (de)randomisation, we have:

$$
\left\| \sum_{n=1}^{N} \gamma_n \xi_n x_n \right\|_{L^2(\Omega \times \Omega'; X)} \leq \kappa_{2,q} A_{q,X} \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^2(\Omega \times \Omega'; X)}
= A_{q,X} \left\| \sum_{n=1}^{N} \xi_n x_n \right\|_{L^2(\Omega'; X)}.
$$

(1)$\Rightarrow$(2): By Lemma 7.3.12 and the Maurey–Pisier Theorem 7.3.8 it suffices to show that $\limsup_{N \to \infty} C_{\ell^q_2} = \infty$, where $C_{\ell^q_2}$ denotes the least constant for the right-hand side inequality in (1) for the space $\ell^q_2$.

We claim that

$$
\mathbb{E} \left( \max_{1 \leq n \leq N} \left| \gamma_n' \gamma_n \right| \right) \geq \frac{1}{2e} \log N, \quad \mathbb{E} \left( \max_{1 \leq n \leq N} \left| \gamma_n \right|^2 \right) \leq 2 \log(2N). \quad (7.45)
$$

The second estimate follows from Proposition E.2.21. For proving the first inequality we note that for all $t > 0$,

$$
(\mathbb{P} \times \mathbb{P}')(\left| \gamma_n' \gamma_n \right| > t) = \frac{1}{\pi} \int \int_{\{x > 0, y > 0, xy > t\}} e^{-\frac{1}{2}(x^2 + y^2)} \, dx \, dy
= \frac{1}{\pi} \int_{0}^{\frac{1}{2}\pi} \int_{\sqrt{2t} \sin \theta}^{\infty} e^{-\frac{1}{2}r^2} \, dr \, d\theta
= \frac{1}{\pi} \int_{0}^{\frac{1}{2}\pi} e^{-t/\sin(2\theta)} \, d\theta
\geq \frac{1}{\pi} \int_{\frac{1}{3}\pi}^{\frac{1}{2}\pi} e^{-2t} \, d\theta = \frac{2}{3} e^{-2t} > e^{-2t-1}.
$$

Thus,

$$
\mathbb{E} \mathbb{E}' \left( \max_{1 \leq n \leq N} \left| \gamma_n' \gamma_n \right| \right) = \int_{0}^{\infty} (\mathbb{P} \times \mathbb{P}') \left\{ \max_{1 \leq n \leq N} \left| \gamma_n' \gamma_n \right| > t \right\} \, dt
\geq \int_{0}^{\infty} \left[ 1 - (1 - e^{-2t-1})N \right] \, dt
= \frac{1}{2} \int_{0}^{e^{-1}} \frac{1}{u}(1 - (1 - u)^N) \, du
= \frac{1}{2} \int_{0}^{e^{-1}} \sum_{n=0}^{N-1} (1 - u)^n \, du
$$

$$
= \frac{1}{2} \left( 1 - e^{-N} \right) \sum_{n=0}^{N-1} \frac{1}{n!} e^{-n} \sum_{k=0}^{n} \frac{1}{k!} e^{-k}
= \frac{1}{2} \left( 1 - e^{-N} \right) \sum_{n=0}^{N-1} \frac{1}{n!} e^{-n} e^{-n}
= \frac{1}{2} \left( 1 - e^{-N} \right) \sum_{n=0}^{N-1} \frac{1}{n!} e^{-2n}.
$$
This completes the proof of (7.45).

By (7.45) and the Cauchy–Schwarz inequality,

\[
\left( \frac{1}{2e} \log N \right)^2 \leq \mathbb{E} \mathbb{E}' \left\| \sum_{n=1}^{N} \gamma_n' u_n \right\|_{\ell^2_N}^2 \leq C^2_{\ell^2_N} \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n u_n \right\|_{\ell^2_N}^2 \leq C^2_{\ell^2_N} 2 \log(2N).
\]

This implies that \( \limsup_{N \to \infty} C_{\ell^2_N} = \infty \), and the result follows. \( \square \)

**Corollary 7.5.19 (Pisier’s contraction property, Gaussian version).**

For a Banach space \( X \) the following assertions are equivalent:

1. for all finite doubly indexed sequences \( (x_{mn})_{m,n=1}^{M,N} \) in \( X \) we have

\[
\mathbb{E} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|^2 \approx_X \mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn}' \gamma_{mn}'' x_{mn} \right\|^2. \tag{7.46}
\]

2. \( X \) has Pisier’s contraction property.

**Proof.** (2)⇒(1): By Corollary 7.5.13, (2) implies that \( X \) has finite cotype. By Proposition 6.1.15 and randomisation,

\[
\mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn}' \gamma_{mn}'' x_{mn} \right\|^2 \approx_X \mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn}' \varepsilon_{mn}'' x_{mn} \right\|^2.
\]

In the same way,

\[
\mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn}' \varepsilon_{mn}'' x_{mn} \right\|^2 \approx_X \mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn}' \varepsilon_{mn}'' x_{mn} \right\|^2.
\]

Putting this identities together, invoking Proposition 7.5.4, and using Proposition 6.1.15 once more, we obtain

\[
\mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} \gamma_{mn}'' x_{mn} \right\|^2 \approx_X \mathbb{E}' \mathbb{E}'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^2
\]

\[
\approx_X \mathbb{E} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^2 \approx_X \mathbb{E} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|^2.
\]

(1)⇒(2): Taking \( x_{mn} = x_n \) if \( m = n \) and \( x_{mn} = 0 \) otherwise, it follows from Proposition 7.5.18 that \( X \) has finite cotype. Then, arguing in the same way,
we have
\[
\mathbb{E}\left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon_{mn} x_{mn} \right\|^2 \approx_X \mathbb{E}\left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|^2
\]
\[
\approx_X \mathbb{E}' E'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma'_{mn} \gamma''_{mn} x_{mn} \right\|^2 \approx_X \mathbb{E}' E'' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_{mn} \varepsilon''_{mn} x_{mn} \right\|^2.
\]
By Proposition 7.5.4, this implies that \( X \) has Pisier’s contraction property. \( \square \)

7.5.e Double random sums in Banach lattices

We conclude our discussion of double random sums by the following theorem, which shows that, in the special case of Banach lattices, Pisier’s contraction property is but a reformulation of finite cotype.

**Theorem 7.5.20 (Pisier).** A Banach lattice \( X \) has Pisier’s contraction property if and only if it has finite cotype. Specifically, if \( X \) has cotype \( q \), then
\[
\alpha_{2q,X} \leq 6(\kappa_{p,2q}^R)^2 q c_{q,X}.
\]
Since every UMD space has finite cotype by Proposition 7.3.15, as a consequence we note that every UMD lattice \( X \) has Pisier’s contraction property.

**Proof of Theorem 7.5.20.** That Pisier’s contraction property implies finite cotype was already observed in Corollary 7.5.13.

For the other direction, the key is to apply Proposition 7.2.15 to the simple function \( f := \sum_{m=1}^{M} \sum_{n=1}^{N} r_{m} r_{n}^* \alpha_{mn} x_{mn} \). Using first the iterated Kahane–Khintchine inequality in (7.41), this gives
\[
\left\| \sum_{m=1}^{M} \sum_{n=1}^{N} r_{m} r_{n}^* \alpha_{mn} x_{mn} \right\|_{L^p(\Omega;X)} \leq (\kappa_{p,2q}^R)^2 \left\| f \right\|_{L^{2q}(\Omega;X)}
\]
\[
\leq 3(\kappa_{p,2q}^R)^2 c_{q,X} \left\| f \right\|_{X(L^{2q}(\Omega))}.
\]
Writing out the definition, using the iterated Kahane–Khintchine inequality in (7.41) twice more and a trivial contractivity estimate of \( \ell^2 \) sums in between, we have
\[
\left\| f \right\|_{X(L^{2q}(\Omega))} := \left\| \left( \mathbb{E}\left[ \mathbb{E}\left[ M \sum_{m=1}^{M} \sum_{n=1}^{N} r_{m} r_{n}^* \alpha_{mn} x_{mn} \right]^{2q} \right]^{1/2q} \right) \right\|
\]
\[
\leq (\kappa_{2q,2}^R)^2 \left\| \left( \sum_{m=1}^{M} \sum_{n=1}^{N} |\alpha_{mn} x_{mn}|^2 \right)^{1/2} \right\| \leq (\kappa_{2q,2}^R)^2 \left\| \left( \sum_{m=1}^{M} \sum_{n=1}^{N} |x_{mn}|^2 \right)^{1/2} \right\|
\]
\[
\leq (\kappa_{2q,2}^R)^2 2 \mathbb{E}\left[ \sum_{m=1}^{M} \sum_{n=1}^{N} |x_{mn}|^2 \right] \leq (\kappa_{2q,2}^R)^2 2 \mathbb{E}\left[ \sum_{m=1}^{M} \sum_{n=1}^{N} r_{m} r_{n}^* x_{mn} \right].
\]
Finally, note that $3(\kappa_{2q,2}^2)^2 < 3 \cdot 2q = 6q$. 

### 7.6 Notes

General references covering aspects of the geometry of Banach spaces related to this chapter include Lindenstrauss and Tzafriri [1979], Pisier [1989], Ledoux and Talagrand [1991], Diestel, Jarchow, and Tonge [1995], Pietsch and Wenzel [1998], Li and Queffélec [2004], Albiac and Kalton [2006], Garling [2007], and Pisier [2016].

Section 7.1

The story of the birth of the notions of type and cotype is told in the review paper by Maurey [2003]. The origins are two-fold: on the one hand, type and cotype properties appeared in connection with summing operators, and on the other hand these notions allowed vector-valued extensions of some of the classical theorems of probability theory, such as the law of large numbers and the central limit theorem. Our presentation places the emphasis on the former, although in later chapters we will see plenty of applications of the ideas of this chapter to vector-valued harmonic and stochastic analysis.

The analogue of Proposition 7.1.3 for cotype does not hold in general (see Garling and Montgomery-Smith [1991]). Further examples of Banach space properties that do not interpolate (the Radon-Nikodým property being one of them) can be found in the same paper.

The order of the type and cotype constants of $\ell^1_N$ and $\ell^\infty_N$ given in Proposition 7.1.7 is folklore. The type 2 constant $\tau_{2,\ell^1_N}$ has been studied in detail in Dümbgen, van de Geer, Veraar, and Wellner [2010]. In particular, the following is shown:

$$ c_{\ell^1_N}^2 := E \max_{1 \leq n \leq N} |\gamma_n|^2 \leq \tau_{2,\ell^\infty_N}^2 \leq 2 \log(2N). $$

Moreover, in the real case $c_{\ell^1_N}^2/2 \log(2N) \to 1$ as $N \to \infty$.

The result that the Schatten classes $\mathcal{C}^p$, $p \in [1, \infty)$, have type $p \wedge 2$ and cotype $p \vee 2$ is due to Tomczak-Jaegermann [1974]. In Proposition 7.1.11 we only covered the case $p \in (1, \infty)$; the case $p = 1$ requires a different argument and will not be needed here. The result has been extended to more general non-commutative $L^p$-spaces by Fack [1987].

Theorem 7.1.14 is due to König and Tzafriri [1981]. An alternative approach due to Hinrichs [1996] based on the notion of Walsh type will be explained in Corollary 7.6.14.

It is an interesting observation of Pisier (see James [1978]) that in the definition of type 2 it suffices to consider vectors of norm one.
The results on $\xi$-type $p$ and $\xi$-cotype $q$ presented in Proposition 7.1.18 are folklore. A discussion on Proposition 7.1.19 and its consequences is given in the Notes of Section 7.2. Theorem 7.1.20(2) was proved by Dodds and Sukochev [1997].

The strong law of large numbers

The notion of type is closely connected to the strong law of large numbers in Banach spaces. Probability theory in Banach spaces is a subject in its own right, and all we can do here is to highlight some of the main results. The interested reader is referred to the monographs of Hoffmann-Jörgensen [1977], Ledoux and Talagrand [1991], Linde [1986] and Vakhania, Tarieladze, and Chobanyan [1987].

We recall a version of the strong law valid in general Banach spaces due to Mourier [1949] and contained in Theorem 3.3.10: If $(\xi_n)_{n \geq 1}$ is a sequence of independent, identically distributed random variables in $L^1(\Omega; X)$ with mean zero, then

$$
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \xi_n = 0 \quad \text{almost surely.} \tag{7.47}
$$

It was the basic discovery of Beck [1962] that the assumption on identical distribution may be relaxed under a condition on the Banach space $X$:

**Theorem 7.6.1 (Beck).** A Banach space $X$ has non-trivial type if and only if the following property holds:

For every sequence of independent mean zero random variables $(\xi_n)_{n \geq 1}$ that is bounded in $L^2(\Omega; X)$ we have (7.47).

Originally, this was stated in terms of so-called $B$-convexity (see Definition 7.6.7) instead of non-trivial type, but the two conditions are now known to be equivalent (see Proposition 7.6.8).

It is also possible to characterise any given type $p \in (1, 2]$ through a version of the strong law. This is due to Hoffmann-Jörgensen and Pisier [1976] and De Acosta [1981].

**Proposition 7.6.2.** A Banach space $X$ has type $p \in (1, 2]$ if and only if the following property holds:

For every sequence of independent mean zero random variables $(\xi_n)_{n \geq 1}$ satisfying

$$
\sum_{n \geq 1} n^{-p} \mathbb{E} \|\xi_n\|^p < \infty,
$$

we have (7.47).

A thorough study of the strong law of large numbers, the central limit theorem, and the law of the iterated logarithm in Banach spaces is undertaken in Hoffmann-Jörgensen [1977] and Ledoux and Talagrand [1991].
The notion of a summing operator has its roots in the work of Grothendieck [1953] who proved, in effect, that every operator from $\ell^1$ to $\ell^2$ is 1-summing; this is known as Grothendieck’s inequality. The general definition of $p$-summing operators is due to Pietsch [1966/1967]. It was through the work of Lindenstrauss and Pelczynski [1971] that the fundamental importance of this inequality was realised and the connections with summing operators were established. Standard references for the modern theory of summing operators are the monographs Diestel, Jarchow, and Tonge [1995], Jameson [1987] and Tomczak-Jaegermann [1989]. They also provide extensive historical and bibliographical notes.

Proposition 7.2.3 implies that if $X$ has cotype $q$, then the identity operator $I_X$ is $(q,1)$-summing. In Talagrand [1992b], it was proved that the converse statement holds for $q > 2$. He also showed that the converse does not hold for $q = 2$ (see Talagrand [1992a]). We refer to the monograph Talagrand [2014, Chapter 16] for a survey of these results and several related open problems.

In Pisier’s factorisation Theorem 7.2.4 one has $\pi_{q,1}(T) \leq C \leq q^{1/q} \pi_{q,1}(T)$. Montgomery-Smith [1990] proved that the factor $q^{1/q}$ is best possible. Kalton and Montgomery-Smith [1993] have extended Theorem 7.2.4 to quasi-Banach spaces and therefore many of the presented consequences can be proved in this setting as well (see Kalton [2005]). Defant and Sánchez Pérez [2009] proved a version of Theorem 7.2.4 for Banach function spaces instead of $L^{p,1}$-spaces.

Theorem 7.2.6 is due to Hytönen and Veraar [2009] and can be viewed as an extension of Ledoux and Talagrand [1991, Proposition 9.14] and Pisier [1986a, Proposition 3.2(ii)], where (7.13) is proved in the case that the functions $f_n$ of independent, symmetric, identically distributed random variables. A similar technique was used in Maurey and Pisier [1976]. Hytönen and Veraar [2009] also contains a dual version of Theorem 7.2.6 for spaces with type $p$, which generalises a corresponding results for independent identically distributed random variables in Ledoux and Talagrand [1991, Proposition 9.15]. In the case $q = 2$ in Theorem 7.2.6, a version of the estimate (7.14) (with different constant without blow-up) also holds at the end-point $r = q = 2$ and follows from Theorem 7.1.20. Corollary 7.1.24 for spaces of Gaussian cotype 2 is due to Pisier [1986b].

On the equivalence of $\xi$-cotype $q$ and cotype $q$

Corollary 7.2.11, on the equivalence of Gaussian cotype $q$ and cotype $q$, and Corollary 7.2.10, on the comparison of Rademacher and Gaussian sums, are due to Maurey and Pisier [1976]. They derived these results from the Maurey–Pisier Theorem 7.3.8 and a variant of Theorem 7.2.6. In Proposition 7.1.19 we gave a simple proof of the weaker statement that $\xi$-cotype $q$ implies cotype $r$ for every $r > q$ which is inspired by Talagrand [1992a]. In this paper a characterisation of operators $T : C(K) \to X$ of cotype $q$ is given in terms of a factorisation through a certain Lorentz space depending on $q$. 
The extension of Khintchine’s inequality of Theorem 7.2.13 is due to Maurey [1974b]. For \( K \)-convex Banach lattices the difficult part of Theorem 7.2.13 can be proved by a duality argument which avoids the use of Pisier’s factorisation Theorem 7.2.4:

**Proposition 7.6.3.** Let \( X \) be a \( K \)-convex Banach lattice. Then

\[
\left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^2(\Omega; X)} \leq K_{2,X}^{R} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2}.
\]

**Proof.** The following version of the Cauchy–Schwarz inequality for the Krivine calculus discussed in Appendix F holds: for all \( x_1, \ldots, x_N \in X^* \),

\[
\left| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \right| \leq \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \left( \sum_{n=1}^{N} |x_n^*|^2 \right)^{1/2},
\]

where \( \frac{1}{p} + \frac{1}{p'} = 1 \). A proof can be found in Lindenstrauss and Tzafriri [1979, Proposition 1.d.2]. Hence by easy half of the Khintchine–Maurey inequality (Theorem 7.2.13), applied to \( X^* \),

\[
\left\| \sum_{n=1}^{N} \langle x_n, x_n^* \rangle \right\| \leq \kappa_{2,1}^{R} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \left\| \sum_{n=1}^{N} r_n x_n^* \right\|_{L^2(\Omega; X^*)}.
\]

Taking the supremum over all \( x_n^*, \ldots, x_N^* \in X^* \) subject to the condition

\[
\left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^2(\Omega; X)} \leq 1
\]

it follows from Corollary 7.4.6 that

\[
\left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^2(\Omega; X)} \leq K_{2,X}^{R} \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2}.
\]

\( \square \)

Section 7.3

Our presentation of the factorisation theorems of Kwapien [1972] and Maurey [1974c] follows Albiac and Kalton [2006]. These theorems are frequently applied to show that certain results, valid in a Hilbert space context, cannot be extended to more general Banach spaces. One such application (already contained in Kwapien [1972]) is Theorem 7.3.5 which shows that, up to isomorphism, Hilbert spaces are the only Banach spaces with Fourier type 2. The original proof of Proposition 7.3.3 uses ultrafilter techniques to reduce the problem to the finite-dimensional case (see also Lindenstrauss and Pelczyński [1971, Theorem 7.3]).

The method used to prove Theorem 7.3.8 is a variation of Pisier [1974] and Hinrichs [1996]. There is a far-reaching generalisation of Theorem 7.3.8 due...
to Maurey and Pisier [1976] and Pisier [1983]. For $1 \leq p < 2$ it implies that if $X$ does not contain the spaces $\ell_p^n$ uniformly, then $X$ has type $p + \varepsilon$ for some $\varepsilon > 0$. We refer to Maurey [2003] and Milman and Schechtman [1986] for a detailed account on the general Maurey–Pisier theorem and its connections to local theory of geometry of Banach spaces.

**Stable type**

While Theorem 7.3.8 is very handy for the qualitative verification of some non-trivial type or cotype, another variant is more useful for quantitative conclusions. This involves the following notion:

**Definition 7.6.4.** A Banach space $X$ has stable type $\ell_p$ with constant $\sigma_{p,X}$, if for any finite sequence $x_1, \ldots, x_N \in X$ of arbitrary length $N$, we have

$$\left\| \sum_{n=1}^{N} \theta_n^{(p)} x_n \right\|_{L^1(\Omega;X)} \leq \sigma_{p,X} \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p},$$

where $(\theta_n^{(p)})_{n \geq 1}$ is an independent sequence of $p$-stable random variables i.e., random variables with characteristic function $\mathbb{E} \exp(-it\theta_n^{(p)}) = \exp(-|t|^p)$.

For the existence and basic properties of $p$-stable random variables, see e.g. Albiac and Kalton [2006]. Stable type implies type with the same index $p$ (see Pisier [1986a]); in fact $\sigma_{p,X} \lesssim (p-1)\sigma_{p,X}$ with a universal implied constant (see Hytönen, Li, and Naor [2016]). The promised variant of Theorem 7.3.8 now reads as follows:

**Theorem 7.6.5 (Pisier [1983]).** For every $\varepsilon \in (0, 1]$ and $p \in (1, 2)$, there exists $\delta_p(\varepsilon) > 0$ such that any Banach space $X$ contains a $(1 + \varepsilon)$-isomorphic copy of $\ell_p^n$ as long as

$$N < \delta_p(\varepsilon) \sigma_{p,X}.$$ 

An original application of this theorem was to reprove a result of Johnson and Schechtman [1982] on the existence of large $\ell_p^n$ subspaces of $\ell_p^n$; namely, that $\ell_p^n \lesssim 1 + \varepsilon \ell_p^n$ for some $\delta = \delta(p, \varepsilon) > 0$. In another direction, this theorem says that if $\ell_p^n \not\lesssim 1 + \varepsilon X$, then $X$ must have stable (and hence usual) type $p$ with a constant satisfying $\delta_p(\varepsilon) \sigma_{p,X}^p \lesssim N$. In Hytönen, Li, and Naor [2016], it has been observed that one can take $\delta_p(1) \geq [c(p-1)]^{p'}$ for some universal $c \in (0, 1)$; whence $\delta_p(\varepsilon) \sigma_{p,X}^p \geq (c\sigma_{p,X})^{p'}$. This, in turn, was used to give the following quantitative elaboration of the folklore Proposition 7.3.15 on the non-trivial type and cotype of UMD spaces:

**Proposition 7.6.6.** There is a universal constant $a \in (1, \infty)$ such that every UMD space $X$ has type $(a \cdot \beta_{2,X})'$ and cotype $a \cdot \beta_{2,X}$ with constants

$$\tau_{(a \cdot \beta_{2,X})'} \leq a, \quad c_{a \cdot \beta_{2,X}} \leq a.$$
B-convexity

Another characterisation of non-trivial type is in terms of the following notion:

**Definition 7.6.7 (B-convexity).** A Banach space is said to be B-convex if there exists an integer $N \geq 1$ and a $\delta > 0$ such that for all $x_1, \ldots, x_N \in X$ there exist signs $\varepsilon_1, \ldots, \varepsilon_N \in \{ z \in \mathbb{K} : \|z\| = 1 \}$ which satisfy

$$
\frac{1}{N} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\| \leq (1 - \delta) \max_{1 \leq n \leq N} \|x_n\|.
$$

**Proposition 7.6.8.** A Banach space is B-convex if and only if it has non-trivial type.

**Proof.** Step 1: Suppose that $X$ has no non-trivial type. We claim that $X$ is not B-convex. Let $N \geq 1$ and $\delta > 0$ be arbitrary. By the Maurey–Pisier Theorem 7.3.8, $X$ contains $\ell^1_N (1 + \delta)$-uniformly. This means that we can find an isomorphic embedding $T : \ell^1_N \to X$ such that $\|a\|_{\ell^1_N} \leq \|T a\|_X \leq (1 + \delta) \|a\|_{\ell^1_N}$. Then, for all scalars $\varepsilon_1, \ldots, \varepsilon_N$ of modulus one,

$$
\frac{1}{N} \left\| \sum_{n=1}^{N} \varepsilon_n T e_n \right\| \geq \frac{1}{N} \left\| \sum_{n=1}^{N} \varepsilon_n e_n \right\|_{\ell^1_N} = 1 \geq (1 + \delta)^{-1} \max_{1 \leq n \leq N} \|T e_n\|,
$$

where $(e_n)_{n=1}^N$ is the standard basis in $\ell^1_N$. This proves our claim.

Step 2: Suppose next that $X$ has type $p \in (1, 2]$. Let $N \geq 1$ be any integer such that $\delta := 1 - N^{-1/p'} \tau_{p,X} > 0$. Then for $x_1, \ldots, x_N \in X$,

$$
\left\| \frac{1}{N} \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)} \leq N^{-1} \tau_{p,X} \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p} \\
\leq N^{-1/p'} \tau_{p,X} \max_{1 \leq n \leq N} \|x_n\| = (1 - \delta) \max_{1 \leq n \leq N} \|x_n\|.
$$

It follows that there exists an $\omega \in \Omega$ with

$$
\left\| \frac{1}{N} \sum_{n=1}^{N} \varepsilon_n(\omega) x_n \right\| \leq (1 - \delta) \max_{1 \leq n \leq N} \|x_n\|,
$$

This proves that $X$ is B-convex. \qed

**Metric versions of type and cotype**

While the notion of type studied in this chapter requires the structure of an underlying normed space, close relatives of this notion can be defined in arbitrary metric spaces:
Definition 7.6.9. Let \((X, d)\) be a metric space. For a function \(f : D^N := \{-1, 1\}^N \to X\), we define the reflection \(\tilde{f}(\epsilon) := f(-\epsilon)\) and the discrete gradient \(\nabla f := (\partial_n f)_{n=1}^N : D^N \to [0, \infty)^N\), where
\[
\partial_n f(\epsilon) := \frac{1}{2} d(f(\epsilon), f(\epsilon_1, \ldots, \epsilon_{n-1}, -\epsilon_n, \epsilon_{n+1}, \ldots, \epsilon_N))
\]
(1) The space \(X\) is said to have Enflo-type \(p\) if
\[
\|\frac{1}{2} d(f, \tilde{f})\|_{L^p(D^N)} \leq \tau_{p,X}^E \|\nabla f\|_{L^p(D^N; \ell_N^r)}
\]
(2) The space \(X\) is said to have metric (or non-linear) type \(p\) if
\[
\|\frac{1}{2} d(f, \tilde{f})\|_{L^2(D^N)} \leq \tau_{p,X}^{nl} N^{1/p-1/2} \|\nabla f\|_{L^2(D^N; \ell_N^r)}
\]

The notion of Enflo-type is implicit in Enflo [1978] and explicit in Bourgain, Milman, and Wolfson [1986], where also metric type was defined; the latter is called non-linear type by Naor and Schechtman [2002]. Enflo-type \(p\) generalises the notion of \(p\)-roundness, which corresponds to the case \(\tau_{p,X}^E = 1\), and which was earlier used by Enflo [1969] to show that \(L^{p_1}(0, 1)\) and \(L^{p_2}(0, 1)\) are not uniformly homeomorphic for \(1 \leq p_1 < p_2 \leq 2\). The main result of Bourgain, Milman, and Wolfson [1986] is a metric analogue of Theorem 7.3.8: A metric space has non-linear type \(p > 1\) if and only if it does not contain uniform bi-Lipschitz images of the discrete cubes \([-1, 1]^N\) with the Hamming distance.

If \(X\) is a Banach space and \(f(\epsilon) = \sum_{n=1}^N \epsilon_n x_n \) with \(x_1, \ldots, x_N \in X\), then \(\frac{1}{2} d(f, \tilde{f}) = \|f\|\) and \(\partial_n f = \|x_n\|\). From this it is immediate that \(\tau_{p,X} \leq \tau_{p,X}^E\); indeed, the usual type is simply the specialisation of Enflo-type to the Rademacher sums in place of general functions on \(D^N\). Similarly, \(\tau_{2,X}(N) \leq \tau_{p,X}^{nl} N^{1/p-1/2}\), where \(\tau_{2,X}(N)\) appears in Definition 7.3.16. Deeper implications between the different notions are summarised in the following:

Theorem 7.6.10 (Bourgain, Milman and Wolfson; Pisier; Naor and Schechtman). Let \(X\) be a Banach space, and let \(p \in (1, 2)\) and \(p_1 \in [1, p)\).

(1) If \(X\) has type \(p\), then it has Enflo-type \(p_1\).
(2) If \(X\) has Enflo-type \(p\), then it has metric type \(p_1\).
(3) If \(X\) has metric type \(p\), then it has type \(p_1\).
(4) If \(X\) is a UMD space of type \(p\), then it has Enflo-type \(p_1\).
(5) If \(X\) is a UMD space of Enflo-type \(p\), then it has metric type \(p_1\).

Here (1) is due to Pisier [1986a], while (2) was pointed out in the same paper as an immediate consequence of the results of Bourgain, Milman, and Wolfson [1986], who first proved the resulting implication from type \(p \in (1, 2)\) to metric type \(p_1 \in [1, p)\), as well as its partial converse (3). Another proof of these results is given by Pisier [1986a].

The improvements in UMD spaces, (4) and (5), are due to Naor and Schechtman [2002]. Their key tool for these results is a version of Pisier's
discrete Poincaré inequality (4.59) discussed in the Notes of Chapter 4. In the absence of the UMD property, the implications in (4) and (5) present interesting open problems.

It has been a longstanding open problem how to define cotype in metric spaces in such a way that for Banach spaces it coincides with the usual notion of cotype. After more than 20 years this was solved in Mendel and Naor [2008]. Stating their definition would take us somewhat afield, but their main result is easy to state:

**Theorem 7.6.11 (Mendel–Naor).** Let $X$ be a Banach space and $q \in [2, \infty)$. Then $X$ has metric cotype $q$ if and only if $X$ has cotype $q$.

Parts of the aforementioned developments on metric type and cotype were motivated by Ribe [1976], who proved that uniformly homeomorphic Banach spaces have the same finite dimensional subspaces. An excellent introduction to type and cotype in metric spaces and their connections to non-linear geometry of Banach spaces is given in Naor [2012]. This paper also presents several applications, notably in probability theory and computer science, and a number of open problems is formulated.

**Section 7.4**

The notion of $K$-convexity was introduced by Maurey and Pisier [1976] in order to obtain duality results for cotype analogous to those for type. Theorem 7.4.23 is due to Pisier [1982]. Our proof essentially follows the presentation of Maurey [2003] except that we use the theory of analytic semigroups from Section G.5 to shorten the presentation. It would be interesting to have a proof which provides a better constant (cf. the discussion on Walsh type and $K$-convexity below). In Pisier [1982] is explained that for a large class of analytic semigroups on $L^p(G)$ the tensor extension to $L^p(G;X)$ is analytic as well in case $X$ is $K$-convex or satisfies other geometric conditions. A new class of examples was recently found by Arhancet [2015] assuming $X$ satisfies a non-commutative version of $K$-convexity.

Pisier has shown (see Maurey [2003]) that if a finite-dimensional Banach space $X$ is isomorphic to a Hilbert space $H$ of the same dimension, then

$$K_{2,X} \leq 4 \log(d_{X,H}),$$

where

$$d_{X,H} = \inf \{ \|T\|\|T^{-1}\| : T : X \to Y \text{ isomorphism} \}$$

is the so-called Banach–Mazur distance between $X$ and $H$.

The idea of the proof of Lemma 7.4.3 goes back to Tomczak-Jaegermann [1989], where the equivalence of Gaussian and Rademacher $K$-convexity is proved with a similar method. Theorem 7.4.16 can be found in Kaip and Saal [2012].
Walsh type and K-convexity

An alternative approach to Pisier’s characterisation of K-convexity (see Theorem 7.4.23) was discovered by Hinrichs [1996, 1999] (see also Pietsch and Wenzel [1998]). A key ingredient is the notion of Walsh type 2. Following the notation introduced in the main text, a Banach space X is said to have Walsh type 2 if there exists a constant ! > 0 such that for all (a_\alpha \in \{1, \ldots, n\}) in X we have

\| \sum_{\alpha} w_\alpha x_\alpha \|_{L^2(D^n; X)} \leq \omega \left( \sum_{\alpha} \| x_\alpha \| \right)^{1/2}.

The least admissible constant is denoted by \omega_X(2^n). It increases with n and it is easy to check that it is sub-multiplicative in the sense that

\omega_X(2^{m+n}) \leq \omega_X(2^m) \omega_X(2^n) . \quad (7.48)

The constants \omega_X(2^n) are the Walsh analogues of the corresponding constants \tau_X(N) (with N = 2^n) from Definition 7.3.16. If H is a Hilbert space, then \omega_H(2^n) = 1 by orthogonality. The following result was proved in Hinrichs [1999] in the more general setting of K-convex operators.

Theorem 7.6.12 (Hinrichs). For all \delta \in [0, \frac{1}{2}] there exists a constant \delta \geq 0 such that for all n \geq 1 the Rademacher projection \pi_n on L^2(D^n; X) is bounded of norm

\| \pi_n \| \leq C_\delta \max_{1 \leq m \leq n} 2^{-m\delta} \omega_X(2^m).

In particular, if for some \delta \in [0, \frac{1}{2}] one has sup_{m \geq 1} 2^{-m\delta} \omega_X(2^m) < \infty, then X is K-convex.

By checking the estimates in Hinrichs paper one can see that the constant C_\delta is also a very large number. However, it is better than the one in the proof of Theorem 7.4.28. A technical but key difference in the proofs is that using the Walsh type 2 constants Hinrichs was able to give a lower estimate for \| \sigma x + T(t)x \| for any \sigma \in \left(\frac{3}{2}, 1\right], and in Proposition 7.4.27 we only give an estimate for \sigma = 1.

To see how to deduce K-convexity for spaces with non-trivial type from Theorem 7.6.12, we need some results on the constants \omega_X(2^n) which are of independent interest. The following key estimate is due to Hinrichs [1996], where it is formulated for an arbitrary finite orthonormal system.

Proposition 7.6.13. For all n \geq 1 one has 2^{n/2} \omega_X(2^n) \leq n^{1/2} \tau_X(n).

Proof. Let r_j = w_{\{j\}} for j \in \{1, \ldots, n\} and define the sets W and W_\alpha by

W_\alpha = \{ w_\alpha r_j : 1 \leq j \leq n \}, \quad \text{for} \quad \alpha \subseteq \{1, \ldots, n\}.

Then \bigcup_\alpha W_\alpha = W. Moreover, for every \beta \subseteq \{1, \ldots, n\} one has
Therefore, for any choice \((x_w)_{w \in W}\) one has

\[
\left\| \sum_{\alpha} w_{\alpha} x_{\alpha} \right\|_2 \leq n^{-1} \sum_{\alpha \subseteq \{1, \ldots, n\}} \left\| \sum_{w \in W_{\alpha}} w x_w \right\|_2 \\
\leq n^{-1} \sum_{\alpha \subseteq \{1, \ldots, n\}} \left\| \sum_{w \in W_{\alpha}} w x_w \right\|_2 \\
\leq n^{-1} \sum_{\alpha \subseteq \{1, \ldots, n\}} \tau_X(n) \left( \sum_{w \in W_{\alpha}} \|x_w\|^2 \right)^{1/2} \\
\leq \tau_X(n) 2^{n/2} n^{-1} \left( \sum_{\alpha \subseteq \{1, \ldots, n\}} \sum_{w \in W_{\alpha}} \|x_w\|^2 \right)^{1/2} \\
= \tau_X(n) (n^{-1} 2^n)^{1/2} \left( \sum_{\alpha} \|x_{\alpha}\|^2 \right)^{1/2}.
\]

\[\square\]

If \(X\) has type \(p \in (1, 2]\), then by Proposition 7.6.13 and Lemma 7.3.17,

\[
\omega_X(2^n) \leq 2^{n/2} n^{-1/2} \tau_X(n) \leq C 2^{n/2} n^{-1/p'}, \quad n \in \mathbb{N},
\]

where \(C = \kappa_{2,p} \tau_{p,X}\). Setting \(n = \lceil C' \epsilon \rceil\), we find

\[
\omega(2^n) \leq C 2^{n/2} n^{-1/p'} \leq 2^{n(\frac{4}{3} - \theta)} \tag{7.49}
\]

with \(\theta^{-1} = (C' \epsilon + 1)p' \log(2)\). The estimate (7.49) implies the following:

**Corollary 7.6.14 (Hinrichs).** If \(X\) has type \(p \in (1, 2]\), then

\[
\omega_X(2^k) \leq 2^{k(\frac{4}{3} - \theta)} 2^{k(\frac{4}{3} - \theta)}, \quad \text{for all } k \in \mathbb{N},
\]

where \(n = \lceil C' \epsilon \rceil\), \(\theta^{-1} = (C' \epsilon + 1)p' \log(2)\) and \(C = \kappa_{2,p} \tau_{p,X}\).

Moreover, \(X\) is \(K\)-convex with \(K_{2,X} \leq C_{\alpha} 2^{n_{\alpha}}\), where \(\alpha = \frac{1}{2} - \theta\) and \(C_{\alpha}\) is as in Theorem 7.6.12.

**Proof.** Let \(j \in \mathbb{N}\) be such that \(2^{nj} \leq 2^k < 2^{n(j+1)}\). Then by monotonicity, (7.48), and (7.49),

\[
\omega_X(2^k) \leq \omega_X(2^{n(j+1)}) \leq \omega_X(2^{n(j+1)}) \leq 2^{(j+1)n(\frac{4}{3} - \theta)} \leq 2^{(k+n)(\frac{4}{3} - \theta)}.
\]

\[\square\]
Walsh cotype

Similarly, the Walsh cotype \(2\) constant \(\omega_X'(2^n)\) is defined as the least constant \(\omega' \geq 0\) such that for all \((x_a)_{a \in \{1, \ldots, n\}}\) in \(X\) we have

\[
\left( \sum_{\alpha} \|x_\alpha\|^2 \right)^{1/2} \leq \omega' \left\| \sum_{\alpha} w_\alpha x_\alpha \right\|_{L^2(D^n; X)}.
\]

The following simple identity holds for the constants \(\omega_X'(2^n)\). It can be viewed as an analogue of the corresponding fact for Fourier type on \(T^d\) (see Proposition 2.4.20).

**Proposition 7.6.15.** For any \(X\) and \(n \in \mathbb{N}\), \(\omega_X(2^n) = \omega_X'(2^n)\).

**Proof.** In order to prove this we use a slightly different notation for the Walsh system. Define, for \(a \in D^n = \{-1, 1\}^n\),

\[
w_a(b) := \prod_{j=1}^n (-r_j(b))^{(a_j+1)/2}.
\]

Then \((w_a)_{a \in D^n}\) is the Walsh system on \(L^2(D^n)\). The advantage of this notation is that the identity \(w_a(b) = w_b(a)\) holds for all \(a, b \in \{-1, 1\}^n\). Indeed,

\[
w_a(b) = \prod_{j=1}^n (-r_j(b))^{(a_j+1)/2} = \prod_{j=1}^n (-b_j)^{(a_j+1)/2} = \prod_{j=1}^n (-a_j)^{(b_j+1)/2} = w_b(a).
\]

Let \((x_a)_{a \in D^n}\) in \(X\) be arbitrary and for each \(b \in D^n\) let

\[
y_b := \sum_{a \in \{-1, 1\}^n} w_a(b)x_a.
\]

Then for all \(c \in D^n\) one sees that (using \(w_c(b) = w_b(c)\))

\[
2^{-n} \sum_{b \in D^n} w_b(c)y_b = \sum_{a \in D^n} \left(2^{-n} \sum_{b \in D^n} w_c(b)w_a(b)\right)x_a = \sum_{a \in D^n} \langle w_c, w_a \rangle x_a = x_c.
\]

It follows that

\[
\left\| \sum_{a \in D^n} w_a x_a \right\|_2^2 = 2^{-n} \sum_{b \in D^n} \|y_b\|^2 \leq \omega_X'(2^n) \sum_{b \in D^n} \|w_b y_b\|^2 = \omega_X(2^n) \sum_{a \in D^n} \|x_a\|^2.
\]

This proves the inequality \(\omega_X(2^n) \leq \omega_X'(2^n)\). The converse inequality can be proved similarly.
Arguing as in Proposition 7.3.6 (and using Proposition 7.6.15 in the cotype case) one shows that
\[ \tau_X(2^n), c_X(2^n) \leq \omega_X(2^n). \] (7.50)
By Kwapień’s Theorem 7.3.1, this implies that \( \sup_{n \in \mathbb{N}} \omega(2^n) < \infty \) if and only if \( X \) is isomorphic to a Hilbert space. From Lemma 7.3.17 together with (7.49) and (7.50) one deduces the following variant of Theorem 7.1.14 with slightly different constants:

**Corollary 7.6.16.** If \( X \) has type \( p \in (1, 2] \), then it has cotype \( q \) for all \( q > (C p e + 1) p' \log(2) \), where \( C = \kappa_{2,p} \tau_{p,X} \).

### Section 7.5

Pisier’s contraction property was introduced in Pisier [1978b], where Theorem 7.5.20 was proved. In the subsequent literature, the name ‘property (\( \alpha \))’ has become standard. We have tried to replace it with the more descriptive ‘Pisier’s contraction property’. What we call the triangular contraction property has been referred to as ‘property (\( \Delta \))’ or ‘weak (\( \alpha \))’ in the literature. Theorem 7.5.9 is due to Kalton and Weis [2001], where it was even shown that analytic UMD implies the triangular contraction property. The fact that \( c_0(\ell^2) \) does not have the triangular projection property (see Proposition 7.5.14) follows from the work of Haagerup and Pisier [1989]. The key result in the proof is the unboundedness of the triangular projection (see Lemma 7.5.12) which was shown by Kwapień and Pełczyński [1970].

The norm of the discrete Hilbert transform of Lemma 7.5.11 equals \( \pi \); this is a classical result of Schur [1911], which is also easy to extract from the argument presented here. A shorter proof of Proposition 7.5.15(1) can be found in Van Neerven and Weis [2008]. This proof does not give information on the constants and, more importantly, it cannot be adapted to prove the corresponding result for the triangular contraction property. Propositions 7.5.16 and 7.5.17(1) can be found in Kaip and Saal [2012].

Following Van Neerven and Weis [2008], the two separate estimates in (7.42), involving the constants \( \alpha_X^\pm := \alpha_{2,X}^\pm \), can also be studied independently. The Gaussian versions of these constants, \( \alpha_X^{\gamma,\pm} \) are defined analogously. Neither one of the two inequalities (7.42) holds in \( X = c_0 \), i.e.,
\[ \alpha_{c_0}^- = \alpha_{c_0}^+ = \infty. \] (7.51)

The proof of Proposition 7.5.18 shows that \( \alpha_X^{\gamma,-} < \infty \) implies that \( X \) has finite cotype. As a consequence, \( \alpha_{c_0}^{\gamma,-} = \infty \). A central limit theorem argument shows that also \( \alpha_{c_0}^- = \infty \).

**Example 7.6.17.** To prove that \( \alpha_{c_0}^+ = \infty \), let \( N \geq 1 \) be fixed and take \( x_{mn} = \frac{1}{\sqrt{M}} e_n \), where \( e_n \) is the \( n \)th unit vector of \( \ell_N^\infty \). On the one hand we have, by the central limit theorem (see Section E.2.b), (E.10), and (E.11),
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\[ \lim_{M \to \infty} E \left\| \sum_{m=1}^{N} \sum_{n=1}^{M} \varepsilon_{mn} x_{mn} \right\|^2_{\ell^2_N} = \lim_{M \to \infty} E \left\| \sum_{n=1}^{N} \frac{1}{\sqrt{M}} \sum_{m=1}^{M} \varepsilon_{mn} e_n \right\|^2_{\ell^2_N} = E \left\| \sum_{n=1}^{N} \gamma_n e_n \right\|^2_{\ell^2_N} \approx \log N, \]

while on the other hand

\[ \lim_{M \to \infty} E' E'' \left\| \sum_{m=1}^{N} \sum_{n=1}^{M} \varepsilon_m' x_{mn} \right\|^2_{\ell^2_N} = \lim_{M \to \infty} E' E'' \left\| \sum_{n=1}^{N} \frac{1}{\sqrt{M}} \sum_{m=1}^{M} \varepsilon_{mn} e_n \right\|^2_{\ell^2_N} = E' E'' \left\| \sum_{n=1}^{N} \gamma'_n e_n \right\|^2_{\ell^2_N} = E' \left\| \gamma^2 E'' \sum_{n=1}^{N} \varepsilon_{n}'' e_n \right\|^2_{\ell^2_N} = 1. \]

This implies \( \alpha_{c_0}^+ \geq \sqrt{\log(N)} \) for every \( N \geq 1 \) and hence \( \alpha_{c_0}^+ = \infty. \)

From Example 7.6.17 and Lemma 7.3.12 we deduce that \( \alpha_{c_0}^{-} = \alpha_{c_0}^{+} = \infty. \)

The following example has been observed in Van Neerven and Weis [2008] with a different proof:

**Example 7.6.18.** For \( p \in (1, \infty) \), the Schatten class \( \mathcal{C}^p = \mathcal{C}^p(\ell^2) \) satisfies

\[ \alpha_{\mathcal{C}^p}^{-} < \infty \quad \text{if and only if} \quad p \in [2, \infty), \]

\[ \alpha_{\mathcal{C}^p}^{+} < \infty \quad \text{if and only if} \quad p \in (1, 2]. \]

**Proof.** The “if” claims follow from the type or cotype 2 properties of \( \mathcal{C}^p \) (recorded in Proposition 7.1.11) and Proposition 7.6.22 below. On the other hand, we know from Proposition 7.5.6 that \( \alpha_{\mathcal{C}^p}^{-} = \infty \) for all \( p \neq 2 \). From this, the “only if” claims actually follow from the “if” claims: whenever \( \alpha_{\mathcal{C}^p}^{-} < \infty \) and \( p \neq 2 \), we must have \( \alpha_{\mathcal{C}^p}^{+} = \infty \), since otherwise we would get \( \alpha_{\mathcal{C}^p} \leq \alpha_{\mathcal{C}^p}^{+} \alpha_{\mathcal{C}^p}^{-} < \infty \), a contradiction. \( \Box \)

Example 7.6.18 shows that the separate study of the two inequalities in (7.42) is indeed meaningful, in that either of the two bounds may be true or false in a given Banach space independently of the other one.

The following result is obtained by repeating previous arguments and in particular using the Maurey–Pisier theorem to derive finite cotype from the finiteness of the corresponding constants \( \alpha_{X}^{-} \) and \( \alpha_{X}^{\pm} \).

**Proposition 7.6.19.** Let \( X \) be a Banach space.

1. \( \alpha_{X}^{-} < \infty \) if and only if \( \alpha_{\mathcal{C}^p}^{-} < \infty; \)
2. \( \alpha_{X}^{+} < \infty \) if and only if \( \alpha_{\mathcal{C}^p}^{+} < \infty. \)
If at least one of the conditions $\alpha_X^- < \infty$ or $\alpha_X^+ < \infty$ is satisfied, then $X$ has finite cotype.

Combining this result with Theorem 7.5.20 we obtain:

**Corollary 7.6.20.** For any Banach lattice $X$ the following assertions are equivalent:

1. $X$ has Pisier’s contraction property;
2. $\alpha_X^+ < \infty$;
3. $\alpha_X^- < \infty$;
4. $X$ has finite cotype.

As we noted in Proposition 7.5.4, the constant $\alpha^{\pm}_{p,X}$ can be described as the optimal constants in the embeddings between $\varepsilon_{MN}(X)$ and $\varepsilon_M(\varepsilon_N(X))$, i.e.,

$$
\frac{1}{\alpha^{\pm}_{p,X}} \|x\|_{\varepsilon_{MN}(X)} \leq \|x\|_{\varepsilon_M(\varepsilon_N(X))} \leq \alpha^{\pm}_{p,X} \|x\|_{\varepsilon_{MN}(X)}.
$$

On the other hand, we recall from Theorem 7.4.14 that $K$-convexity allows us to identify $\varepsilon^p_N(X)^*$ and $\varepsilon^{p'}_N(X^*)$ so that

$$
\|x^*\|_{\varepsilon^{p'}_N(X^*)} \leq \|x^*\|_{\varepsilon^{p'}_N(X^*)} \leq \|x^*\|_{\varepsilon^{p'}_N(X*)}.
$$

These observations imply the following elaboration of Proposition 7.5.15 from Van Neerven and Weis [2008].

**Proposition 7.6.21.** If $X$ is a $K$-convex Banach space, then

$$
\alpha^{\pm}_{p',X^*} \leq K_{p,X} \alpha^{\pm}_{p,X}, \quad \alpha^{\pm}_{p',X^*} \leq K_{p,X}^2 \alpha^{\pm}_{p,X}, \quad p \in (1, \infty).
$$

**Proof.** Let $x^* = (x^*_m)_{m,n=1}^{M,N} \in X^{MN}$. Then

$$
\|x^*\|_{\varepsilon^{p'}_{MN}(X^*)} \leq K_{p,X} \|x^*\|_{\varepsilon^{p'}_{MN}(X^*)} = K_{p,X} \sup\left\{ |\langle x, x^* \rangle| : \|x\|_{\varepsilon_{MN}(X)} \leq 1 \right\}
$$

$$
\leq K_{p,X} \sup\left\{ |\langle x, x^* \rangle| : \|x\|_{\varepsilon_{MN}(X)} \leq \alpha^{\pm}_{p,X} \right\}
$$

$$
\leq K_{p,X} \alpha^{\pm}_{p,X} \|x^*\|_{\varepsilon^{p'}_{MN}(X^*)},
$$

where the suprema are over all $x = (x_m)_{m,n=1}^{M,N}$ with the specified norm constraint, and $\langle x, x^* \rangle = \sum_{m,n=1}^{M,N} \langle x_m, x^*_n \rangle$. Thus $\alpha^{\pm}_{p',X^*} \leq K_{p,X} \alpha^{\pm}_{p,X}$.

Similarly,

$$
\|x^*\|_{\varepsilon^{p'}_{MN}(X^*)} \leq K_{p,X} \|x^*\|_{\varepsilon^{p'}_{MN}(X^*)} \leq K_{p,X} K_{p,X} \|x^*\|_{\varepsilon^{p'}_{MN}(X^*)} \leq K_{p,X} \alpha^{\pm}_{p,X} \|x^*\|_{\varepsilon^{p'}_{MN}(X^*)},
$$

which shows that $\alpha^{\pm}_{p',X^*} \leq K_{p,X}^2 \alpha^{\pm}_{p,X}$.  \qed
The next result from Van Neerven, Veraar, and Weis [2015] establishes a simple relation between the one-sided Pisier contraction properties on the one hand and type and cotype 2 on the other.

**Proposition 7.6.22.** Let $X$ be a Banach space.

1. If $X$ has cotype 2, then $\alpha_{2, X}^{\gamma} \leq 4c_{2, X}^2 \sqrt{\log(2c_{2, X}^2)}$ and $\alpha_{2, X}^{\gamma, \gamma} \leq c_{2, X}^2$.

2. If $X$ has type 2, then $\alpha_{2, X}^{\gamma} \leq \|\gamma\|_1^{-1} \tau_{2, X}^{\gamma}$ and $\alpha_{2, X}^{\gamma, \gamma} \leq \tau_{2, X}^{\gamma}$.

where $c_{2, X}^2$ and $\tau_{2, X}^{\gamma}$ are the Gaussian cotype 2 and type 2 constants of $X$.

**Proof.** (1): By the extremality of Gaussians among all orthonormal sequences under cotype 2 (Theorem 7.1.20 applied to the orthonormal sequence $e_m e''_n$), and the comparability of Gaussians and Rademachers under the same condition (Corollary 7.1.23; the more general Corollary 7.2.10 would give the same result with a worse numerical factor), we have

$$
\left\| \sum_{m=1}^{M} \sum_{n=1}^{N} e_m e''_n x_{mn} \right\|_{L^2(\Omega; X)} \leq c_{2, X}^{\gamma} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|_{L^2(\Omega; X)}
$$

$$
\leq c_{2, X}^{\gamma} \cdot 4 \sqrt{\log(2c_{2, X}^2)} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} e_m e''_n x_{mn} \right\|_{L^2(\Omega; X)},
$$

which proves the estimate for $\alpha_{2, X}^{\gamma}$.

(2): By an application of the same results with the type 2 assumption (in this case, Corollary 7.1.23 can be replaced by the more elementary Proposition 6.1.15), we have

$$
\left\| \sum_{m=1}^{M} \sum_{n=1}^{N} e_{mn} x_{mn} \right\|_{L^2(\Omega; X)} \leq \|\gamma\|_1^{-1} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|_{L^2(\Omega; X)}
$$

$$
\leq \|\gamma\|_1^{-1} \tau_{2, X}^{\gamma} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} e_m e''_n x_{mn} \right\|_{L^2(\Omega; X)},
$$

which proves the estimate for $\alpha_{2, X}^{\gamma}$. The estimates for $\alpha_{2, X}^{\gamma, \gamma}$ can be proved in a similar way. \qed

**Convexity and concavity of Banach lattices**

In this paragraph we will indicate some connections between type and cotype on the one hand and some other notions on the other hand in the setting of Banach lattices. For details we refer to Diestel, Jarchow, and Tonge [1995] and Lindenstrauss and Tzafriri [1979].

**Definition 7.6.23.** Let $X$ be a Banach lattice and let $p, q \in [1, \infty)$.
(1) $X$ is said to be $p$-convex if there exists a constant $C \geq 0$ such that for all finite sequences $x_1, \ldots, x_N$ in $X$ we have
\[
\left\| \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p} \right\| \leq C \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p}.
\]

(2) $X$ is said to be $q$-concave if there exists a constant $c \geq 0$ such that for all finite sequences $x_1, \ldots, x_N$ in $X$ we have
\[
\left( \sum_{n=1}^{N} \|x_n\|^q \right)^{1/q} \leq C \left( \sum_{n=1}^{N} |x_n|^q \right)^{1/q}.
\]

**Theorem 7.6.24.** Let $X$ be a Banach lattice and let $1 < p_0 < p \leq 2$ and $2 < q < q_0 < \infty$. The following assertions hold:

1. If $X$ is $q$-concave, then $X$ has cotype $q$;
2. If $X$ is $p$-convex and $q$-concave, then $X$ has type $p$;
3. If $X$ has type $p$, then $X$ is $p_0$-convex;
4. If $X$ has cotype $q$, then $X$ is $q_0$-concave.

Part (4) has already been shown in Lemma 7.2.14. The other assertions can be proved by applying the Khintchine–Maurey inequality (Theorem 7.2.13).

When proving bounds for functions taking values in Banach function spaces, it is often possible to use $p$-convexity and $q$-concavity to reduce the vector-valued estimates to the corresponding estimates in the scalar-valued setting. By means of Kakutani’s representation Theorem F.2.1 such results can often be extended to general Banach lattices. An example where this technique is used is the following basic observation due to García-Cuerva, Torrea, and Kazarian [1996, Proposition 2.2].

**Proposition 7.6.25.** Let $X$ be a Banach lattice and let $p \in (1, 2]$. If $X$ is $p$-convex and $p'$-concave, then $X$ has Fourier type $p$.

In the same paper it is shown that this result fails for general Banach spaces if $p \in (1, 2]$ and $X$ has type $p + \varepsilon$ and cotype $p' - \varepsilon$ for some $\varepsilon > 0$. The proof of Proposition 7.6.25 for Banach function spaces $X$ applies the Hausdorff–Young inequality pointwise and then uses the $p$-convexity and $q$-concavity assumptions.

By replacing the assumption of cotype $q$ in Theorem 7.2.6(2) by the stronger (according to Theorem 7.6.24) assumption of $q$-concavity, the limiting case $r = q$ can be covered:

**Theorem 7.6.26.** Let $q \in [2, \infty)$ and let $X$ be a $q$-concave Banach lattice. Then there exists a constant $C = C(q, X)$ such that for all finite sequences $(f_n)_{n=1}^{N}$ in $L^q(S)$ and $(x_n)_{n=1}^{N}$ in $X$,
\[
\left\| \sum_{n=1}^{N} \varepsilon_n f_n x_n \right\|_{L^q(S \times \Omega; X)} \leq C \sup_{1 \leq n \leq N} \|f_n\|_{L^q(S)} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^q(\Omega; X)}.
\] (7.52)
Proof. Definition 7.6.23 implies the following integral version of $q$-concavity:

$$\|\phi\|_{L^q(S;X)} \leq C \left( \int_S |\phi|^q \, d\mu \right)^{1/q}$$

where $\phi : S \to X$ is a simple function. To prove (7.52), by density it suffices to prove the estimate simple functions $f_1, \ldots, f_N : S \to \mathbb{K}$ with $\|f_n\|_q \leq 1$. If $X$ is a Banach function space, then by the above estimate and Minkowski’s inequality,

$$\left\| \left( \sum_{n=1}^N |f_n x_n|^2 \right)^{1/2} \right\|_{L^q(S;X)}$$

$$\leq C \left\| \left( \int_S \left( \sum_{n=1}^N |f_n x_n|^2 \right)^{q/2} \, d\mu \right)^{1/q} \right\|$$

$$\leq C \left\| \left( \sum_{n=1}^N \left( \int_S |f_n x_n|^q \, d\mu \right)^{2/q} \right)^{1/2} \right\|$$

$$\leq C \left\| \left( \sum_{n=1}^N |x_n|^2 \right)^{1/2} \right\|$$

This implies the result for Banach lattice by Corollary F.2.2. Now the result follows if we combine the above estimate with the Khintchine–Maurey inequality (Theorem 7.2.13).
In this chapter we continue the investigation of random series with vector-valued coefficients and we study the transformations of such series under the termwise action of families of bounded operators. As we will see, this provides us with an abstract framework that captures the essentials of many classical estimates in harmonic analysis and stochastic analysis.

More precisely, this chapter is about proving (and using) inequalities of the type

\[ \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|_{L^2(\Omega; Y)} \leq C \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(\Omega; X)} \]

\[ \left\| \sum_{n=1}^{N} \gamma_n T_n x_n \right\|_{L^2(\Omega; Y)} \leq C \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)} \]

\[ \left\| \left( \sum_{n=1}^{N} |T_n x_n|^2 \right)^{1/2} \right\|_Y \leq C \left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|_X, \]

where in each case the operators \( T_n \) are drawn from some family \( \mathcal{T} \subseteq \mathcal{L}(X, Y) \) of operators between two Banach spaces (or Banach lattices in the third inequality). If such inequalities hold, with a constant \( C \) independent of \( N \geq 1 \) and the choices of \( x_1, \ldots, x_N \in X \) and \( T_1, \ldots, T_N \in \mathcal{T} \), we call \( \mathcal{T} \) \( R \)-bounded, \( \gamma \)-bounded, or \( \ell^2 \)-bounded, respectively. We have already encountered the notion of \( R \)-boundedness in Chapter 5, where it was instrumental in proving the operator-valued Mihlin multiplier theorem.

As it turns out, the three notions are equivalent in most common situations, although not in full generality. Even when equivalent, it is useful to have all three notions at hand. A key difference between the first two notions comes from the fact that products, but not sums, of independent Rademacher variables are again Rademacher variables, whereas sums, but not products, of independent Gaussian variables remain Gaussian. More subtly, the rotational invariance of Gaussian vectors in \( \mathbb{K}^d \) is at the heart of the proof of the
ideal property for $\gamma$-radonifying operators, to be proved in Chapter 9, which in turn provides us with a powerful tool in connection with $R$-boundedness and $\gamma$-boundedness questions.

All three notions are strongly linked with other questions studied in these volumes. $R$-boundedness offers a connection with unconditional convergence via the random signs provided by the Rademacher variables. $\gamma$-boundedness, in turn, is needed in the Gaussian context of stochastic integration with respect to Brownian motion. Finally, square functions are most convenient when pointwise estimates of functions are involved and in connection with methods of classical Fourier analysis and stochastic analysis. From the point of view of applications it is therefore essential to have a large supply of $R$-bounded sets, and indeed the theory abounds in interesting examples. To illustrate this, we list some concrete sets of operators which will be proved to be $R$-bounded:

- Multiplication operators $f \mapsto mf$ on $L^p(S; X)$, $1 \leq p < \infty$, with uniformly bounded symbols $m \in L^\infty(S)$.
- Semigroups of operators $f \mapsto e^{-tA}f$ on $L^p(\mathbb{R}^d; X)$, $1 < p < \infty$, where $e^{-tA}$ is for example the heat semigroup $e^{t\Delta}$ or the Poisson semigroup $e^{-t(\Delta)^{1/2}}$.
- Conditional expectation operators $f \mapsto \mathbb{E}(f|\mathcal{F}_k)$ on $L^p(S; X)$, $1 < p < \infty$, when the $\sigma$-algebras $\mathcal{F}_k$ form an increasing sequence (a filtration).
- Fourier multipliers $f \mapsto T_mf$ on $L^p(\mathbb{R}; X)$, $1 < p < \infty$, when the symbols $m$ satisfy the multiplier conditions $|m(\xi)|, |\xi m'(\xi)| \leq 1$ uniformly.

The first (easy) example is valid in the generality of arbitrary Banach spaces $X$, but the other three require UMD and, in the last case, also Pisier’s contraction property, hinting at the interesting connections of $R$-boundedness with the properties of Banach spaces that we have investigated so far. Many more examples will be encountered throughout this text.

### 8.1 Basic theory

Throughout this chapter, $X$ and $Y$ are Banach spaces, $(\varepsilon_n)_{n \geq 1}$ is a Rademacher sequence and $(\gamma_n)_{n \geq 1}$ a Gaussian sequence on a fixed probability space $(\Omega, \mathbb{P})$. We remind the reader of the convention, used throughout the book, that both Rademacher and Gaussian variables are understood to be real if we work over the real scalar field and complex when we work over the complex scalars.

#### 8.1.a Definition and comparison with related notions

We begin our discussion by recalling the Kahane contraction principle (Theorem 6.1.13). It asserts that for all $1 \leq p < \infty$ and scalar sequences $(a_n)_{n=1}^N$ we have
functions), it is often convenient to work with \( \xi_n \) from the Kahane–Khintchine inequality (Theorem 6.2.4) that \( \mathcal{R}_{p,q}(\mathcal{F}) \leq \kappa_{p,2} \mathcal{R}(\mathcal{F}) \kappa_{2,q} \) and \( \mathcal{R}(\mathcal{F}) \leq \kappa_{2,p} \mathcal{R}_{p,q}(\mathcal{F}) \kappa_{q,2} \). The same remark applies to (2). Especially in the context of \( L^p \)-spaces (of both scalar and vector-valued functions), it is often convenient to work with \( \mathcal{R}_p(\mathcal{F}) := \mathcal{R}_{p,p}(\mathcal{F}) \) and \( \gamma_p(\mathcal{F}) := \gamma_{p,p}(\mathcal{F}) \).
The principal relations between these different notions and that of uniform boundedness are summarised in the following:

**Theorem 8.1.3.** Let $X$ and $Y$ be Banach spaces and let $\mathcal{F}$ be a family of operators in $\mathbb{L}(X,Y)$. Then $R$-boundedness of $\mathcal{F}$ implies $\gamma$-boundedness, which implies uniform boundedness, and for all $p \in [1, \infty)$ we have

$$\sup_{T \in \mathcal{F}} \|T\| \leq \gamma_p(\mathcal{F}) \leq R_p(\mathcal{F}).$$

Furthermore,

1. if $Y$ has type $2$ and $X$ has cotype $2$ (in particular if $X = Y$ is a Hilbert space), then $R$-boundedness, $\gamma$-boundedness and uniform boundedness are all equivalent, and

$$\sup_{T \in \mathcal{F}} \|T\| \leq R(\mathcal{F}) \leq \tau_{2,Y,c_2,X} \sup_{T \in \mathcal{F}} \|T\|;$$

2. if $X$ has finite cotype $q \in [2, \infty)$, then $R$-boundedness and $\gamma$-boundedness are equivalent, and

$$\gamma_q(\mathcal{F}) \leq R_q(\mathcal{F}) \leq \|\gamma\|_1^{-1} A_{q,X} \gamma_q(\mathcal{F}),$$

where $A_{q,X}^{q} \leq 12 \sqrt{q \log(80 \sqrt{q c_{q,X}})}$ is the constant of Corollary 7.2.10;

3. if $X$ and $Y$ are Banach lattices with finite cotype $q \in [2, \infty)$ (in particular, if they are $L^p$-spaces with $p \in [1, \infty)$), then $R$-boundedness, $\gamma$-boundedness and $\ell^2$-boundedness are all equivalent, and

$$\left(\frac{5}{4 \pi^2} \kappa_{2,1, \sqrt{q c_{q,Y}}} \right)^{-1} R_1(\mathcal{F}) \leq \ell^2(\mathcal{F}) \leq \frac{5}{4 \pi^2} \kappa_{2,1, \sqrt{q c_{q,X}}} R_1(\mathcal{F}).$$

Each one of the two bounds requires the cotype of only one of the spaces, as evident from the formula.

It is known that the Kahane–Khintchine constant $\kappa_{2,1}$ in part (3) equals $\sqrt{2}$; cf. the Notes of Chapter 6.

In both (1) and (2), the assumptions on the spaces are also necessary for the conclusions. We return to these converse implications in Proposition 8.6.1 and Theorem 8.6.4.

**Proof.** The estimate $\sup_{T \in \mathcal{F}} \|T\| \leq \gamma_p(\mathcal{F})$ follows by considering $N = 1$ in the definition of $\gamma$-boundedness; after cancelling $\|\gamma_1\|_p$ from both sides, this reduces to $\|T_1 x_1\| \leq \gamma(\mathcal{F}) \|x_1\|$.

In order to prove that $\gamma_p(\mathcal{F}) \leq R_p(\mathcal{F})$, we may assume that $(\varepsilon_n)_{n \geq 1}$ and $(\gamma_n)_{n \geq 1}$ are defined on distinct probability spaces, to be distinguished by a subscript. Then for all $T_1, \ldots, T_N \in \mathcal{F}$ and $x_1, \ldots, x_N \in X$, by randomising (Proposition 6.1.11) and Fubini’s theorem we obtain...
The proof of the other inequality is similar. Thus \( \ell^2 \)-boundedness is equivalent to \( R \)-boundedness, which is equivalent to \( \gamma \)-boundedness by (2). \( \square \)
Remark 8.1.4. In the important special case \( X = L^p(S) \) and \( Y = L^q(T) \), the bounds in (3) of Theorem 8.1.3 can be simplified to

\[
\frac{1}{\kappa_{q,2}\kappa_{2,p}} \mathcal{R}_{q,p}(\mathcal{I}) \leq \ell^2(\mathcal{I}) \leq \kappa_{2,q}\kappa_{p,2}\mathcal{R}_{q,p}(\mathcal{I}).
\]

This follows easily from the classical Khintchine inequality and Fubini’s theorem, without the more advanced Theorem 7.2.13; indeed,

\[
\left\| \left( \sum_{n=1}^{N} |T_n x_n|^2 \right)^{1/2} \right\|_{L^p(T)} \leq \kappa_{2,q} \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|_{L^q(\Omega \times T)} \leq \kappa_{2,q}\mathcal{R}_{q,p}(\mathcal{I}) \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega \times S)} \leq \kappa_{2,q}\mathcal{R}_{q,p}(\mathcal{I}) \kappa_{p,2} \left\| \left( \sum_{n=1}^{N} |x_n|^2 \right)^{1/2} \right\|_{L^p(S)},
\]

showing that \( \ell^2(\mathcal{I}) \leq \kappa_{2,q}\kappa_{p,2}\mathcal{R}_{q,p}(\mathcal{I}) \). The other inequality is proved in a similar way.

For the rest of this chapter we will develop the theory of \( R \)-boundedness and leave it to the reader to verify that, apart from those instances where the contrary is explicitly stated, it is possible to replace the \( \varepsilon_n \)'s by \( \gamma_n \)'s to obtain counterparts in terms of \( \gamma \)-boundedness, with the same estimates for the \( \gamma \)-bounds. In the context of \( L^p \)-spaces, we will also develop some techniques in the framework of \( \ell^2 \)-boundedness but, due to the equivalence just established, mostly refer to it also as \( R \)-boundedness.

8.1.b Testing \( R \)-boundedness with distinct operators

Despite the largely analogous theories of \( R \)-boundedness and \( \gamma \)-boundedness, we start with an important property of \( R \)-boundedness, whose truth or falsity for \( \gamma \)-boundedness presents an open problem. This is the possibility of restricting the quantifiers in the definition of \( R \)-boundedness to all possible choices of distinct operators \( T_1, \ldots, T_N \) only. Being allowed to do so is sometimes convenient in concrete situations.

Proposition 8.1.5. A family \( \mathcal{I} \) of operators in \( \mathcal{L}(X, Y) \) is \( R \)-bounded if and only if for some (equivalently, for all) \( 1 \leq p < \infty \) there exists a constant \( C \geq 0 \) such that for all \( N \geq 1 \), all \( T_1, \ldots, T_N \in \mathcal{I} \) satisfying

\[
T_i \neq T_j \text{ whenever } i \neq j,
\]

and all \( x_1, \ldots, x_N \in X \) we have
\[ \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|^p \leq C_p \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^p. \]

In this situation \( \mathcal{R}_p(\mathcal{F}) \) equals the least admissible constant \( C \) in the above estimate.

**Proof.** We only need to prove the ‘if’ part and the bound \( \mathcal{R}_p(\mathcal{F}) \leq C \).

Fix arbitrary operators \( T_1, \ldots, T_N \in \mathcal{F} \). Let \( S_1, \ldots, S_K \in \mathcal{F} \) be distinct operators with \( \{S_k : 1 \leq k \leq K\} = \{T_n : 1 \leq n \leq N\} \). Write \( \{1, \ldots, N\} \) as a disjoint union \( \bigcup_{k=1}^{K} I_k \) by grouping the indices corresponding to the same operator, i.e., let \( I_k = \{n : T_n = S_k\} \). Let \( (\varepsilon'_n)_{n \geq 1} \) be a Rademacher sequence on a distinct probability space \( (\Omega', \mathbb{P}') \). Let \( \xi_k = \sum_{n \in I_k} \varepsilon_n x_n \) for \( k = 1, \ldots, K \). Then \( \xi_1, \ldots, \xi_k \) are independent and symmetric \( X \)-valued random variables, and by randomisation we obtain

\[ \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|^p = \mathbb{E} \left\| \sum_{k=1}^{K} S_k \xi_k \right\|^p = \mathbb{E} \mathbb{E}' \left\| \sum_{k=1}^{K} \varepsilon'_k S_k \xi_k \right\|^p \leq C_p \mathbb{E} \mathbb{E}' \left\| \sum_{k=1}^{K} \varepsilon'_k \xi_k \right\|^p = C_p \mathbb{E} \mathbb{E}' \left\| \sum_{k=1}^{K} \xi_k \right\|^p = C_p \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^p. \]

\[ \square \]

**Corollary 8.1.6.** For a sequence \( (T_n)_{n \geq 1} \) of operators in \( \mathcal{L}(X,Y) \) the following assertions are equivalent:

1. the family \( \{T_n : n \geq 1\} \) is \( R \)-bounded;
2. for some (equivalently, for all) \( 1 \leq p < \infty \) there exists a constant \( C \geq 0 \) such that for all \( N \geq 1 \) and all \( x_1, \ldots, x_N \in X \),

\[ \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|^p \leq C_p \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^p. \]

In this situation, \( \mathcal{R}(\{T_n : n \geq 1\}) \) equals the least admissible constant \( C \) in assertion (2).

**Proof.** We only need to prove that (2) implies (1) with \( \mathcal{R}_p(\{T_n : n \geq 1\}) \leq C \).

Fix arbitrary operators \( S_1, \ldots, S_M \in \{T_n : n \geq 1\} \). By Proposition 8.1.5 we may assume that \( S_i \neq S_j \) whenever \( i \neq j \). Choose \( N \geq 1 \) so large that \( \{S_1, \ldots, S_M\} \subseteq \{T_1, \ldots, T_N\} \). For each \( m \), let \( n(m) \) be the first index such that \( S_m = T_{n(m)} \). Fix arbitrary \( x_1, \ldots, x_M \) and define \( y_n = x_m \) if \( n = n(m) \) and set \( y_n = 0 \) for all remaining \( n \). Then, for Rademacher sequences \( (\varepsilon_m)_{m=1}^{M} \) and \( (\varepsilon'_n)_{n=1}^{N} \),

\[ \mathbb{E} \left\| \sum_{m=1}^{M} \varepsilon_m S_m x_m \right\|^p = \mathbb{E}' \left\| \sum_{n=1}^{N} \varepsilon'_n T_n y_n \right\|^p. \]
8.1.c First examples: multiplication and averaging operators

Example 8.1.7. Every singleton \( \{ T \} \) in \( \mathcal{L}(X, Y) \) is both \( R \)-bounded and \( \gamma \)-bounded and \( \mathcal{R}(\{ T \}) = \gamma(T) = \| T \| \).

The corresponding result on \( \ell^2 \)-boundedness is more subtle: every singleton \( \{ T \} \) is \( \ell^2 \)-bounded with \( \ell^2(\{ T \}) \leq K_G \| T \| \), where \( K_G \) is the so-called Grothendieck constant (see the Notes at the end of the chapter).

Another immediate example of \( R \)-boundedness is provided by the Kahane contraction principle:

Example 8.1.8. For any Banach space \( X \) the family \( \mathcal{I}_X := \{ cI_X : |c| \leq 1 \} \) is \( R \)-bounded and \( \mathcal{R}_p(\mathcal{I}_X) = 1 \) for all \( 1 \leq p < \infty \).

This bootstraps via Fubini’s theorem into the following, which we may also occasionally refer to as the ‘contraction principle’ in the sequel.

Example 8.1.9 (\( R \)-boundedness of \( L^1 \)-multipliers on \( L^p \)). Let \( (S \hookrightarrow A \hookrightarrow \mu) \) be a measure space and let \( 1 \leq p < \infty \).

For a function \( m \in L^\infty(S) \) define the bounded multiplier \( M_m \in \mathcal{L}(L^p(S; X)) \) by

\[
(M_m f)(s) := m(s) f(s), \quad s \in S.
\]

Then the set \( \mathcal{M} = \{ M_m : \| m \|_\infty \leq 1 \} \) is \( R \)-bounded and \( \mathcal{R}_p(\mathcal{M}) \leq 1 \).

Indeed, by Fubini’s theorem (the use of which is justified by Proposition 1.1.15) and the Kahane contraction principle,

\[
\mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n M_m f_n \right\|_{L^p(S; X)}^p = \int_S \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n m_n(\xi) f_n(\xi) \right\|_{L^p(S; X)}^p \, d\mu(\xi)
\]

\[
\leq \int_S \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n f_n(\xi) \right\|_{L^p(S; X)}^p \, d\mu(\xi)
\]

\[
= \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n f_n \right\|_{L^p(S; X)}^p.
\]

This example cannot be extended to \( p = \infty \). Indeed, let \( f_1 = \cdots = f_N = 1 \), the constant one function on the unit interval \((0, 1)\). Let \( (\phi_n)_{n \geq 0} \) be a sequence of Rademacher functions on \((0, 1)\). Then, by Lemma 6.1.20,

\[
\mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n f_n \right\|_{L^\infty(0, 1; X)}^2 = N, \quad \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n \phi_n f_n \right\|_{L^\infty(0, 1; X)}^2 = N^2.
\]
This may serve to explain why we exclude the exponent $p = 1$ when discussing $R$-boundedness issues.

The same basic principle of contraction also gives $R$-bounds for families of operators suitably dominated by a single operator. Other instances of the same phenomenon will appear later in the chapter.

**Proposition 8.1.10 (Domination by a linear operator).** Let $(S_1, \mathcal{A}_1, \mu_1)$ and $(S_2, \mathcal{A}_2, \mu_2)$ be measure spaces and let $1 \leq p, q < \infty$. If $U : L^p(S_1) \to L^q(S_2)$ is a positive operator, then

\[ T_U := \{ T \in \mathcal{L}(L^p(S_1), L^q(S_2)) : |Tf| \leq U|f| \text{ for all } f \in L^p(S_1) \} \]

is $R$-bounded, and

\[ \mathcal{R}_{q,p}(T_U) \leq \kappa_{q,p}\|U\|. \]

**Proof.** We use the contraction principle, applied with the bounded functions $T_n f_n / |f_n|$ (with, say, $0/0 := 0$) together with the linearity and boundedness of $U$, the Kahane–Khintchine inequality and the contraction principle with $|f_n|/f_n$, to estimate

\[
\left\| \sum_{n=1}^{N} \varepsilon_n T_n f_n \right\|_{L^q(\Omega \times S_2)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n U|f_n| \right\|_{L^q(\Omega \times S_2)} \\
\leq \|U\| \left\| \sum_{n=1}^{N} \varepsilon_n |f_n| \right\|_{L^q(\Omega ; L^p(S_1))} \\
\leq \|U\| \kappa_{q,p} \left\| \sum_{n=1}^{N} \varepsilon_n |f_n| \right\|_{L^p(\Omega \times S_1)} \\
\leq \|U\| \kappa_{q,p} \left\| \sum_{n=1}^{N} \varepsilon_n f_n \right\|_{L^p(\Omega \times S_1)}.
\]

\[ \square \]

**Remark 8.1.11.** If $U$ is an integral operator given by

\[ Uf(s) := \int_{S_1} u(s, t)f(t) \, d\mu_1(t), \]

with non-negative kernel $u$, then the collection $\mathcal{T}_U$ contains in particular all integral operators of the form

\[ Tf(s) := \int_{S_1} k(s, t)f(t) \, d\mu_1(t) \]

with $|k(s, t)| \leq u(s, t)$. 
Averaging operators

The second basic source of $R$-boundedness is the process of averaging, which we first discuss in a probabilistic set-up. We recall from Section 2.6 that the conditional expectation operator $f \mapsto \mathbb{E}(f | \mathcal{A}')$, where $\mathcal{A}' \subseteq \mathcal{A}$ is a $\sigma$-finite sub-$\sigma$-algebra, are positive contractions on the spaces $L^p(S)$, $1 \leq p \leq \infty$, and can be extended to contractions on the spaces $L^p(S; X)$ for any Banach space $X$. We have also proved in Theorem 4.2.23 an inequality which can be neatly restated in the language of $R$-boundedness:

**Theorem 8.1.12 (Stein’s inequality on $R$-boundedness of conditional expectations).** Let $X$ be a UMD space and let $1 < p < \infty$. Let $(\mathcal{A}_n)_{n \in \mathbb{Z}}$ be a $\sigma$-finite filtration in a measure space $(S, \mathcal{A}, \mu)$. Then the family $\mathcal{E} = \{\mathbb{E}(\cdot | \mathcal{A}_n) : n \in \mathbb{Z}\}$ of conditional expectations is $R$-bounded on $L^p(S; X)$ and

$$R_p(\mathcal{E}) \leq \beta_{p,X}^+,$$

where $\beta_{p,X}^+$ is the one-sided UMD-constant of $X$ from Proposition 4.2.3.

**Proof.** We proved in Theorem 4.2.23 that

$$\left\| \sum_{n=1}^N \varepsilon_n \mathbb{E}(f_n | \mathcal{A}_n) \right\|_{L^p(S \times \Omega; X)} \leq \beta_{p,X}^+ \left\| \sum_{n=1}^N \varepsilon_n f_n \right\|_{L^p(S \times \Omega; X)},$$

and by re-indexing our filtration, we can start the sum from $n = -M$ instead of $n = 1$. With $M, N$ arbitrary, this gives the $R$-boundedness inequality for any choice of finitely many distinct operators from $\mathcal{E}$, which by Proposition 8.1.5 gives the full $R$-boundedness. (Alternatively, we could also achieve the repetition by applying the Stein inequality as stated to a new filtration, where some of the $\sigma$-algebras are repeated.)

With the help of Theorem 8.1.12 we can also obtain a similar bound for more ‘geometric’ averaging operators over Euclidean balls:

**Proposition 8.1.13 (R-boundedness of averaging operators).** Let $X$ be a UMD space and $1 < p < \infty$. The family $\mathcal{A}$ of all averaging operators

$$f \mapsto A_B f := \left( \frac{1}{|B|} \int_B f(x) \, dx \right) 1_B,$$

where $B$ runs over all balls in $\mathbb{R}^d$, is $R$-bounded on $L^p(\mathbb{R}^d; X)$, and

$$R_p(\mathcal{A}) \leq c_d \beta_{p,X}^+.$$

**Proof.** Let us write $f_B = \frac{1}{|B|} \int_B f$ for the average over $B$. We need to estimate

$$\left\| \sum_{n=1}^N \varepsilon_n 1_{B_n} \int_{B_n} f_n \, dx \right\|_{L^p(\mathbb{R}^d; X)},$$

where $A_{B_n} f = \varepsilon_n f|_{B_n} + \int_{\mathbb{R}^d} f - \int_{B_n} f$.
We recall the covering Lemma 3.2.26 which states that for every axes-parallel cube \( Q \subseteq \mathbb{R}^d \), there exists a ‘dyadic’ cube \( D \) in one of \( 3^d \) ‘dyadic systems’ \( \mathcal{D}^\alpha \), \( \alpha \in \{0, \frac{1}{3}, \frac{2}{3}\}^d \), such that \( \ell(Q) \leq 3\ell(D) \), where \( \ell \) denotes the side-length of the cubes. For the present purposes, it is not necessary to recall the precise description of the ‘dyadic systems’ \( \mathcal{D}^\alpha \) (although the interested reader will find all the details around the cited covering Lemma 3.2.26); it is enough to know that \( \mathcal{D}^\alpha = \bigcup_{j \in \mathbb{Z}} \mathcal{D}^\alpha_j \), where each \( \mathcal{D}^\alpha_j \) is the set of atoms of an atomic \( \sigma \)-algebra \( \mathcal{F}^\alpha_j := \sigma(\mathcal{D}^\alpha_j) \), where \( (\mathcal{F}^\alpha_j)_{j \in \mathbb{Z}} \) is a filtration of \( \mathbb{R}^d \). If \( D \in \mathcal{D}^\alpha \), we note that \( \int_{D} g \) is the constant value of \( E(g|\mathcal{F}^\alpha) \) on the atom \( D \).

For each \( B_n \), let \( Q_n \supseteq B_n \) with \( \ell(Q_n) = \text{diam}(B_n) \) be the minimal axes-parallel cube containing it, and \( D_n \supseteq Q_n \) a containing dyadic cube with \( \ell(D_n) \leq 3\ell(Q_n) = 3\text{diam}(B_n) \) in some \( \mathcal{D}^\alpha_n \), as provided by the Covering Lemma just discussed.

We observe that
\[
\frac{1}{B_n} \int_{B_n} f_n \, dx = \frac{|D_n|}{|B_n|} \frac{1}{B_n} \int_{D_n} \frac{1}{B_n} f_n \, dx = \frac{|D_n|}{|B_n|} \frac{1}{B_n} E(1_{B_n} f_n | \mathcal{F}^\alpha_n).
\]

Note that
\[
|D_n| = |D_n| |Q_n| |B_n| \leq 3^d \frac{2^d}{|B|^d} =: c_d,
\]
where \( |B|^d \) is the volume of the unit ball in \( \mathbb{R}^d \).

With these preparations, the main argument proceeds as
\[
\left\| \sum_{n=1}^N \varepsilon_n 1_{B_n} \int_{B_n} f_n \, dx \right\|_{L^p(\mathbb{R}^d; X)}
\leq c_d \sum_{\alpha \in \{0, \frac{1}{3}, \frac{2}{3}\}^d} \left\| \sum_{n: \alpha_n = \alpha} \varepsilon_n E(1_{B_n} f_n | \mathcal{F}^\alpha_n) \right\|_{L^p(\mathbb{R}^d; X)}
\leq c_d \beta_p \left\| \sum_{n: \alpha_n = \alpha} \varepsilon_n 1_{B_n} f_n \right\|_{L^p(\mathbb{R}^d; X)}
\leq c_d 3^d \beta_p \sum_{n} \varepsilon_n f_n \left\|_{L^p(\mathbb{R}^d; X)},
\right.
\]
where the first and third estimates were applications of the \( R \)-boundedness of the \( L^\infty \)-multipliers of Example 8.1.9 with \( m_n = |B_n| |B_n| 1_{B_n} \) and \( m_n = 1_{m: \alpha_n = \alpha} \), while the second estimate was the \( R \)-boundedness of conditional expectation from Theorem 8.1.12. We have proved the proposition with \( c_d = c_d 3^d = 18^d |B|^d \). \( \square \)
Tensor extensions

Let \((S_1, \mathcal{A}_1, \mu_1)\) and \((S_2, \mathcal{A}_2, \mu_2)\) be measure spaces. By the extension theorem of Paley and Marcinkiewicz–Zygmund (Theorem 2.1.9), when \(H\) is a Hilbert space and \(1 \leq p, q < \infty\), every bounded operator from \(L^p(S_1)\) to \(L^q(S_2)\) extends to a bounded operator from \(L^p(S_1; H)\) to \(L^q(S_2; H)\). The next proposition considers the extension of \(R\)-bounded sets of operators from \(L^p(S_1)\) to \(L^q(S_2)\).

**Proposition 8.1.14** (\(H\)-valued extensions). Let \(H\) be a Hilbert space and \(1 \leq p, q < \infty\). If \(\mathcal{T} \subseteq \mathcal{L}(L^p(S_1), L^q(S_2))\) is \(R\)-bounded, then \(\mathcal{T} \otimes I_H := \{T \otimes I_H : T \in \mathcal{T}\} \subseteq \mathcal{L}(L^p(S_1; H), L^q(S_2; H))\) is \(R\)-bounded and

\[
\mathcal{R}_{q,p}(\mathcal{T} \otimes I_H) \leq \kappa_{q,p} \|\gamma\|_q \mathcal{R}_{q,p}(\mathcal{T}).
\]

**Proof.** Let \((\gamma_m)_{m \geq 1}\) and \((\epsilon'_n)_{n \geq 1}\) be a Gaussian sequence and a Rademacher sequence on distinct probability spaces \((\Omega, \mathcal{F})\) and \((\Omega', \mathcal{F}')\), respectively. Let \((h_m)_{m=1}^M\) be an orthonormal system in \(H\). Observe that for all sequences of scalars \((\alpha_m)_{m=1}^M\), the following identity holds (see (2.3)):

\[
\|\gamma\|_q \sum_{m=1}^M \alpha_m h_m \|_H = \|\sum_{m=1}^M \alpha_m \gamma_m \|_{L^q(\Omega)}.
\]

Fix functions \(F_1, \ldots, F_N \in L^p(S_1; H)\) of the form \(F_n := \sum_{m=1}^M f_{mn} \otimes h_m\) and put \(G_n := \sum_{m=1}^M f_{mn} \gamma_m\). By the observation, pointwise on \(\Omega' \times S\) we have

\[
\|\gamma\|_q \sum_{n=1}^N \epsilon'_n (T_n \otimes I_H) F_n \|_H = \|\sum_{n=1}^N \epsilon'_n T_n G_n \|_{L^q(\Omega)}.
\]

Therefore, taking \(L^q(\Omega'; L^q(S_2))\)-norms, after interchanging the integrals the \(R\)-boundedness of \(\mathcal{T}\) implies

\[
\|\gamma\|_q \sum_{n=1}^N \epsilon'_n (T_n \otimes I_H) F_n \|_{L^q(\Omega'; L^q(S_2; H))} = \|\sum_{n=1}^N \epsilon'_n T_n G_n \|_{L^q(\Omega'; L^q(S_2; L^q(\Omega)))}
\]

\[
= \|\sum_{n=1}^N \epsilon'_n T_n G_n \|_{L^q(\Omega'; L^q(\Omega'; L^q(S_2)))}
\]

\[
\leq \mathcal{R}_{q,p}(\mathcal{T}) \|\sum_{n=1}^N \epsilon'_n G_n \|_{L^q(\Omega'; L^q(\Omega'; L^q(S_1)))}
\]

\[
= \mathcal{R}_{q,p}(\mathcal{T}) \|\gamma\|_q \sum_{n=1}^M \alpha_m \gamma_m \|_{L^q(\Omega)}
\]

\[
\leq \kappa_{q,p} \|\gamma\|_q \mathcal{R}_{q,p}(\mathcal{T}).
\]
Lator and by Theorem assertions are equivalent:

\[ \sum_{n=1}^{N} \| \varepsilon'_n G_n \|_{L^p(\Omega; L^p(\Omega'; L^q(S_1)))}, \]

using the Kahane–Khintchine inequality for Gaussian sums in the last step. Finally, by performing the same calculation in the reverse direction,

\[ \sum_{n=1}^{N} \| \varepsilon'_n G_n \|_{L^p(\Omega; L^p(\Omega'; L^q(S_1)))} = \| \sum_{n=1}^{N} \varepsilon'_n F_n \|_{L^p(\Omega'; L^q(S_1; H))}. \]

This proves the required estimate for functions \( F_1, \ldots, F_N \) of the form specified above. Since such functions form a dense subspace of \( L^p(S_1; H) \), the estimate extends to arbitrary \( F_1, \ldots, F_N \) in \( L^p(S_1; H) \).

With regard to the simple extension Theorem 2.1.3 one may ask whether a similar \( R \)-boundedness result holds: If \( \mathcal{T} \) is an \( R \)-bounded family of positive operators on \( L^p(S) \), is the family of tensor extensions \( \mathcal{T}_X = \{ T \otimes I_X : T \in \mathcal{T} \} \) \( R \)-bounded on \( L^p(S; X) \)? The next example shows that for \( 1 < p < \infty \), the \( R \)-boundedness of \( \mathcal{T}_X \) implies the triangular contraction property. Therefore the question has a negative answer for Banach spaces failing this property, such as \( c_0 \) and \( \ell^1(p^2) \) (see Corollary 7.5.13 and Proposition 7.5.14).

Example 8.1.15. Let \( (\varepsilon_n)_{n \geq 1} \) and \( (\varepsilon'_m)_{m \geq 1} \) be Rademacher sequences on distinct probability spaces \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( (\Omega', \mathcal{F}', \mathbb{P}') \), respectively. For \( n \geq 1 \) let \( \mathcal{F}_n = \sigma(\varepsilon_1, \ldots, \varepsilon_n) \) and \( T_n = \mathbb{E}(\cdot | \mathcal{F}_n) \). Then each \( T_n \) is a positive operator and by Theorem 8.1.12, the family \( \{ T_n : n \geq 1 \} \) is \( R \)-bounded on \( L^p(\Omega) \) for any \( p \in (1, \infty) \), with \( R \)-bound at most \( \beta_{p, L^p(\Omega)}^+ \leq \beta_{p, \mathbb{R}} = p^p - 1 \) (see Chapter 4). Now let \( X \) be any Banach space an suppose the family \( \mathcal{T}_X := \{ T_n \otimes I_X : n \geq 1 \} \) is \( R \)-bounded. Then, with \( f_n := \sum_{m=1}^{N} r_m x_{mn} \)

where \( (x_{mn})_{m,n=1}^{N} \) is a doubly indexed sequence in \( X \),

\[ \left\| \sum_{n=1}^{N} \sum_{m=1}^{n} r'_n r_m x_{mn} \right\|_{L^p(\Omega \times \Omega'; X)} = \left\| \sum_{n=1}^{N} r'_n (T_n \otimes I_X)f_n \right\|_{L^p(\Omega \times \Omega'; X)} \]

\[ \leq \mathcal{R}(\mathcal{T}_X) \left\| \sum_{n=1}^{N} r'_n f_n \right\|_{L^p(\Omega \times \Omega'; X)} \]

\[ = \mathcal{R}(\mathcal{T}_X) \left\| \sum_{n=1}^{N} \sum_{m=1}^{N} r'_n r_m x_{mn} \right\|_{L^p(\Omega \times \Omega'; X)}. \]

This means that \( X \) has the triangular contraction property.

We conclude this section with an explicit example of a uniformly bounded family which fails to be \( R \)-bounded:

Proposition 8.1.16. Let \( X \) be a non-zero Banach space, let \( 1 \leq p \leq \infty \), and let \( (S(t))_{t \in \mathbb{R}} \) denote the left-translation group on \( L^p(\mathbb{R}; X) \). The following assertions are equivalent:
(1) the family of extensions $(S(t) \otimes I_X)_{t \in \mathbb{R}}$ is $R$-bounded on $L^p(\mathbb{R}; X)$;
(2) the family of extensions $(S(t) \otimes I_X)_{t \in \mathbb{R}}$ is $\gamma$-bounded on $L^p(\mathbb{R}; X)$;
(3) $p = 2$ and $X$ is isomorphic to a Hilbert space.

Proof. The implications (1) ⇒ (2) and (3) ⇒ (1) follow from the observations, already made, that $R$-boundedness implies $\gamma$-boundedness, and that both notions are equivalent to uniform boundedness in Hilbert spaces. It thus remains to prove the implication (2) ⇒ (3).

We begin by showing that (2) implies $p = 2$. By considering only Gaussian sums with values in a given one-dimensional subspace of $X$, it suffices to consider the case $X = \mathbb{K}$.

First assume that $p \in (2, \infty]$. Let $u_1, \ldots, u_N$ be distinct real numbers and let $f \in L^p(\mathbb{R})$ be an arbitrary function of norm one whose support is contained in an interval of length not exceeding $\min_{1 \leq i < j \leq N} |u_i - u_j|$. With $f_n := S(-u_n)f$ we have

$$
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n S(u_n)f_n \right\|_{L^p(\mathbb{R})}^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f_n \right\|_{L^p(\mathbb{R})}^2 = N.
$$

On the other hand, Hölder’s inequality, the disjointness of the supports of the functions $f_n$, and Khintchine’s inequality imply

$$
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f_n \right\|_{L^p(\mathbb{R})}^2 \leq \left( \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f_n \right\|_{L^p(\mathbb{R})}^p \right)^{2/p} \approx_p \left( \sum_{n=1}^{N} |f_n|^p \right)^{2/p} = N^{2/p}.
$$

If $p = \infty$, the disjointness assumption implies

$$
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f_n \right\|_{L^\infty(\mathbb{R})}^2 \leq \mathbb{E} \left( \sup_{1 \leq n \leq N} |\gamma_n|^2 \right) \leq 2 \log (2N)
$$

using Proposition E.2.21. In both cases, comparing these inequalities we see that the family $(S(t))_{t \in \mathbb{R}}$ cannot be $R$-bounded on $L^p(\mathbb{R})$.

The case $p \in [1, 2)$ can be handled similarly. Indeed, by the Kahane–Khintchine inequality,

$$
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n S(-u_n)f \right\|_{L^p(\mathbb{R})}^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f_n \right\|_{L^p(\mathbb{R})}^2 \approx_p N^{2/p},
$$

whereas

$$
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n f \right\|_{L^p(\mathbb{R})}^2 = N.
$$

This again shows that $(S(t))_{t \in \mathbb{R}}$ cannot be $R$-bounded on $L^p(\mathbb{R})$. This concludes the proof that (2) implies $p = 2$. 

Next we show that (2) implies that $X$ is isomorphic to a Hilbert space. We will actually deduce from (2) that $X$ has both type 2 and cotype 2; the conclusion then follows by an appeal to Kwapień’s theorem (Theorem 7.3.1).

We have already seen that (2) forces $p = 2$. Let $u_1, \ldots, u_N$ be finitely many distinct real numbers, let $f \in L^2(\mathbb{R})$ be an arbitrary function of norm one whose support is contained in an interval of length not exceeding $\min_{1 \leq i \neq j \leq N} |u_i - u_j|$, and let $x_1, \ldots, x_N \in X$ be arbitrary. With $g_n := S(-u_n)f \otimes x_n$ we have

$$
\mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n S(u_n)g_n \right\|_{L^2(\mathbb{R}; X)}^2 = \mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n (f \otimes x_n) \right\|_{L^2(\mathbb{R}; X)}^2 = \mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{X}^2,
$$

whereas, on the other hand, the disjointness of the supports of the functions $g_n$ implies that

$$
\mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n g_n \right\|_{L^2(\mathbb{R}; X)}^2 = \sum_{n=1}^{N} \|g_n\|_{L^2(\mathbb{R}; X)}^2 = \sum_{n=1}^{N} \|x_n\|^2.
$$

Comparing these equalities, we see that the $\gamma$-boundedness of the operators $S(u) \otimes I_X$ implies that $X$ has (Gaussian) type 2. The proof that $X$ has (Gaussian) cotype 2 is proved by a similar modification of the arguments as in the first part of the proof.

\[ \square \]

8.1.d $R$-boundedness versus boundedness on $\varepsilon_N^p(X)$

The following elementary reformulation of $R$-boundedness in the language of the Rademacher spaces introduced in Section 6.3 is surprisingly useful in many applications:

**Proposition 8.1.17.** Let $X$ and $Y$ be Banach spaces. A family $\mathcal{T} \subseteq \mathcal{L}(X, Y)$ is $R$-bounded with constant $\mathbb{B}_p(\mathcal{T}) \leq C$ if and only if every finite sequence $(T_n)_{n=1}^{N}$ in $\mathcal{T}$ determines a bounded operator $\tilde{T}$ of norm $\|\tilde{T}\| \leq C$ from $\varepsilon_N^p(X)$ to $\varepsilon_N^p(Y)$ through the action

$$
\tilde{T}: (x_n)_{n=1}^{N} \mapsto (T_n x_n)_{n=1}^{N}.
$$

Under an additional assumption on the Banach spaces, the uniform boundedness of the operators $\tilde{T}$ of the previous remark bootstraps into $R$-boundedness of these operators:

**Proposition 8.1.18.** Let $X$ and $Y$ be Banach spaces with Pisier’s contraction property, and $\mathcal{T} \subseteq \mathcal{L}(X, Y)$ be an $R$-bounded family. For any given $N \geq 1$, let $\mathcal{T}_N$ be the family of all operators in $\varepsilon_N^p(X) \rightarrow \varepsilon_N^p(Y)$ of the form

$$
\tilde{T}: (x_n)_{n=1}^{N} \mapsto (T_n x_n)_{n=1}^{N},
$$
where \((T_n)_{n=1}^N \subseteq \mathcal{I}\). Then \(\mathcal{F}_N\) is \(R\)-bounded, and

\[
\mathcal{B}_p(\mathcal{F}_N) \leq \alpha_{p,X}^+ \alpha_{p,Y}^- \mathcal{B}_p(\mathcal{I}).
\]

**Proof.** With \(\bar{T}_k = (T_{kn})_{n=1}^N \in \mathcal{F}_N\) and \(\bar{x}_k = (x_{kn})_{n=1}^N \in \varepsilon_N^p(X)\) we have

\[
\left\| \sum_{k=1}^K \varepsilon_k \bar{T}_k \bar{x}_k \right\|_{L^p(\Omega; \varepsilon_N^p(Y))} \leq \alpha_{p,Y} \left\| \sum_{k=1}^K \sum_{n=1}^N \varepsilon_k T_{kn} x_{kn} \right\|_{L^p(\Omega; Y)}
\]

\[
\leq \alpha_{p,Y} \mathcal{B}_p(\mathcal{I}) \left\| \sum_{k=1}^K \sum_{n=1}^N \varepsilon_k T_{kn} x_{kn} \right\|_{L^p(\Omega; X)}
\]

\[
\leq \alpha_{p,Y} \mathcal{B}_p(\mathcal{I}) \alpha_{p,X}^+ \left\| \sum_{k=1}^K \sum_{n=1}^N \varepsilon_k T_{kn} x_{kn} \right\|_{L^p(\Omega; X)}
\]

\[
= \alpha_{p,Y} \mathcal{B}_p(\mathcal{I}) \alpha_{p,X}^+ \left\| \sum_{k=1}^K \varepsilon_k \bar{T}_k \bar{x}_k \right\|_{L^p(\Omega; \varepsilon_N^p(X))},
\]

where \(\alpha_{p,X}^+\) and \(\alpha_{p,X}^-\) denote the least admissible constants in (7.42). □

### 8.1.e Stability of \(R\)-boundedness under set operations

We record some simple facts about the stability of \(R\)-boundedness under various algebraic manipulations. As a direct consequence of the definitions one sees that

**Proposition 8.1.19 (Unions, sums, products).** Let \(X, Y, Z\) be Banach spaces and \(1 \leq p < \infty\).

1. If \(\mathcal{I} \subseteq \mathcal{J} \subseteq \mathcal{L}(X, Y)\) and \(\mathcal{I}\) is \(R\)-bounded, then so is \(\mathcal{I}\) and

\[
\mathcal{B}_p(\mathcal{I}) \leq \mathcal{B}_p(\mathcal{J}).
\]

2. If \(\mathcal{I} \subseteq \mathcal{L}(X,Y)\) and \(\mathcal{J} \subseteq \mathcal{L}(X,Y)\) are \(R\)-bounded, then the families \(\mathcal{I} \cup \mathcal{J}\) and \(\mathcal{I} + \mathcal{J} = \{S + T : S \in \mathcal{I}, T \in \mathcal{J}\}\), are \(R\)-bounded and

\[
\mathcal{B}_p(\mathcal{I} \cup \mathcal{J}) \leq \mathcal{B}_p(\mathcal{I}) + \mathcal{B}_p(\mathcal{J}),
\]

\[
\mathcal{B}_p(\mathcal{I} + \mathcal{J}) \leq \mathcal{B}_p(\mathcal{I}) + \mathcal{B}_p(\mathcal{J}).
\]

3. If \(\mathcal{I} \subseteq \mathcal{L}(X,Y)\) and \(\mathcal{J} \subseteq \mathcal{L}(Y,Z)\) are \(R\)-bounded, then the family \(\mathcal{I} \mathcal{J} = \{TS : S \in \mathcal{I}, T \in \mathcal{J}\}\) is \(R\)-bounded and

\[
\mathcal{B}_p(\mathcal{I} \mathcal{J}) \leq \mathcal{B}_p(\mathcal{I}) \mathcal{B}_p(\mathcal{J}).
\]
Proof. (1): This is clear from the definition of $R$-boundedness.

(2): Let $\mathcal{I}, \mathcal{J} \in \mathcal{L}(X, Y)$. The inequality $\mathcal{R}_p(\mathcal{I} + \mathcal{J}) \leq \mathcal{R}_p(\mathcal{I}) + \mathcal{R}_p(\mathcal{J})$ is a trivial consequence of the triangle inequality in $L^p(\Omega; X)$. Then, by Kahane’s contraction principle,

$$\mathcal{R}_p(\mathcal{I} \cup \mathcal{J}) \leq \mathcal{R}_p((\mathcal{I} \cup \{0\}) + (\mathcal{J} \cup \{0\}))$$

$$\leq \mathcal{R}_p(\mathcal{I} \cup \{0\}) + \mathcal{R}(\mathcal{J} \cup \{0\}) = \mathcal{R}_p(\mathcal{I}) + \mathcal{R}(\mathcal{J}).$$

(3): Let $T_1S_1, \ldots, T_NS_N \in \mathcal{I}\mathcal{I}$ and $x_1, \ldots, x_N \in X$. Then

$$\left\| \sum_{n=1}^{N} \varepsilon_n T_n S_n x_n \right\|_{L^p(\Omega; X)} \leq \mathcal{R}_p(\mathcal{I}) \left\| \sum_{n=1}^{N} \varepsilon_n S_n x_n \right\|_{L^p(\Omega; Y)}$$

$$\leq \mathcal{R}_p(\mathcal{I}) \mathcal{R}_p(\mathcal{J}) \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)}.$$

As an immediate generalisation, if $(\mathcal{I}_k)_{k \geq 1}$ is a sequence of $R$-bounded sets in $\mathcal{L}(X, Y)$ whose $R$-bounds are summable, then the union $\mathcal{I} = \bigcup_{k \geq 1} \mathcal{I}_k$ is $R$-bounded, with $R$-bound

$$\mathcal{R}_p(\mathcal{I}) \leq \sum_{k \geq 1} \mathcal{R}_p(\mathcal{I}_k)$$

for all $1 \leq p < \infty$. This elementary observation can be refined if we make use of the cotype and type properties of $X$ and $Y$, respectively. For $p = 1$ and $q = \infty$ we recover the aforementioned result, while the other extreme case $p = q = 2$ and $r = \infty$ reduces, via Kwapien’s theorem, to the assertion that every uniformly bounded sequence of Hilbert space operators is $R$-bounded.

**Proposition 8.1.20.** Suppose that $X$ has cotype $q \in [2, \infty]$ and $Y$ has type $p \in [1, 2]$. Let $(\mathcal{I}_k)_{k \geq 1}$ be a sequence of $R$-bounded families in $\mathcal{L}(X, Y)$ and suppose that the sequence of $R$-bounds $(\mathcal{R}_p(\mathcal{I}_k))_{k \geq 1}$ belongs to $\ell^r$, where $\frac{1}{r} = \frac{1}{p} - \frac{1}{q}$. Then the union $\mathcal{I} := \bigcup_{k \geq 1} \mathcal{I}_k$ is $R$-bounded and

$$\mathcal{R}_{p, q}(\mathcal{I}) \leq \tau_{p, Y} c_{q, X} \left\| (\mathcal{R}_p(\mathcal{I}_k))_{k \geq 1} \right\|_{\ell^r}.$$

**Proof.** We prove this for $q \in [2, \infty)$ and $r \in [1, \infty)$, the cases $q = \infty$ and $r = \infty$ being similar and simpler.

Upon replacing $\mathcal{I}_{n+1}$ by $\mathcal{I}_{n+1} \setminus \bigcup_{m=1}^{n} \mathcal{I}_m$, we may assume that the families $\mathcal{I}_n$ are disjoint.

Fix $N \geq 1$ and choose arbitrary operators $T_1, \ldots, T_N \in \mathcal{I}$. For each $k \geq 1$ set $I_k^N = \{1 \leq n \leq N : T_n \in \mathcal{I}_k\}$ and note that at most finitely many of these sets are non-empty. Randomising with an independent Rademacher sequence $(\varepsilon'_n)_{n \geq 1}$, using Hölder’s inequality with exponents $r/p$ and $r/(r-p) = q/p$ we obtain (with obvious changes if $q = \infty$)
For all $p > 0$, $R$-boundedness is its interplay with convexity.

**Proposition 8.1.21 (Convex hull).** If $\mathcal{T}$ is $R$-bounded in $L(X; Y)$, then the convex hull and the absolute convex hull of $\mathcal{T}$ are $R$-bounded in $L(X; Y)$. Moreover,

$$\mathcal{R}_p(\mathcal{T}) = \mathcal{R}_p(\text{conv}(\mathcal{T})) = \mathcal{R}_p(\text{abs conv}(\mathcal{T})).$$

**Proof.** We begin with the proof concerning the convex hull. Choose operators $S_1, \ldots, S_N \in \text{conv}(\mathcal{T})$. Recalling from Lemma 3.2.13 that

$$\text{conv}(\mathcal{T}) \times \cdots \times \text{conv}(\mathcal{T}) = \text{conv}(\mathcal{T} \times \cdots \times \mathcal{T}),$$

we can find $\lambda_1, \ldots, \lambda_k \in [0, 1]$ with $\sum_{j=1}^k \lambda_j = 1$ such that $S_n = \sum_{j=1}^k \lambda_j T_{jn}$ with $T_{jn} \in \mathcal{T}$ for all $j = 1, \ldots, k$ and $n = 1, \ldots, N$. Then, for all $x_1, \ldots, x_N \in X$,

$$E\left\| \sum_{n=1}^N \varepsilon_n S_n x_n \right\|_{L^p(\Omega; Y)}^{1/p} \leq \sum_{j=1}^k \lambda_j \left\| \sum_{n=1}^N \varepsilon_n T_{jn} x_n \right\|_{L^p(\Omega; Y)}^{1/p} \leq \mathcal{R}_p(\mathcal{T}) \sum_{j=1}^k \lambda_j \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}^{1/p}.$$
This proves the $R$-boundedness of $\text{conv}(\mathcal{F})$ with the estimate $\mathcal{R}_p(\text{conv}(\mathcal{F})) \leq \mathcal{R}_p(\mathcal{F})$. The opposite inequality $\mathcal{R}_p(\mathcal{F}) \leq \mathcal{R}_p(\text{conv}(\mathcal{F}))$ is trivial.

By the contraction principle the set $\mathcal{F}' := \{ \lambda T : T \in \mathcal{F}, |\lambda| \leq 1 \}$ is $R$-bounded and $\mathcal{R}_p(\mathcal{F}') = \mathcal{R}_p(\mathcal{F})$. Since $\text{conv}(\mathcal{F}') = \text{abs conv}(\mathcal{F}')$, the result for the absolute convex hull follows from this. \qed

**Topological closures**

For the next result we recall that the weak operator topology on $\mathcal{L}(X,Y)$ is the topology generated by the sets of the form

$$\{ S \in \mathcal{L}(X,Y) : |< (S-T)x, y^* > | < \varepsilon \}$$

with $T \in \mathcal{L}(X,Y)$, $x \in X$, $y^* \in Y^*$, and $\varepsilon > 0$. Similarly, the strong operator topology on $\mathcal{L}(X,Y)$ is the topology generated by the sets of the form

$$\{ S \in \mathcal{L}(X,Y) : \| (S-T)x \| < \varepsilon \}$$

with $T \in \mathcal{L}(X,Y)$, $x \in X$, and $\varepsilon > 0$.

It is easy to check that $\lim_{n \to \infty} T_n = T$ in the weak (respectively, strong) operator topology if and only if $\lim_{n \to \infty} (T_n x, y^*) = (Tx, y^*)$ for all $x \in X$ and $y^* \in X^*$ (respectively, $\lim_{n \to \infty} T_n x = Tx$ for all $x \in X$).

**Proposition 8.1.22 (Weak and strong operator topology closures).** If $\mathcal{F} \subseteq \mathcal{L}(X,Y)$ is $R$-bounded, then its closures $\mathcal{F}^{\text{wo}}$ and $\mathcal{F}^{\text{so}}$ in the weak and strong operator topologies are $R$-bounded, and for all $1 \leq p < \infty$ we have

$$\mathcal{R}_p(\mathcal{F}^{\text{wo}}) = \mathcal{R}_p(\mathcal{F}^{\text{so}}) = \mathcal{R}_p(\mathcal{F}).$$

**Proof.** The assertion concerning the strong operator topology follows from the corresponding assertion for the weak operator topology. As the strong case is simpler to prove, for the convenience of the reader we include a proof for this case as well.

Let $T_1, \ldots, T_N \in \mathcal{F}$ and $x_1, \ldots, x_N \in X$ be arbitrary. Fix an arbitrary $\varepsilon > 0$. Choose operators $T_1, \ldots, T_N \in \mathcal{F}$ such that for all $n = 1, \ldots, N,$

$$\| T_n x_n - T_n x_n \| < 2^{-n} \varepsilon, \quad n = 1, \ldots, N.$$  

Then,

$$\left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|_{L^p(\Omega; Y)} \leq \left\| \sum_{n=1}^{N} \varepsilon_n T_n x_n \right\|_{L^p(\Omega; Y)} + \sum_{n=1}^{N} \| T_n x_n - T_n x_n \|$$

$$\leq \mathcal{R}_p(\mathcal{F}) \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)} + \varepsilon.$$  

Since the choice of $\varepsilon > 0$ was arbitrary, this proves that $\mathcal{F}^{\text{so}}$ is $R$-bounded with $\mathcal{R}_p(\mathcal{F}^{\text{so}}) \leq \mathcal{R}_p(\mathcal{F})$. The converse inequality is trivial.
To prove the assertion for the closure in the weak operator topology we argue similarly. Let $T_1, \ldots, T_N \in \mathcal{F}^\text{wo}$ and $x_1, \ldots, x_N \in X$ be arbitrary. Fix an arbitrary $\varepsilon > 0$. Let $\frac{1}{p} + \frac{1}{p'} = 1$ and fix a simple function $g \in L^{p'}(\Omega; Y^*)$ of norm one, say $g = \sum_{j=1}^k 1_{\Omega_j} \otimes y_j^*$ with the sets $\Omega_j \in \mathcal{F}$ disjoint. Choose operators $T_1, \ldots, T_N \in \mathcal{F}$ such that for all $n = 1, \ldots, N$,

$$|\langle T_n x_n - T_n x_n, y_j^* \rangle| < 2^{-n} \varepsilon, \quad j = 1, \ldots, k.$$ 

Then

$$E|\langle T_n x_n - T_n x_n, g \rangle| = E \sum_{j=1}^k 1_{\Omega_j} |\langle T_n x_n - T_n x_n, y_j^* \rangle| \leq 2^{-n} \varepsilon \sum_{j=1}^k E 1_{\Omega_j} = 2^{-n} \varepsilon$$

and therefore

$$E \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right) \leq E \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right) + E \left( \sum_{n=1}^N E|\langle T_n x_n - T_n x_n, g \rangle| \right)$$

$$\leq \left( E \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right) \right)^{1/p} + \sum_{n=1}^N 2^{-n} \varepsilon$$

$$\leq \mathcal{R}_p(\mathcal{F}) \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right)^{1/p} + \varepsilon.$$ 

Upon taking the supremum over all simple functions $g$ of norm one in $L^{p'}(\Omega; Y^*)$ and applying Proposition 1.3.1 we obtain the estimate

$$\left( E \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right) \right)^{1/p} \leq \mathcal{R}_p(\mathcal{F}) \left( \sum_{n=1}^N \varepsilon_n \langle T_n x_n, g \rangle \right)^{1/p} + \varepsilon.$$ 

Since the choice of $\varepsilon > 0$ was arbitrary, this proves that $\mathcal{F}^\text{wo}$ is $R$-bounded with $\mathcal{R}_p(\mathcal{F}^\text{wo}) \leq \mathcal{R}_p(\mathcal{F})$. The converse inequality is trivial. \hfill \Box

In the same way as above one proves that if $\mathcal{F} \subseteq L(Y^*, X^*)$ is $R$-bounded, then its closure $\mathcal{F}^* \subseteq L(Y^*, X^*)$ in the weak* operator topology is $R$-bounded and $\mathcal{R}_p(\mathcal{F}^*) = \mathcal{R}_p(\mathcal{F})$ for all $1 \leq p < \infty$.

**Remark 8.1.23.** The $R$-boundedness of the closure in the weak operator can alternatively be deduced from the $R$-boundedness of the closure in the strong operator topology and the Hahn-Banach theorem. For $\mathcal{F} := \text{conv} \mathcal{F}$, by Proposition B.2.4 we have $\mathcal{F}^\text{so} = \mathcal{F}^\text{wo}$ and therefore, by Proposition 8.1.21,

$$\mathcal{R}_p(\mathcal{F}^\text{wo}) \leq \mathcal{R}_p(\mathcal{F}^\text{so}) = \mathcal{R}_p(\mathcal{F}) = \mathcal{R}_p(\mathcal{F}).$$

The reverse estimate $\mathcal{R}_p(\mathcal{F}) \leq \mathcal{R}_p(\mathcal{F}^\text{wo})$ is obvious.
As a first application we prove:

**Proposition 8.1.24.** Let $I$ be an index set, and let for each $i \in I$ and $n \geq 1$ an operator $T_n(i) \in \mathcal{L}(X, Y)$ be given, and assume that

$$T(i) := \sum_{n \geq 1} T_n(i)$$

converges in the weak operator topology of $\mathcal{L}(X, Y)$ for all $i \in I$. If each of the families $\mathcal{T}_n := \{T_n(i) : i \in I\}$ is $R$-bounded and if $\sum_{n \geq 1} \mathcal{R}(\mathcal{T}_n) < \infty$, then $\mathcal{T} := \{T(i) : i \in I\}$ is $R$-bounded, and for all $1 \leq p < \infty$ we have

$$\mathcal{R}_p(\mathcal{T}) \leq \sum_{n \geq 1} \mathcal{R}_p(\mathcal{T}_n).$$

**Proof.** Put $S_k(i) = \sum_{j=1}^{k} T_j(i)$. For all $x_1, \ldots, x_N \in X$ and $i_1, \ldots, i_N \in I$ we have

$$\left\| \sum_{n=1}^{N} \varepsilon_n S_k(i_n) x_n \right\|_{L^p(\Omega; Y)} \leq \sum_{j=1}^{k} \left\| \sum_{n=1}^{N} \varepsilon_n T_j(i_n) x_n \right\|_{L^p(\Omega; Y)} \leq \sum_{j=1}^{k} \mathcal{R}_p(\mathcal{T}_j) \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^p(\Omega; X)}.$$

In view of the fact that $T(i) = \lim_{k \to \infty} S_k(i)$ in the weak operator topology and $\sum_{n \geq 1} \mathcal{R}_p(\mathcal{T}_n) \leq \kappa_{p,2} \sum_{n \geq 1} \mathcal{R}(\mathcal{T}_n) < \infty$, the proof is finished by an appeal to Proposition 8.1.22. $\square$

### 8.2 Sources of $R$-boundedness in real analysis

We interrupt our development of Banach space-valued analysis to discuss the various appearances of $R$-boundedness in the context of classical real analysis on the (scalar-valued) $L^p$-spaces. This setting offers a number of specific techniques for proving $R$-boundedness that are not available in the full generality of Banach spaces.

#### 8.2.a Pointwise domination by the maximal operator

In Proposition 8.1.10 we already saw that operators pointwise dominated by a fixed bounded linear operator will be $R$-bounded $L^p$-spaces. On Euclidean domains the role of the dominating operator can also be assumed by the Hardy–Littlewood maximal operator

$$Mf(x) := \sup_{Q \ni x} \frac{1}{|Q|} \int_Q |f| \, dy,$$

where the supremum is over all axes-parallel cubes $Q \subseteq \mathbb{R}^d$ containing $x$. 

Proposition 8.2.1 (Domination by the maximal operator). For all $1 < p < \infty$ the family

$$\mathcal{T}_M := \{ T \in \mathcal{L}(L^p(\mathbb{R}^d)) : |Tf| \leq M|f| \text{ for all } f \in L^p(\mathbb{R}^d) \}$$

is $R$-bounded, and $\mathcal{R}_p(\mathcal{T}_M) \leq c_{p,d}$.

Proof. We have

$$\left\| \left( \sum_{n=1}^{N} |T_n f_n|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \leq \left\| \left( \sum_{n=1}^{N} (Mf_n)^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \leq c_{p,d} \left\| \left( \sum_{n=1}^{N} |f_n|^2 \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)},$$

where the last estimate is a direct application of the Fefferman–Stein maximal inequality (Theorem 3.2.28). This proves the $\ell^2$-boundedness of $\mathcal{T}_M$, and therewith its $R$-boundedness.

Remark 8.2.2. Using the full scope of the Fefferman–Stein inequality

$$\left\| \left( \sum_{n=1}^{N} |Mf_n|^q \right)^{1/q} \right\|_{L^p(\mathbb{R}^d)} \leq c_{p,q,d} \left\| \left( \sum_{n=1}^{N} |f_n|^q \right)^{1/q} \right\|_{L^p(\mathbb{R}^d)}, \quad 1 < p, q < \infty,$

the same proof also shows that $\mathcal{T}_M$ has the property of $\ell^q$-boundedness, which may be defined for Banach lattices $X, Y$ by the inequality

$$\left\| \left( \sum_{n=1}^{N} |T_n f_n|^q \right)^{1/q} \right\|_Y \leq C \left\| \left( \sum_{n=1}^{N} |f_n|^q \right)^{1/q} \right\|_X, \quad (8.1)$$

over the usual quantifiers. It is important here that, when choosing the operators $(T_n)_{n=1}^{N}$, repetitions are allowed.

Here is a model application of Proposition 8.2.1:

Proposition 8.2.3. Let $\mathcal{K}$ consist of all $k \in L^1(\mathbb{R}^d)$ such that

$$\int_{\mathbb{R}^d} \text{ess sup} |k(y)| \, dx \leq 1.$$

Then the family of convolution operators $\mathcal{T}_\mathcal{K} := \{ f \mapsto k * f : k \in \mathcal{K} \}$ is $R$-bounded on $L^p(\mathbb{R}^d)$ for all $p \in (1, \infty)$, and $\mathcal{R}_p(\mathcal{T}_\mathcal{K}) \leq c_{p,d}$.

Proof. By Proposition 2.3.9, for each $k \in \mathcal{K}$ and $f \in L^p(\mathbb{R}^d)$, $|k * f(x)| \leq Mf(x)$ for $x \in \mathbb{R}^d$. Therefore, the result follows from Proposition 8.2.1. □
Corollary 8.2.4. Let \( \mathcal{K} \) consist of kernels \( k \in L^1(\mathbb{R}^d) \) that are radially decreasing, i.e., \( |k(y)| \leq |k(x)| \) for all \( x, y \in \mathbb{R}^d \) with \( |y| \geq |x| \), and
\[
\int_{\mathbb{R}^d} |k(x)| \, dx \leq 1.
\]
Then the family of convolution operators \( \mathcal{T}_\mathcal{K} := \{ f \mapsto k * f : k \in \mathcal{K} \} \) is \( R \)-bounded on \( L^p(\mathbb{R}^d) \) for all \( p \in (1, \infty) \), and \( R_p(\mathcal{T}_\mathcal{K}) \leq c_{p,d} \).

Example 8.2.5 (\( R \)-analyticity of the heat semigroup). Consider the heat semigroup \( (H(z))_{z \in [\arg(z) < \pi/2]} \) on \( L^p(\mathbb{R}^d) \) (see Example G.5.6) given by convolution with the heat kernel,
\[
H(z)f = k_z * f, \quad |\arg(z)| < \pi/2,
\]
where the kernels \( k_z : \mathbb{R}^d \to \mathbb{C} \) given by
\[
k_z(x) = \frac{1}{\sqrt{(2\pi z)^d}} \exp(-|x|^2/(2z)), \quad x \in \mathbb{R}^d.
\]
The family \( \{k_t : t > 0\} \) clearly satisfies the conditions of Corollary 8.2.4. We claim that for all \( \theta < \pi/2 \) the family \( \{k_t : |\arg(z)| \leq \theta\} \) still satisfies the condition of Proposition 8.2.3 up to a multiplicative constant. As a result the family \( (H(z))_{|\arg(z)| \leq \theta} \) is \( R \)-bounded on \( L^p(\mathbb{R}^d) \) for all \( p \in (1, \infty) \).

To prove the claim, fix \( z \in \mathbb{C} \) with \( |\arg(z)| \leq \theta \) and put \( t := \Re z \). With \( c(z) := \cos(\arg(z)) \) we have \( |z| = t/c(z) \) and \( \Re(1/z) = \Re z/|z|^2 = t^{-1}c^2(z) \), and therefore
\[
\left| \frac{1}{\sqrt{(2\pi z)^d}} \exp(-|x|^2/(2z)) \right| = \frac{1}{\sqrt{(2\pi t^d/c^2(z))}} \exp(-|x|^2c^2(z)/2t) = c^{-d/2}(z)k_{t/c^2(z)}(x).
\]
The kernel on the right-hand side is positive and satisfies \( |k_t(y)| \geq |k_t(x)| \) if \( |y| \leq |x| \), and
\[
\int_{\mathbb{R}^d} c^{-d/2}(z)k_{t/c^2(z)}(x) \, dx \lesssim \frac{1}{\cos^{d/2} \theta}.
\]
It follows that the condition of Proposition 8.2.3 is satisfied, with constant \( 1/\cos^{d/2} \theta \) instead of 1.

8.2.b Inequalities with Muckenhoupt weights

Many common operators of real and harmonic analysis are known to be bounded on the weighted spaces \( L^p(w) := L^p(\mathbb{R}^d, w) \), when \( w \) is a weight in the Muckenhoupt class \( A_p \). We refer the reader to Appendix J for a brief introduction to these classes. In particular we recall that, by definition, a weight \( w \in L^1_{\text{loc}}(\mathbb{R}^d) \) belongs to the Muckenhoupt \( A_p \) class if \( w(x) > 0 \) for almost all \( x \in \mathbb{R}^d \) and
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Let us consider the pair of functions
(f, g) := \left( \left( \sum_{n=1}^{N} |f_n|^r \right)^{1/r}, \left( \sum_{n=1}^{N} |T_n f_n|^r \right)^{1/r} \right).

It is immediate from the assumption that
\|g\|_{L^r(w)} \leq \phi_r([w]_{A_r}) \|f\|_{L^r(w)} \quad \text{for all } w \in A_r.

Thus, Rubio de Francia’s extrapolation theorem (Theorem J.2.1) guarantees that
\|g\|_{L^p(w)} \leq \phi_{pq}([w]_{A_p}) \|f\|_{L^p(w)} \quad \text{for all } p \in (1, \infty) \text{ and } w \in A_p,

which is the claimed conclusion in the special case that
q = r.

Specialising further to
N = 1,
and writing
q
instead of
p
we find that we obtain an
estimate similar to the assumption but with arbitrary \( q \in (1, \infty) \) in place of \( r \). Repeating the same argument starting from this \( q \), we obtain the claimed conclusion for all \( p, q \in (1, \infty) \).

\[ \square \]

**Remark 8.2.7.** By Muckenhoupt’s classical Theorem J.1.1, the Hardy–Littlewood maximal operator \( M \), and hence also the class \( \mathcal{T}_M \) defined in Proposition 8.2.1, satisfies the assumption, and therefore the conclusion, of Theorem 8.2.6. Thus Proposition 8.2.1 and its corollaries in the previous subsection can also be viewed as corollaries of Theorem 8.2.6.

### 8.2.c Characterisation by weighted inequalities in \( L^p \)

In the next two propositions we characterise \( \ell^r \)-boundedness (see (8.1)) in terms of weighted boundedness of a family of operators \( \mathcal{F} \subseteq \mathcal{L}(L^p, L^q) \). The proof works for non-linear operators and we will consider this setting below. For \( r = 2 \) the results imply a characterisation of \( R \)-boundedness of families of operators acting between \( L^p \) and \( L^q \) (see Theorem 8.2.11).

**Proposition 8.2.8.** Let \((S_1, \mathcal{A}_1, \mu_1)\) and \((S_2, \mathcal{A}_2, \mu_2)\) be \( \sigma \)-finite measure spaces and let \( 0 < r < p, q < \infty \). Let \( \mathcal{F} \) be a family of (possibly non-linear) mappings from \( L^p(\mu_1) \) into \( L^q(\mu_2) \) such that \( T(\lambda f) = \lambda T(f) \) for all \( f \in L^p(\mu_1) \) and \( \lambda \geq 0 \). For any constant \( C \geq 0 \) the following assertions are equivalent:

1. for all finite sequences \((T_n)_{n=1}^N\) in \( \mathcal{F} \) and all \((f_n)_{n=1}^N\) in \( L^p(\mu_1) \) we have
   \[
   \left\| \left( \sum_{n=1}^N |T_n f_n|^r \right)^{1/r} \right\|_{L^q(\mu_2)} \leq C \left\| \left( \sum_{n=1}^N |f_n|^r \right)^{1/r} \right\|_{L^p(\mu_1)} .
   \]

2. for all non-negative \( w_2 \in L^{q/(r-q)}(\mu_2) \) there exists a non-negative weight \( w_1 \in L^{p/(p-r)}(\mu_1) \) satisfying \( \|w_1\|_{L^{p/(p-r)}(\mu_1)} \leq \|w_2\|_{L^{q/(r-q)}(\mu_2)} \) such that
   \[
   \|Tf\|_{L^r(w_2 \mu_2)} \leq C \|f\|_{L^r(w_1 \mu_1)}, \quad T \in \mathcal{F}, \ f \in L^p(\mu_1). \tag{8.2}
   \]

Note that by Hölder’s inequality we have continuous inclusions \( L^p(\mu_1) \subseteq L^{r/(w_1 \mu_1)} \) and \( L^q(\mu_2) \subseteq L^{r/(w_2 \mu_2)} \).

A corresponding result for \( 0 < p, q < r < \infty \) is stated in Proposition 8.2.10.

One of the main ingredients in the proof of Proposition 8.2.8 is a mini-max lemma from real analysis (see the Notes for more information).

**Lemma 8.2.9 (Mini-max Lemma).** Let \( A \) and \( B \) be convex subsets of a vector space \( V \) and a Hausdorff topological vector space \( W \), respectively, and assume that \( B \) is compact. Let \( \Phi : A \times B \to \mathbb{R} \cup \{+\infty\} \) be a function with the following properties:

1. \( \Phi(b, b) \) is concave;
(ii) for all \( a \in A \), \( \Phi(a, \cdot) \) is convex and lower semi-continuous.

Then

\[
\min_{b \in B} \max_{a \in A} \Phi(a, b) = \min_{a \in A} \max_{b \in B} \Phi(a, b) \leq 0.
\]

Proof of Proposition 8.2.8. (2)\(\Rightarrow\)(1): Let \( f_1, \ldots, f_n \in L^p(\mu_1) \). By the Hahn-Banach theorem we can find \( w_2 \in (L^{q/(r)}(\mu_2))^* = L^{q/r}(\mu_2) \) of norm one with \( w_2 \geq 0 \) such that

\[
\left( \int_{S_2} \left( \sum_{n=1}^N |T_n f_n|^r \right)^{q/r} \, d\mu_2 \right)^{r/q} = \int_{S_2} \sum_{n=1}^N |T_n f_n|^r \, w_2 \, d\mu_2.
\]

Now let \( w_1 \) be as in assertion (2) of the proposition. By the assumption,

\[
\left( \int_{S_2} \left( \sum_{n=1}^N |T_n f_n|^r \right)^{q/r} \, d\mu_2 \right)^{r/q} = \sum_{n=1}^N \int_{S_1} |f_n|^r \, w_1 \, d\mu_1 = C^r \sum_{n=1}^N \int_{S_1} |f_n|^r \, w_1 \, d\mu_1
\]

\[
\leq C^r \left( \int_{S_1} \left( \sum_{n=1}^N |f_n|^r \right)^{p/r} \, d\mu_1 \right)^{r/p},
\]

where we used Hölder’s inequality with \( \frac{r}{p} + \frac{p-r}{p} = 1 \) and \( \|w_1\|_{L^{q/(r-)}(\mu_1)} \leq \|w_2\|_{L^{q/(r-)}(\mu_2)} = 1 \). This proves (1).

(1)\(\Rightarrow\)(2): It suffices to consider \( w_2 \in L^{q/(q-r)}(\mu_2) \) with \( w_2 \geq 0 \) and \( \|w_2\|_{L^{q/(q-r)}(\mu_1)} = 1 \). Let \( A \subseteq L^{p/r}(\mu_1) \times L^{q/r}(\mu_2) \) be the set of pairs \((a_1, a_2)\) such that

\[
a_1 = \sum_{n=1}^N |f_n|^r, \quad a_2 = \sum_{n=1}^N |T_n f_n|^r,
\]

with \( T_n \in \mathcal{F} \) and \( f_n \in L^p(\mu_1) \) for \( 1 \leq n \leq N \), where \( N \) may vary as well. Then \( A \) is a convex set. Indeed, let \((a_1, a_2)\) and \((b_1, b_2)\) in \( A \) and let \( \lambda \in (0, 1) \). We can write \( a_1 = \sum_{n=1}^N |f_n|^r \) and \( b_1 = \sum_{n=N+1}^M |f_n|^r \) and \( a_2 = \sum_{n=1}^N |T_n f_n|^r \) and \( b_2 = \sum_{n=N+1}^M |T_n f_n|^r \) with \( f_n \in L^p(\mu_1) \) for all \( 1 \leq n \leq N \). Let \( g_n = \lambda^{1/r} f_n \) for \( 1 \leq n \leq N \) and \( g_n = (1-\lambda)^{1/r} f_n \) for \( N+1 \leq n \leq M \). Clearly, we have

\[
\lambda a_1 + (1-\lambda) b_1 = \sum_{n=1}^N |g_n|^r \quad \text{and} \quad \lambda a_2 + (1-\lambda) b_2 = \sum_{n=1}^M |T_n g_n|^r.
\]

and thus \( \lambda(a_1, a_2) + (1-\lambda)(b_1, b_2) \) is in \( A \). Consider the following convex and weakly compact set \( B \) of \( L^{p/(p-r)}(\mu_1) \):

\[
B = \{ b \in L^{p/(p-r)}(\mu_1) : b \geq 0, \|b\|_{L^{p/(p-r)}(\mu_1)} \leq 1 \}.
\]
Let \( \Phi : A \times B \to (-\infty, \infty] \) be given by

\[
\Phi(a, b) = \int_{S_2} a_2 w_2 \, d\mu_2 - C r \int_{S_1} a_1 b \, d\mu_1, \quad a = (a_1, a_2).
\]

For fixed \( b \in B \), \( \Phi(\cdot, b) \) is affine-linear and hence concave. Similarly, for each \( a \in A \), \( \Phi(a, \cdot) \) is linear and hence convex. Clearly, \( \Phi(a, \cdot) \) is weakly continuous.

By the assumption and Hölder’s inequality one sees that for all \( a \in A \),

\[
\min_{b \in B} \Phi(a, b) = \min_{b \in B} \left[ \int_{S_2} \sum_{n=1}^N |Tf_n|^r w_2 \, d\mu_2 - C r \int_{S_1} \sum_{n=1}^N |f_n|^r b \, d\mu_1 \right]
\leq \left\| \sum_{n=1}^N |Tf_n|^r \right\|_{L^{r/q}(\mu_2)} - C r \left\| \sum_{n=1}^N |f_n|^r \right\|_{L^{p/r}(\mu_1)} \leq 0.
\]

It follows from the mini-max Lemma 8.2.9 that

\[
\min_{b \in B} \sup_{a \in A} \Phi(a, b) = \sup_{a \in A} \min_{b \in B} \Phi(a, b) \leq 0.
\]

Hence can find a \( w_1 \in B \) such that for all \( a \in A \) one has \( \Phi(a, w_1) \leq 0 \). In particular, considering \( a = (|f|^r, |Tf|^r) \) with \( f \in L^p(\mu_1) \), we obtain (8.2). \( \square \)

The following version of Proposition 8.2.8 holds for \( p, q < r \).

**Proposition 8.2.10.** Let \((S_1, \mathcal{A}_1, \mu_1)\) and \((S_2, \mathcal{A}_2, \mu_2)\) be \( \sigma \)-finite measure spaces and let \( 0 < p, q < r < \infty \). Let \( \mathcal{F} \) be a family of (possibly non-linear) mappings from \( L^p(\mu_1) \) into \( L^q(\mu_2) \) such that \( T(\lambda f) = \lambda T(f) \) for all \( f \in L^p(\mu_1) \) and \( \lambda \geq 0 \). For any constant \( C \geq 0 \) the following assertions are equivalent:

1. for all finite sequences \((T_n)_{n=1}^N\) in \( \mathcal{F} \) and all \((f_n)_{n=1}^N\) in \( L^p(\mu_1) \) we have

\[
\left\| \left( \sum_{n=1}^N |T_nf_n|^r \right)^{1/r} \right\|_{L^q(\mu_2)} \leq C \left\| \left( \sum_{n=1}^N |f_n|^r \right)^{1/r} \right\|_{L^p(\mu_1)};
\]

2. for all non-negative \( w_1 \in L^{p/(r-p)}(\mu_1) \) there exists a non-negative weight \( w_2 \in L^{q/(r-q)}(\mu_2) \) satisfying \( \|w_2\|_{L^{q/(r-q)}(\mu_2)} \leq \|w_1\|_{L^{p/(r-p)}(\mu_1)} \) such that

\[
\|Tf\|_{L^r(w_2^{-1})} \leq C \|f\|_{L^r(w_1^{-1})}, \quad T \in \mathcal{F}, \ f \in L^r(w_1^{-1})_1. \quad \tag{8.3}
\]

In the above result it is understood that \( w_i(s)^{-1} = 0 \) if \( w_i(s) = 0 \), \( i = 1, 2 \). Note that by Hölder’s inequality we have continuous inclusions \( L^r(w_1^{-1})_1 \subseteq L^p(\mu_1) \) and \( L^r(w_2^{-1})_2 \subseteq L^q(\mu_2) \).

**Proof.** Note that for every function \( f \in L^p(\mu_1) \) with \( \rho \in (0, 1) \) we have

\[
\|f\|_{L^\rho(\mu_1)} = \inf_{v \in V_\rho} \int_{S_1} |f|^\rho v^{-1} \, d\mu_1, \quad \tag{8.4}
\]
where $V_{p} = \{ v \geq 0 \text{ and } \|v\|_{L^{p}(\mu)} \leq 1 \}$ and the infimum is attained. Indeed, the inequality $\leq$ of (8.4) follows from Hölder’s inequality, while $\geq$ follows by taking $v = |f|^{1-p}/\|f\|_{L^{p}(\mu)}^{1-p}$.

(2)$\Rightarrow$(1): Let $f_{1}, \ldots, f_{N} \in L^{p}(\mu_{1})$ and set $f := (\sum_{n=1}^{N} |f_{n}|^{r})^{1/r}$. By (8.4) (applied, with $\rho = p/r$, to the function $f^{r} = \sum_{n=1}^{N} |f_{n}|^{r}$), there exists a weight $w_{1} \in V_{p/r}$ of norm one such that

$$\|f^{r}\|_{L^{p/r}(\mu_{1})} = \int_{S_{1}} |f^{r}| w_{1}^{1-p} \, d\mu_{1}.$$ 

Let $w_{2}$ be as in (2). Then $\|w_{2}\|_{L^{p/(r-q)}(\mu_{2})} \leq 1$ and it follows from (8.4) (applied, with $\rho = q/r$, to the function $\sum_{n=1}^{N} |T_{n} f_{n}|^{r}$), and the assumption in (2) that

$$\left(\int_{S_{2}} \left(\sum_{n=1}^{N} |T_{n} f_{n}|^{r}\right)^{q/r} \, d\mu_{2}\right)^{r/q} \leq C'' \int_{S_{2}} \sum_{n=1}^{N} |T_{n} f_{n}|^{r} w_{2}^{1-q} \, d\mu_{2}$$

$$\leq C'' \int_{S_{1}} \sum_{n=1}^{N} |f_{n}|^{r} w_{1}^{1-q} \, d\mu_{1}$$

$$= C'' \left(\int_{S_{1}} \left(\sum_{n=1}^{N} |f_{n}|^{r}\right)^{p/r} \, d\mu_{1}\right)^{r/p}.$$ 

(1)$\Rightarrow$(2): It suffices to consider $w_{1} \in L^{p/(r-p)}(\mu_{1})$ with $w_{1} \geq 0$ and $\|w_{1}\|_{L^{p/(r-p)}(\mu_{1})} = 1$.

Let $A \subseteq L^{1}(w_{1}^{-1} \mu_{1}) \times L^{q/r}(\mu_{2})$ be the set of pairs $(a_{1}, a_{2})$ such that

$$a_{1} = \sum_{n=1}^{N} |f_{n}|^{r}, \quad a_{2} = \sum_{n=1}^{N} |T_{n} f_{n}|^{r}$$

with $T_{n} \in \mathcal{S}$ and $f_{n} \in L^{r}(w_{1}^{-1} \mu_{1}) \subseteq L^{p}(\mu_{1})$ for $1 \leq n \leq N$, where $N$ may vary as well. Then as in the proof of Proposition 8.2.8 we see that $A$ is a convex set. Consider the following convex and weakly compact set $B$:

$$B = \{ b \in L^{r/(r-q)}(\mu_{2}) : b \geq 0, \|b\|_{L^{r/(r-q)}(\mu_{2})} \leq 1 \}.$$ 

Let $\Phi : A \times B \to (-\infty, \infty]$ be given by

$$\Phi(a, b) = \int_{S_{2}} a_{2} b^{-q/r} \, d\mu_{2} - C'' \int_{S_{1}} a_{1} w_{1}^{-1} \, d\mu_{1}, \quad a = (a_{1}, a_{2}).$$ 

For fixed $b \in B$, $\Phi(\cdot, b)$ is linear and hence concave. On the other hand, since $x \mapsto x^{-q/r}$ is linear, $\Phi(a, \cdot)$ is convex for each $a \in A$.

We claim that $\Phi(a, \cdot)$ is weakly lower semi-continuous. Indeed, let $r \in [0, \infty)$. It suffices to show that $B_{r} = \{ b \in B : \Phi(a, b) \leq r \}$ is weakly
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closed. Since $B_r$ is convex (by the convexity of $x \mapsto x^{-q/r}$), it suffices to show that $B_r$ is closed. Choose $(b_n)_{n \geq 1}$ in $B_r$ such that $\lim_{n \to \infty} b_n = b$ exists in $L^{r/q-r} (\mu_2)$. We can find a subsequence such that $\lim_{n_k \to \infty} b_{n_k} = b$ almost everywhere, hence $b \geq 0$, and it follows from Fatou's lemma that $\Phi(a, b) \leq \liminf_{k \to \infty} \Phi(a, b_{n_k}) \leq r$. Thus $B_r$ is closed and the claim follows.

By the assumption, (8.4) (noting that $b \in B$ implies $b^{q/r} \in V_{q/r}$), and Hölder’s inequality one sees that for all $a \in A$,

$$\min_{b \in B} \Phi(a, b) = \min_{b \in B} \left[ \int_{S_2} \left( \sum_{n=1}^{N} |Tf_n|^r b^{-q/r} \, d\mu_2 - C \right) \right] \sum_{n=1}^{N} |f_n| w_1^{-1} \, d\mu_1$$

$$\leq \left( \sum_{n=1}^{N} |Tf_n| \right)_{L^{q/r}(\mu_2)} - C \left( \sum_{n=1}^{N} |f_n| \right)_{L^{r/q}(\mu_1)} \leq 0.$$

It follows from the mini-max Lemma 8.2.9 that

$$\min_{b \in B} \sup_{a \in A} \Phi(a, b) = \sup_{a \in A} \min_{a \in A} \Phi(a, b) \leq 0.$$

Hence there exists a $b \in B$ such that $\Phi(a, b) \leq 0$ for all $a \in A$. In particular, considering $a = (|f|^r, |Tf|^r)$ with $f \in L^r(w_1^{-1}\mu_1)$, we obtain (8.3) with $w_2 := b^{q/r}$. □

Propositions 8.2.8 and 8.2.10 and Remark 8.1.4 immediately give the following characterisation of $R$-boundedness of families of operators from $L^p$ into $L^q$.

**Theorem 8.2.11** ($R$-boundedness from $L^p$ to $L^q$ via weights). Let $(S_1, \mathcal{A}_1, \mu_1)$ and $(S_2, \mathcal{A}_2, \mu_2)$ be measure spaces and let $p, q \in (1, \infty)$. Let $\mathcal{T} \subseteq \mathcal{L}(L^p(\mu_1), L^q(\mu_2))$ be a family of linear operators. Then:

1. If $p, q \in (2, \infty)$, the family $\mathcal{T}$ is $R$-bounded if and only if there exists a constant $C \geq 0$ such that for every $w_2 \in L^2(p-2) (\mu_2)$ with $w_2 \geq 0$ there exists a $w_1 \in L^2(q-2) (\mu_1)$ with $w_1 \geq 0$ and $\|w_1\|_{L^2(q-2)(\mu_1)} \leq \|w_2\|_{L^2(p-2)(\mu_2)}$ such that

$$\|Tf\|_{L^2(w_2)} \leq C \|f\|_{L^2(w_1)}, \quad T \in \mathcal{T}, f \in L^2(\mu_1); \tag{8.5}$$

2. If $p, q \in (1, 2)$, the family $\mathcal{T}$ is $R$-bounded if and only if there exists a constant $C \geq 0$ such that for every weight $w_1 \in L^2(p-2) (\mu_1)$ with $w_1 \geq 0$ there exists a weight $w_2 \in L^2(q-2) (\mu_2)$ with $w_2 \geq 0$ and $\|w_2\|_{L^2(q-2)(\mu_2)} \leq \|w_1\|_{L^2(p-2)(\mu_1)}$ such that

$$\|Tf\|_{L^2(w_2^{-1})} \leq C \|f\|_{L^2(w_1^{-1})}, \quad T \in \mathcal{T}, f \in L^2(w_1^{-1}\mu_1); \tag{8.6}$$

If $C'$ denotes the least admissible constant in (8.5) or (8.6), then for all $1 \leq r < \infty$ we have

$$(\kappa_{p,2} \kappa_{2,q})^{-1} C' \leq \mathcal{R}_{q,p}(\mathcal{T}) \leq \kappa_{2,p/2} \kappa_{p/2,2} C'.$$
8.3 Fourier multipliers and $R$-boundedness

A Fourier multiplier with symbol $m \in L^\infty(\mathbb{R}^d;\mathcal{L}(X,Y))$ is the operator

$$f \mapsto T_m f = (m\hat{f})^\vee,$$

initially defined on the space $\tilde{L}^1(\mathbb{R}^d;X) = \{\tilde{g} : g \in L^1(\mathbb{R}^d;X)\}$ of inverse Fourier transforms of $L^1(\mathbb{R}^d;X)$-functions, and mapping into $\tilde{L}^1(\mathbb{R}^d;Y)$. These operators have been studied in Chapter 5, where we addressed the basic question of their $L^p$-boundedness, i.e., the a priori estimate

$$\|T_m f\|_{L^p(\mathbb{R}^d;Y)} \leq C\|f\|_{L^p(\mathbb{R}^d;X)}$$

for all $f \in \tilde{L}^1(\mathbb{R}^d;X) \cap L^p(\mathbb{R}^d;X)$ or a dense subspace thereof. This estimate, when valid, permits the unique extension of $T_m$ to a bounded linear operator from $L^p(\mathbb{R}^d;X)$ to $L^p(\mathbb{R}^d;Y)$.

This theory has intimate ties with $R$-boundedness. We already saw a glimpse of this interplay in Chapter 5 where, among other things, the following implications were established (see Theorems 5.3.15 and 5.3.18):

$$\{ m(\xi), \xi m'(\xi) : \xi \in \mathbb{R} \} \subseteq \mathcal{L}(X,Y) \text{ is } R \text{-bounded, and } X,Y \text{ have UMD}$$

$$\Rightarrow T_m : L^p(\mathbb{R};X) \to L^p(\mathbb{R};Y) \text{ is bounded for } p \in (1,\infty)$$

$$\Rightarrow \{ m(\xi) : \xi \in \mathbb{R} \text{ Lebesgue-point of } m \} \text{ is } R \text{-bounded.}$$

With the general theory of $R$-boundedness at hand, we now return to explore its further connections to Fourier multipliers. We begin with a new proof of the first implication above, which uses $R$-boundedness in more systematic way, leading not only to an essentially sharper form of the final result but also to a number of intermediate $R$-boundedness estimates of independent interest.

8.3.a Multipliers of bounded variation on the line

The following $R$-boundedness result is fairly immediate. We denote by

$$\Delta_E := T_{1_E}$$

(8.7)

the Fourier multiplier whose symbol is the indicator function of the set $E$.

**Proposition 8.3.1.** Let $X$ be a UMD space and $p \in (1,\infty)$. Let $\mathcal{J}$ be the collection of all intervals $J \subseteq \mathbb{R}$. Then

$$\Delta_\mathcal{J} := \{ \Delta_J : J \in \mathcal{J} \}$$

is $R$-bounded on $L^p(\mathbb{R};X)$, and more precisely

$$\mathcal{R}_p \{ \Delta_J : J \in \mathcal{J} \} \leq h_{p,X} := \|H\|_{\mathcal{L}(L^p(\mathbb{R};X))},$$

where $H$ denotes the Hilbert transform.
Proof. By Lemma 5.3.9 (or a direct verification by comparison of the corresponding multipliers), when \( J \) is a finite interval, we have the representation
\[
\Delta_J = \frac{i}{2} \left( M_{a_j} HM_{-a_j} - M_{b_j} HM_{-b_j} \right),
\]
where each \( M_a \) is the modulation operator \( M_a : f \mapsto e_a f \) (where \( e_a(t) := \exp(2\pi i at) \)), and \( a_j \) and \( b_j \) are the left and right end-points of the interval \( J \). By Example 8.1.9, we have \( \mathcal{R}_p(M_a : a \in \mathbb{R}) = 1 \) on \( L^p(\mathbb{R}; X) \), and by Example 8.1.7 the singleton \( \{ H \} \) has \( R \)-bound \( h_{p, X} \) on \( L^p(\mathbb{R}; X) \). So a version of the claim, where the \( R \)-bound is over all finite intervals, follows from the sum and product rules of \( R \)-bounds. The general case follows since \( \Delta_{(a, \infty)} f = \lim_{n \to \infty} \Delta_{(a, n)} f \) and a similar result for \( \Delta_{(-\infty, b)} \), by the stability of \( R \)-boundedness under strong operator closure (Proposition 8.1.22). \( \square \)

**Definition 8.3.2.** Let \( S \subseteq \mathbb{R} \) and \( X \) be a normed space. A function \( f : S \to X \) is said to have bounded variation if
\[
\| f \|_{\dot{V}^1(S; X)} := \sup_{K \geq 0} \sup_{t_0, t_1, \ldots, t_K \in S} \sum_{k=1}^{K} \| f(t_{k-1}) - f(t_k) \| < \infty.
\]
For such functions we define
\[
\| f \|_{\dot{V}^1(S; X)} := \| f \|_{\dot{V}^1(S; X)} + \sup_{t \in S} \| f(t) \|.
\]

**Lemma 8.3.3.** Let \( I \subseteq \mathbb{R} \) be an interval and \( X \) a normed space. If \( f : I \to X \) has bounded variation, then \( f \) has at most countably many points of discontinuity.

**Proof.** Let us write
\[
J f(t) := \limsup_{s \to t} \| f(s) - f(t) \|.
\]
Then \( f \) is discontinuous at \( t \) if and only if \( J f(t) > 0 \). Let \( \varepsilon > 0 \) and suppose that there are \( K \) points \( x_0 < x_1 < \ldots < x_{K-1} \) where \( J f(x_k) > \varepsilon \). Let \( \delta := \min_{1 \leq k < K} |x_k - x_{k-1}|. \) By definition of \( J f \), we can find points \( y_k \in B(x_k, \delta/2) \setminus \{ x_k \} \) such that \( \| f(x_k) - f(y_k) \| > \varepsilon \). Denoting \( t_{2k} := \min \{ x_k, y_k \}, t_{2k+1} := \max \{ x_k, y_k \}, \) it then follows that \( (t_k)_{k=1}^{2K} \) is an increasing sequence, and
\[
K \varepsilon < \sum_{k=0}^{K-1} \| f(x_k) - f(y_k) \| = \sum_{k=0}^{K-1} \| f(t_{2k}) - f(t_{2k+1}) \| \\
\leq \sum_{k=1}^{2K-1} \| f(t_{k-1}) - f(t_k) \| \leq \| f \|_{\dot{V}^1(I; X)}. \]
This shows that $K < \varepsilon^{-1}\|f\|_{V^1(J;X)}$. In particular, for every $n \in \mathbb{Z}_+$, there are only finitely many points $x$ where $Jf(x) > n^{-1}$, and hence only countably many points where $Jf(x) > 0$. This proves the lemma.

A bounded absolutely convex set $\mathcal{F}$ of a normed space $Z$ gives rise to the normed space

$$Z_{\mathcal{F}} := \{z \in Z : z \in \lambda \mathcal{F} \text{ for some } \lambda > 0\}$$

where the norm is given by the Minkowski functional

$$\|z\|_{\mathcal{F}} := \inf\{\lambda > 0 : z \in \lambda \mathcal{F}\}.$$

In this situation, we will denote $V^1(S;Z_{\mathcal{F}})$ simply by $V^1(S;\mathcal{F})$, and similarly for the inhomogeneous version $V^1$. We are particularly concerned with the case of an $R$-bounded set $\mathcal{T} \subseteq \mathcal{L}(X,Y)$.

**Theorem 8.3.4.** Let $X$ or $Y$ (sic!) be a UMD space, and $p \in (1,\infty)$. Let $\mathcal{F} \subseteq \mathcal{L}(X,Y)$ be an absolutely convex, $R$-bounded set. Let $J \subseteq \mathbb{R}$ be an interval. Then every $m \in V^1(J;\mathcal{F})$ gives rise to a bounded operator $T_{m1_J} \in \mathcal{L}(L^p(\mathbb{R};X),L^p(\mathbb{R};Y))$, and moreover, for every $M > 0$,

$$\mathcal{A}_p(\{T_{m1_J} : \|m\|_{V^1(J;\mathcal{F})} \leq M, J \in \mathcal{F}\}) \leq M \min\{h_{p,X},h_{p,Y}\} \mathcal{A}_p(\mathcal{F}).$$

In this inequality it is understood that $h_{p,Z} = \infty$ if the Banach space $Z$ fails UMD.

**Proof.** Let $J = (a,b)$ and let first $m = m_{1_J} = m_{1_{(a,b)}} \in V^1(J;\mathcal{F})$ be a step function,

$$m_{1_J} = \sum_{k=0}^{K} \alpha_k 1_{I_k},$$

where $I_0 = (a,a_0)$, $I_k = [a_{k-1},a_k)$ for $k = 1,\ldots,K$, and $I_K = [a_{K-1},b)$ for some $-\infty \leq a < a_0 < a_1 < \ldots < a_{K-1} < b \leq \infty$. Denoting $\delta_j := \alpha_j - \alpha_{j-1}$ for $j \geq 1$, we can rearrange

$$m_{1_J} = \sum_{k=0}^{K} \left(\alpha_0 + \sum_{j=1}^{k} \delta_j\right) 1_{I_k} = \alpha_0 1_J + \sum_{j=1}^{K} \delta_j \sum_{k=j}^{K} 1_{I_k}$$

$$= \alpha_0 1_J + \sum_{j=1}^{K} \delta_j 1_{(a_{j-1},b)},$$

to see that

$$T_{m_{1_J} - \alpha_0 1_J} = \sum_{j=1}^{K} \delta_j \Delta_{(a_{j-1},b)} = \sum_{j=1}^{K} \|\delta_j\|_{\mathcal{F}} \frac{\delta_j}{\|\delta_j\|_{\mathcal{F}}} \Delta_{(a_{j-1},b)},$$

where $\Delta_{(a_{j-1},b)}$ is the characteristic function of the interval $(a_{j-1},b)$. This completes the proof.
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where $\|a_0\|_{\mathcal{F}} \leq \|m\|_{L^\infty(J;\mathcal{F})}$ and $\sum_{j=1}^K \|\delta_j\|_{\mathcal{F}} \leq \|m\|_{\mathcal{V}_1(J;\mathcal{F})}$. Thus by Propositions 8.1.21, 8.1.19 and 8.3.1,

$$T_{m_1} \in M_{\text{conv}}(\mathcal{F} \Delta \mathcal{F}) =: \mathcal{T},$$

and

$$\mathcal{R}_p(\mathcal{T}) \leq M \min \{ h_{p,x}, h_{p,y} \} \mathcal{R}_p(\mathcal{F}) =: \widehat{M},$$

where the minimum comes from the fact that all $T \in \mathcal{F}$ and $\Delta_t \in \Delta \mathcal{F}$ commute, so that one can use the $R$-boundedness of $\Delta \mathcal{F}$ on either $L^p(\mathbb{R}; X)$ or $L^p(\mathbb{R}; Y)$, and take the smaller of the resulting bounds.

For a general $m$ in the set under consideration, we first consider approximating step functions $m^{(k)}$, where (say) $m^{(k)}$ takes the constant value $m(\inf I)$ on all dyadic intervals $I$ of length $2^{-k}$ contained in $[-2^k, 2^k] \cap J$, and the constant extension of this function in $J \setminus [-2^k, 2^k]$. Then $m^{(k)}(\xi) \to m(\xi)$ at all points of continuity of $m$, which is at almost every $\xi \in J$ by Lemma 8.3.3. For $f \in \tilde{L}^1(\mathbb{R}; X)$, it follows from dominated convergence that

$$T_{m_{1j}} f(x) = \int_J m(\xi) \hat{f}(\xi) e^{2\pi i \xi x} \, d\xi = \lim_{k \to \infty} T_{m^{(k)}_1} f(x),$$

where the multipliers $m^{(k)}$ have the form considered in the first part of the proof.

We apply this observation to $N$ functions $f_n \in L^p(\mathbb{R}; X) \cap \tilde{L}^1(\mathbb{R}; X)$, multipliers $m_n$ and intervals $J_n$, and use Fatou’s lemma to deduce that

$$\left\| \sum_{n=1}^N \varepsilon_n T_{m_n} 1_{J_n} f_n \right\|_{L^p(\mathbb{R}; X)} \leq \liminf_{k \to \infty} \left\| \sum_{n=1}^N \varepsilon_n T_{m^{(k)}_n} 1_{J_n} f_n \right\|_{L^p(\mathbb{R}; X)} \leq \widehat{M} \left\| \sum_{n=1}^N \varepsilon_n f_n \right\|_{L^p(\mathbb{R}; X)},$$

by the case of step functions already considered. By density, this proves in particular the boundedness of each $T_{m_{1j}}$, and then also the $R$-boundedness of the full collection, as stated.

\[\square\]

Example 8.3.5 (R-analyticity of the Poisson semigroup). The Poisson semigroup $(P_t)_{t \geq 0}$ on $L^p(\mathbb{R}; X)$ can be defined as the Fourier multiplier corresponding to the symbol $m_t(\xi) = e^{-2\pi i t|\xi|}$. In this formalism it admits a natural extension $(P_z)_{|\arg z| < \pi/2}$, simply by replacing $t$ by $z$ in the formula for the multiplier. With Theorem 8.3.4, it is not difficult to check that $(P_z)_{|\arg z| \leq \theta}$ is $R$-bounded on $L^p(\mathbb{R}; X)$ when $p \in (1, \infty)$, $X$ is a UMD space, and $\theta < \pi/2$.

Indeed, writing $z = u + iv$, we clearly have $|m_z(\xi)| = e^{-2\pi u|\xi|} \leq 1$, and

$$\|m_z\|_{\mathcal{V}_1(\mathbb{R}; C)} \leq \int_{\mathbb{R}} |m_z'(\xi)| \, d\xi = \int_{\mathbb{R}} 2\pi |z| e^{-2\pi u|\xi|} \, d\xi = 2\frac{|z|}{u} \leq \frac{2}{\cos \theta}.$$
Thus
\[ \mathcal{R}_p(\{P_z\} \mid |\arg z| \leq \theta) \leq h_{p,X} \sup_{|\arg z| \leq \theta} \|m_z\|_{\mathcal{V}^1(\mathbb{R}; \mathbb{C})} \leq h_{p,X} \left(1 + \frac{2}{\cos \theta}\right). \]

Example 8.3.6 (R-analyticity of the heat semigroup revisited). Similar considerations as in Example 8.3.5 also apply to the heat semigroup \((H_t)_{t \geq 0}\) defined by the multiplier \(m_t(\xi) = e^{-t(2\pi)^2|\xi|^2}\) and its analytic extension (see also Example 8.2.5). Essentially the same computations give case \(d = 1\) of the following bound for \(|\arg(z)| < \theta < \pi/2\):

\[ \mathcal{R}_p(\{H_z \in \mathcal{L}(L^p(\mathbb{R}^d; X))\} \mid |\arg z| \leq \theta) \leq h_{p,X}^d \left(1 + \frac{2}{\cos \theta}\right)^d. \]

The general case follows by observing that the heat semigroup on \(L^p(\mathbb{R}^d; X)\) is a product of one-dimensional heat semigroups in each coordinate direction.

**Lemma 8.3.7.** If \(f \in V^1(I; X)\) and \(\phi \in V^1(I; \mathbb{K}) =: \mathcal{V}^1(I)\), then \(\phi f \in V^1(I; X)\) and

\[ \|\phi f\|_{V^1(I; X)} \leq \|\phi\|_{\mathcal{V}^1(I)} \|f\|_{V^1(I; X)}. \]

**Proof.** We have

\[
\sum_{k=1}^{K} \|((\phi f)(t_k) - (\phi f)(t_{k-1}))\|
= \sum_{k=1}^{K} \|((\phi(t_k) - \phi(t_{k-1}))f(t_k) + \phi(t_{k-1})(f(t_k) - f(t_{k-1}))\|
\leq \|\phi\|_{\mathcal{V}^1(I)} \|f\|_{\infty} + \|\phi\|_{\infty} \|f\|_{V^1(I; X)}.
\]

Hence

\[
\|\phi f\|_{V^1(I; X)} = \|\phi f\|_{\infty} + \|\phi\|_{\mathcal{V}^1(I; X)}
\leq \|\phi\|_{\infty} \|f\|_{\infty} + \|\phi\|_{\mathcal{V}^1(I)} \|f\|_{\infty} + \|\phi\|_{\infty} \|f\|_{V^1(I; X)}
\leq (\|\phi\|_{\infty} + \|\phi\|_{\mathcal{V}^1(I)})(\|f\|_{\infty} + \|f\|_{V^1(I; X)})
= \|\phi\|_{\mathcal{V}^1(I)} \|f\|_{V^1(I; X)}.
\]

While the variation norm \(\|\cdot\|_{\mathcal{V}^1}\) is reasonably workable in this one-dimensional setting, we record its domination by the following related quantities, which become more essential in the higher-dimensional extensions:

**Lemma 8.3.8.** For all \(f \in C^1(I; X)\) we have

\[
\|f\|_{V^1(I; X)} \leq \sup_{t \in I} \|f(t)\| + \int_I \|f'(t)\| \, dt =: \|f\|_{\mathcal{V}^1(I; X)}
\leq \sup_{t \in I} \|f(t)\| + |I| \sup_{t \in I} \|f'(t)\| =: \|f\|_{\mathcal{V}^2(I; X)}.
\]

**Proof.** This is immediate.
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8.3.b The Marcinkiewicz multiplier theorem on the line

The following theorem is the most important result concerning Fourier multipliers on $L^p(\mathbb{R}; X)$. A somewhat weaker version, together with several applications, was already presented in Chapter 5.

Theorem 8.3.9 (Marcinkiewicz multiplier theorem). Let $X$ and $Y$ be UMD spaces, $p \in (1, \infty)$, and $\mathcal{T} \subseteq \mathcal{L}(X,Y)$ be $R$-bounded. Let $m : \mathbb{R} \to \mathcal{L}(X,Y)$ have uniformly $\mathcal{T}$-bounded variation over the intervals $I \in \mathcal{I} := \{2^k, 2^{k+1}, -2^{k+1}, -2^{k} : k \in \mathbb{Z}\}$, in the sense that

$$M := \sup_{I \in \mathcal{I}} \|m\|_{V^1(I, \mathcal{T})} < \infty.$$ 

Then $m$ defines a Fourier multiplier from $L^p(\mathbb{R}; X)$ to $L^p(\mathbb{R}; Y)$ with norm

$$\|T_m\|_{\mathcal{L}(L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y))} \leq 100 \cdot \beta_{p,X} \beta_{p,Y} \min\{h_{p,X}, h_{p,Y}\} M.$$ 

The proof will follow the general outline of the proof of Mihlin’s multiplier theorem 5.3.18, but using the results above as a substitute of some auxiliary estimates in the said proof. The computation will make decisive use of the auxiliary Littlewood–Paley functions

$$\phi_I(x) := 2|I| \cdot \phi(2|I|x), \quad \hat{\phi}(\xi) := \frac{\sin^4(\frac{1}{2} \pi \xi)}{(\frac{1}{2} \pi \xi)^2}$$ 

introduced and studied in Chapter 5. We record two facts about these functions proved there: First, we have the Littlewood–Paley type inequality

$$\left\| \sum_{I \in \mathcal{I}_\pm} \varepsilon_I \phi_I * f \right\|_{L^p(\mathbb{R}; X)} \leq \beta_{p,X}^+ \|f\|_{L^p(\mathbb{R}; X)},$$

$$\mathcal{I}_\pm := \{I \in \mathcal{I} : I \subseteq \mathbb{R}_\pm\}$$

proved in Lemma 5.3.22, which is a key point where the UMD property enters into the estimate. Second, there is the variation norm estimate:

Lemma 8.3.10. We have

$$\left\| \frac{1}{\phi_I} \right\|_{V^1(I, \mathbb{R})} \leq 6.$$ 

Proof. By definition and a simple change of variable in (8.8), we have

$$\left\| \frac{1}{\phi_I} \right\|_{V^1(I, \mathbb{R})} = \sup_{\xi \in I} \left| \frac{1}{\phi_I(\xi)} \right| + |I| \left| \sup_{\xi \in I} \left( \frac{1}{\phi_I} \right)'(\xi) \right|$$

$$= \sup_{\xi \in [\frac{1}{2}, I]} \left| \phi(\xi) \right| + \frac{1}{2} \sup_{\xi \in [\frac{1}{2}, I]} \left| \phi'(\xi) \right|.$$
where the penultimate estimate was made in Lemma 5.3.23.

Proof of Theorem 8.3.9. Let us fix a function $f \in \mathcal{S}(\mathbb{R}; X) \subseteq \tilde{L}^1(\mathbb{R}; X)$, so that $T_m f \in \tilde{L}^1(\mathbb{R}; Y)$. We will estimate its $L^p(\mathbb{R}; Y)$-norm by dualising with $g \in \mathcal{S}(\mathbb{R}; Y^*)$, a norming subspace of the dual space. Using the basic properties of the Fourier transform, we compute:

$$|(T_m f, g)| = |(m \hat{f}, \hat{g})| = \left| \sum_{I \in \mathcal{F}} (1_I m \hat{f}, \hat{g}) \right|$$

$$= \left| \sum_{\sigma \in \{-,-\}} \sum_{I \in \mathcal{F}_\sigma} \left( \frac{1}{|\phi_I \phi_I|} \right)^{1/2} \left| \sum_{\sigma \in \{-,-\}} \left| \sum_{I \in \mathcal{F}_\sigma} \varepsilon_I T_m \phi_I \hat{f} \right| \right|$$

$$= \left| \sum_{\sigma \in \{-,-\}} \sum_{I \in \mathcal{F}_\sigma} \varepsilon_I T_m \phi_I \hat{f} \right|$$

$$\leq \sum_{\sigma \in \{-,-\}} \left| \sum_{I \in \mathcal{F}_\sigma} \varepsilon_I T_m \phi_I \hat{f} \right|$$

by Theorem 8.3.4

This is a bound of the asserted form, except for the quantities $\|m_I\|_{V^1(\mathcal{F})}$ in place of $\|m\|_{V^1(\mathcal{F})}$. But

$$\|m_I\|_{V^1(\mathcal{F})} = \left| \frac{m_I}{|\phi_I \phi_I|} \right|_{V^1(\mathcal{F})} \leq \left| \frac{1}{|\phi_I|} \right|_{V^1(\mathcal{F})} \|m\|_{V^1(\mathcal{F})} \leq \|m\|_{V^1(\mathcal{F})}$$

by Lemmas 8.3.7 and 8.3.8 in the second to last step, and Lemma 8.3.10 in the last one. Hence

$$\|T_m\|_{L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y)} \leq \sum_{\sigma \in \{-,-\}} \left| \sum_{I \in \mathcal{F}_\sigma} \varepsilon_I T_m \phi_I \hat{f} \right|$$

$$\leq \sum_{\sigma \in \{-,-\}} \left| \sum_{I \in \mathcal{F}_\sigma} \varepsilon_I T_m \phi_I \hat{f} \right|.$$
\[ \leq 2 \sup_{I \in \mathcal{I}} (6^2 \| m \|_{V^1(I; \mathcal{T})} \mathcal{A}_p(\mathcal{T}) \min \{ h_{p,X}, h_{p,Y} \} \beta^+_{p,X} \beta^+_{p,Y} \cdot \frac{\log 2}{M}, \]

which is the asserted bound, after estimating \( 2 \cdot 6^2 < 100 \) and \( \beta^+_{p,X} \leq \beta_{p,X}, \beta^+_{p,Y} \leq \beta_{p,Y} \). □

As an immediate corollary we obtain the following result, also contained (aside from an unimportant numerical factor) in Theorem 5.3.18:

**Corollary 8.3.11 (Mihlin’s multiplier theorem).** Let \( X \) and \( Y \) be UMD spaces, and \( p \in (1, \infty) \). Let \( m \in C^1(\mathbb{R} \setminus \{0\}; \mathcal{L}(X, Y)) \) satisfy

\[ M := \mathcal{A}_p(\{ m(\xi), \xi m'(\xi) : \xi \in \mathbb{R} \setminus \{0\} \}) < \infty. \]

Then \( m \) defines a Fourier multiplier from \( L^p(\mathbb{R}; X) \) to \( L^p(\mathbb{R}; Y) \) with norm

\[ \| T_m \|_{\mathcal{L}(L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y))} \leq 200 \cdot \beta_{p,X} \beta_{p,Y} \min \{ h_{p,X}, h_{p,Y} \} \cdot M. \]

**Proof.** Let \( \mathcal{T} \) be the closure of the absolute convex hull of \( \{ m(\xi), \{ |\xi| m'(\xi) : \xi \in \mathbb{R} \setminus \{0\} \} \). For \( I \in \mathcal{I} \), we have

\[ \| m \|_{V^1(I; \mathcal{T})} \leq \int_I \| m'(\xi) \| \mathcal{T} \, d\xi \leq \int_I \frac{1}{|\xi|} \, d\xi = \log 2. \]

Thus

\[ \| m \|_{V^1(I; \mathcal{T})} = \sup_{\xi \in I} \| m(\xi) \| \mathcal{T} + \| m \|_{V^1(I; \mathcal{T})} \leq 1 + \log 2 < 2. \]

By Theorem 8.3.9, we have

\[ \| T_m \|_{\mathcal{L}(L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y))} \leq 100 \cdot \beta_{p,X} \beta_{p,Y} \min \{ h_{p,X}, h_{p,Y} \} \sup_{I \in \mathcal{I}} \| m \|_{V^1(I; \mathcal{T})} \mathcal{A}_p(\mathcal{T}) \]

\[ \leq 100 \cdot \beta_{p,X} \beta_{p,Y} \min \{ h_{p,X}, h_{p,Y} \} \cdot 2 \cdot M, \]

as claimed. □

Under the additional assumption of Pisier’s contraction property, \( R \)-boundedness also appears as a conclusion on large classes of the operators \( T_m \) themselves. This stronger assumption is also necessary for this kind of conclusions, as we show in Proposition 8.3.24 below.

**Theorem 8.3.12 (Venni).** Let \( X \) and \( Y \) be UMD spaces with Pisier’s contraction property. Let \( p \in (1, \infty) \) and \( \mathcal{F} \subseteq \mathcal{L}(X, Y) \) be an \( R \)-bounded set. Let \( \mathcal{M}_\mathcal{F} \subseteq C^1(\mathbb{R} \setminus \{0\}; \mathcal{L}(X, Y)) \) be the collection of all multipliers that satisfy

\[ \{ m(\xi), \xi m'(\xi) : \xi \in \mathbb{R} \setminus \{0\} \} \subseteq \mathcal{F}. \]

Then \( \{ T_m : m \in \mathcal{M}_\mathcal{F} \} \subseteq \mathcal{L}(L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y)) \) is \( R \)-bounded, and in fact

\[ \mathcal{A}_p(\{ T_m : m \in \mathcal{M}_\mathcal{F} \}) \leq 200 \cdot \alpha^+_p \alpha^-_p \beta_{p,X} \beta_{p,Y} \min \{ h_{p,X}, h_{p,Y} \} \mathcal{A}_p(\mathcal{T}). \]
Proof. By Proposition 8.1.17 it suffices to prove a uniform bound for the diagonal operators \( (T_{m_n})_{n=1}^N \) acting from \( \varepsilon_N^p(L^p(\mathbb{R}; X)) \) to \( \varepsilon_N^p(L^p(\mathbb{R}; Y)) \), where the identifications of the spaces are isometric. Under these identifications, we observe that \( (T_{m_n})_{n=1}^N \) coincides with the Fourier multiplier \( T_{\bar{m}} \) with diagonal-operator-valued symbol \( \bar{m}(\xi) = (m_n(\xi))_{n=1}^N \in L^p(\mathbb{R}^d \times \mathbb{R}^d) \).

Since \( m_n(\xi), \xi m_n(\xi) \in \mathcal{F} \) for each \( n \), it follows that \( \bar{m}(\xi), \xi \bar{m}(\xi) \in \widetilde{T}_N \), where \( \widetilde{T}_N \) is defined in Proposition 8.1.18. The aforementioned proposition guarantees that \( \mathcal{R}_p(\widetilde{T}_N) \leq \alpha_{p,X}^+ \mathcal{A}_{p,Y} \mathcal{R}_p(\mathcal{F}) \). Thus the multiplier \( \bar{m} \) is in the scope of Corollary 8.3.11 with \( X \) and \( Y \) replaced by \( \varepsilon_N^p(X) \) and \( \varepsilon_N^p(Y) \), and \( M \leq \alpha_{p,X}^+ \mathcal{A}_{p,Y} \mathcal{R}_p(\mathcal{F}) \). Since, by Fubini’s theorem,

\[
\beta_{p,\varepsilon_N^p}(X) = \beta_{p,X}, \quad h_{p,\varepsilon_N^p}(X) = h_{p,X},
\]

and likewise for \( Y \) in place of \( X \), the claim of the theorem follows from Corollary 8.3.11 via the said identifications.  

\[
8.3.c \text{ Multipliers of bounded rectangular variation}
\]

We now turn to an extension of the results of the previous sections to several variables. The theory is unfortunately burdened by somewhat heavy notation, but the patient reader will hopefully be rewarded by a reasonably clean formulation of the main theorems in the following subsection.

The analogue of Proposition 8.3.1 is fairly immediate:

**Lemma 8.3.13.** Let \( \mathcal{J}^d \) be the collection of all axes-parallel rectangles in \( \mathbb{R}^d \), i.e., rectangles which are products of intervals in each coordinate. Then

\[
\mathcal{R}_p \{ \Delta_R \in L^p(\mathbb{R}^d, X) : R \in \mathcal{J}^d \} \leq h_{p,X}^d.
\]

**Proof.** By Fubini’s theorem, if \( m \) is a Fourier multiplier for \( L^p(\mathbb{R}; X) \), then \( \xi \mapsto m(\xi) \) is a Fourier multiplier for \( L^p(\mathbb{R}^d; X) \) for any \( i = 1, \ldots, d \). So using \( 1_{I_1} \cdots 1_{I_d}(\xi) = 1_{I_1}(\xi_1) \cdots 1_{I_d}(\xi_n) \), the lemma is an immediate corollary of the one-dimensional case (Proposition 8.3.1) and the product rule for \( R \)-bounds (Proposition 8.1.19).  

In order to define a workable version of bounded variation in several variables, we need to introduce some notation. For a function \( \alpha \) defined on the integer lattice \( \mathbb{Z}^d \), we denote

\[
\Delta_i \alpha(k) := \alpha(k) - \alpha(k - e_i)
\]

and, for \( \beta \in \{0, 1\}^d \),

\[
\Delta^\beta := \prod_{i: \beta_i = 1} \Delta_i.
\]
For a set $\mathcal{X}$, we let $\mathcal{X}^\beta := \mathcal{X}^{|\beta|}$ as a set, but we index the components of $x \in \mathcal{X}^\beta$ by the positions of the non-zero components of $\beta$, e.g., if $\beta = (0, 1, 1)$, then a typical element of $\mathcal{X}^\beta$ is written as $x_\beta = (x_2, x_3)$. In particular, we denote by $0_\beta$ the vector of $|\beta|$ zeros.

Writing $1 := (1, 1, \ldots, 1)$ ($d$ times) we will frequently split $\mathcal{X}^d = \mathcal{X}^{1-\beta} \times \mathcal{X}^\beta$, leading to a representation of a generic element $x \in \mathcal{X}^d$ as $x = (x_{1-\beta}, x_\beta)$. If $d = 3$ and $\beta = (0, 1, 1)$, we have $1 - \beta = (1, 0, 0)$, and $x = (x_{1-\beta}, x_\beta) = (x_1, (x_2, x_3))$.

**Definition 8.3.14.** Let $R = I_1 \times \cdots \times I_d \subseteq \mathbb{R}^d$ be a rectangle, and $X$ be a normed space. A function $f : R \to X$ is said to have bounded rectangular variation, if

$$
\|f\|_{V^1(R; X)} := \sup_{\lambda} \sum_{\beta \in \{0, 1\}^d} \sum_{0_\beta < j_\beta \leq K_d} \|\Delta^\beta f(\lambda)(0_1 - j_\beta)\| < \infty,
$$

where the supremum is over all finite rectangular lattices, interpreted as mappings

$$
\lambda = (\lambda_1, \ldots, \lambda_d), \quad \lambda_i : \{0, 1, \ldots, K_i\} \to I_i \text{ increasing},
$$

where the lattice size $K = (K_1, \ldots, K_d) \in \mathbb{Z}_+^d$ is also arbitrary.

We denote by $\tilde{V}^1(R; X)$ the space of all $f \in V^1(R; X)$ that are continuous at almost every point of $R$.

**Proposition 8.3.15.** Let $X$ or $Y$ (sic!) be a UMD space, and $p \in (1, \infty)$. Let $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ be a closed, absolutely convex, $R$-bounded set. Then all $m \in \tilde{V}^1(\mathbb{R}; \mathcal{F})$, with $R$ a rectangle in $\mathbb{R}^d$, give rise to

$$
T_m1_R \in \mathcal{L}(L^p(\mathbb{R}^d; X), L^p(\mathbb{R}^d; Y)),
$$

and moreover

$$
\mathcal{R}_p\{T_m1_R : m \in \tilde{V}^1(\mathbb{R}; \mathcal{F}), \|m\|_{V^1(\mathbb{R}; \mathcal{F})} \leq M, R \in \mathcal{F}^d\} \leq M \min\{h_{p,X}, h_{p,Y}\}^d \mathcal{R}_p(\mathcal{F}).
$$

**Proof.** Let first $m \in V^1(\mathbb{R}; \mathcal{F})$, and then also $m1_R$, be a step function

$$
m1_R = \sum_{k \in \mathbb{N}^d} \alpha(k)1_{R_k},
$$

where $R_k = I_{k_1}^1 \times \cdots \times I_{k_d}^d$, $I_0 = (a^i, a^i_0)$, $I_{k_i} = [a^i_{k_i-1}, a^i_k]$ for $k_i = 1, \ldots, K_i - 1$, and $I_{k_i} = [a^i_{K_i-1}, b^i]$ for some $-\infty < a^i < a^i_0 < a^i_1 < \ldots < a^i_{K_i-1} < b^i < \infty$, for $i = 1, \ldots, d$.

We write
\[ \alpha(k) = \sum_{\beta \in \{0,1\}^d} \sum_{j_\beta \in \mathbb{N}^d} \Delta^2 \alpha(0_{1-\beta}, j_\beta), \]

\[ m1_R = \sum_{\beta \in \{0,1\}^d} \sum_{j_\beta \in \mathbb{N}^d} \Delta^2 \alpha(0_{1-\beta}, j_\beta) \sum_{k \in \mathbb{N}^d} 1_{R_k}. \]

Here the last sum is the indicator of some \( S_{\beta,j_\beta} \in \mathcal{F}^d \), while

\[ \sum_{\beta \in \{0,1\}^d} \sum_{j_\beta \in \mathbb{N}^d} \|\Delta^2 \alpha(0_{1-\beta}, j_\beta)\|_{\mathcal{F}} \leq \|m\|_{V^1(R; \mathcal{F})} \leq M \]

by definition of rectangular variation. Thus

\[ T_{m1_R} = \sum_{\beta \in \{0,1\}^d} \sum_{j_\beta \in \mathbb{N}^d} \Delta^2 \alpha(0_{1-\beta}, j_\beta) \Delta S_{\beta,j_\beta} \in M \text{conv}(\mathcal{F} \Delta \mathcal{F}^d) =: \mathcal{F} \]

for all such multipliers \( m \), where

\[ \mathcal{R}_p(\mathcal{F}) \leq M \min\{h_{p,X}, h_{p,Y}\}^d \mathcal{R}_p(\mathcal{F}) =: \mathcal{M}. \]

The minimum comes from the fact that all \( T \in \mathcal{F} \) and \( \Delta_S \in \Delta \mathcal{F}^d \) commute, so that one can use the \( R \)-boundedness of \( \Delta \mathcal{F}^d \) on either \( L^p(\mathbb{R}^d; X) \) or \( L^p(\mathbb{R}^d; Y) \), and take the smaller of the resulting bounds.

For a general \( m \in \mathcal{V}^1(R; \mathcal{F}) \) in the set under consideration, we first consider approximating step functions \( m^{(k)} \) defined as follows: On each dyadic cubes \( Q \) of side-length \( 2^{-k} \) and contained in \( R^{(k)} := [-2^k, 2^k)^d \cap R \), the function \( m^{(k)} \) takes the constant value \( m(a_Q) \), where \( Q = a_Q + 2^{-k}[0,1]^d \). On all other dyadic cubes \( Q \) of the same side-length, \( m^{(k)} \) takes the constant value \( m(a_{Q'}) \), where \( a_{Q'} \) is nearest to \( a_Q \) among the those \( Q' \) contained in \( R^{(k)} \).

It follows that \( m^{(k)}(\xi) \to m(\xi) \) at all points of continuity of \( m \), which is almost everywhere on \( R \) for \( m \in \mathcal{V}^1(\mathbb{R}; X) \). For \( f \in \mathcal{L}^1(\mathbb{R}^d; X) \), it follows from dominated convergence that

\[ T_{m1_R} f(x) = \int_R m(\xi) \widehat{f}(\xi) e^{2\pi i \xi x} d\xi = \lim_{k \to \infty} T_{m^{(k)}1_R} f(x), \]

where the multipliers \( m^{(k)} \) have the form considered in the first part of the proof.

We apply this observation to \( N \) functions \( f_n \in L^p(\mathbb{R}^d; X) \cap \mathcal{L}^1(\mathbb{R}^d; X) \), multipliers \( m_n \) and rectangles \( R_n \), and use Fatou’s lemma to deduce that

\[ \left\| \sum_{n=1}^N \varepsilon_n T_{m_n1_{R_n}} f_n \right\|_{L^p(\mathbb{R}^d \times \Omega; Y)} \leq \liminf_{k \to \infty} \left\| \sum_{n=1}^N \varepsilon_n T_{m_n^{(k)}1_{R_n}} f_n \right\|_{L^p(\mathbb{R}^d \times \Omega; Y)} \]
by the case of step functions already considered. By density, this proves in particular the boundedness of each $T_m 1_R$, and then also the $R$-boundedness of the full collection, as stated. \hfill $\square$

We provide the following workable condition for estimating the rectangular variation of a function:

**Lemma 8.3.16.** Under the above assumptions,

\[
\|f\|_{V^1(R;X)} \leq \sum_{\beta \in \{0,1\}^d} \sup_{\xi \in R_\beta} \int_{R_\beta} \|\partial^\beta f(\xi)\| \, d\xi =: \|f\|_{\mathcal{V}^1(R;X)}
\]

where $|R_\beta|$ is the $|\beta|$-dimensional Lebesgue measure of $R_\beta$ (interpreted as 1 for $\beta = 0$).

**Proof.** The second estimate is obvious. The first one depends on the basic identity

\[
\Delta^\beta \alpha(j) = \int_{(j-1,\beta)} \partial^\beta \alpha(\xi) \, d\xi,
\]

which reduces to the fundamental theorem of calculus for $|\beta| = 1$, and can be checked by induction on $|\beta|$ in the general case.

Thus, turning to the expression appearing in the formula of $\|f\|_{V^1(R;X)}$,

\[
\sum_{j_\beta \in K_\beta} \sup_{0_\beta < j_\beta \in K_\beta} \|\Delta^\beta (f \circ \lambda)(0_{1-\beta}, j_\beta)\| \leq \sum_{j_\beta \in K_\beta} \int_{(\lambda(0_{1-\beta}), j_\beta)} \|\Delta^\beta f(\lambda_{1-\beta}(0_{1-\beta}, \xi_\beta))\| \, d\xi_\beta
\]

\[
\leq \int_{R_\beta} \|\Delta^\beta f(\lambda_{1-\beta}(0_{1-\beta}, \xi_\beta))\| \, d\xi_\beta
\]

\[
\leq \sup_{\xi_\beta \in R_{1-\beta}} \int_{R_\beta} \|\Delta^\beta f(\xi)\| \, d\xi.
\]

Summing over $\beta \in \{0,1\}^d$ and taking the supremum over the rectangular lattices $\lambda$ proves the lemma. \hfill $\square$

**Lemma 8.3.17.** Let $f \in \mathcal{V}^1(R;X)$ and $\phi \in \mathcal{V}^1_\infty(R;K) =: \mathcal{V}^1_\infty(R)$. Then $\phi f \in \mathcal{V}^1(R;X)$ and

\[
\|\phi f\|_{\mathcal{V}^1(R;X)} \leq \|\phi\|_{\mathcal{V}^1_\infty(R)} \|f\|_{\mathcal{V}^1(R;X)}.
\]
Proof. Let us denote \( c_\beta := |R_\beta||\partial^\beta \phi|_\infty \). We have
\[
\partial^\beta (\phi f) = \sum_{\gamma \leq \beta} \partial^{\beta-\gamma} \phi \partial^\gamma f,
\]
hence
\[
\int_{R_\beta} \|\partial^\beta (\phi f)(\xi)\| \, d\xi \leq \sum_{\gamma \leq \beta} \int_{R_{\beta-\gamma}} \frac{c_{\beta-\gamma}}{|R_{\beta-\gamma}|} \|\partial^\gamma f\| \, d\xi \, d\xi_{\beta-\gamma}
\]
\[
\leq \sum_{\gamma \leq \beta} c_{\beta-\gamma} \sup_{\xi \in R_{\beta-\gamma}} \int_{R_{\gamma}} \|\partial^\gamma f\| \, d\xi,
\]
and thus
\[
\|\phi f\|_{{\mathfrak{F}}^1(R,X)} = \sum_{\beta \in \{0,1\}^d} \sup_{\xi \in R_{\beta}} \int_{R_\beta} \|\partial^\beta (\phi f)(\xi)\| \, d\xi
\]
\[
\leq \sum_{\beta \in \{0,1\}^d} \sum_{\gamma \leq \beta} c_{\beta-\gamma} \sup_{\xi \in R_{\beta-\gamma}} \int_{R_{\gamma}} \|\partial^\gamma f\| \, d\xi
\]
\[
= \sum_{\beta \in \{0,1\}^d} \sup_{\xi \in R_{\beta}} \int_{R_{\beta}} \|\partial^\beta f\| \, d\xi,
\]
where \( \sum_{\beta \geq \gamma} c_{\beta-\gamma} \leq \sum_{\beta \in \{0,1\}^d} c_{\beta} = \|\phi\|_{{\mathfrak{F}}^1(R)} \), and the remaining terms are bounded by \( \|f\|_{{\mathfrak{F}}^1(R,X)} \). \( \square \)

Lemma 8.3.18. For a function of the product form \( \phi = \prod_{i=1}^d \phi^{(i)} \), where \( \phi^{(i)}(x) = \phi^{(i)}(x_i) \), we have
\[
\|\phi\|_{{\mathfrak{F}}^1(R)} = \prod_{i=1}^d \|\phi^{(i)}\|_{{\mathfrak{F}}^1(I_i)}, \quad R = I_1 \times \cdots \times I_d.
\]
Proof. We have
\[
\partial^\beta \phi(\xi) = \left( \prod_{i: \beta_i = 1} (\phi^{(i)})'(\xi_i) \right) \left( \prod_{i: \beta_i = 0} \phi^{(i)}(\xi_i) \right), \quad |R_\beta| = \prod_{i: \beta_i = 1} |I_i|,
\]
and hence
\[
|R_\beta||\partial^\beta \phi|_{L^\infty(R)} = \left( \prod_{i: \beta_i = 1} |I_i|||\phi^{(i)}||_{L^\infty(I_i)} \right) \left( \prod_{i: \beta_i = 0} \|\phi^{(i)}||_{L^\infty(I_i)} \right).
\]
Summing over \( \beta \in \{0,1\}^d \),
\[
\|\phi\|_{{\mathfrak{F}}^1(R)} = \sum_{\beta \in \{0,1\}^d} |R_\beta||\partial^\beta \phi|_{L^\infty(R)}
\]
\[
= \prod_{i=1}^d \left( ||\phi^{(i)}||_{L^\infty(I_i)} + |I_i|||\phi^{(i)}||_{L^\infty(I_i)} \right) = \prod_{i=1}^d \|\phi^{(i)}\|_{{\mathfrak{F}}^1(I_i)}.
\]
\( \square \)
8.3.d The product-space multiplier theorem

Broadly speaking, product-space theory (also known as multi-parameter theory) on \( \mathbb{R}^d \) refers to the explicit interpretation of this space as \( \mathbb{R} \times \cdots \times \mathbb{R} \) \((d \text{ times})\), or sometimes more generally as \( \mathbb{R}^{d_1} \times \cdots \times \mathbb{R}^{d_N} \) \((d_1 + \cdots + d_N = d)\), in such a way that the objects under consideration are allowed to behave somewhat independently in all the different coordinate directions. In the specific context of Fourier multipliers, we are interested in multiplier classes that are preserved by multi-parameter dilations of the form

\[
m \mapsto m(\lambda_1, \ldots, \lambda_d), \quad m(\lambda_1, \ldots, \lambda_d)(\xi) := m(\lambda_1 \xi_1, \ldots, \lambda_d \xi_d),
\]

rather than just the isotropic one parameter dilations corresponding to the case \( \lambda_1 = \ldots = \lambda_d = \lambda \). The main result concerning product-space Fourier multipliers reads as follows:

**Theorem 8.3.19 (Marcinkiewicz multiplier theorem in \( \mathbb{R}^d \)).** Let \( X \) and \( Y \) be UMD spaces with Pisier’s contraction property, \( p \in (1, \infty) \), and \( \mathcal{F} \subseteq L^p(X, Y) \) be \( R \)-bounded. Let \( m : \mathbb{R} \to L^p(X, Y) \) have uniformly \( \mathcal{F} \)-bounded variation over the rectangles

\[
R \in \mathcal{F}^d := \left\{ (2^k, 2^{k+1}), (-2^{k+1}, -2^k) : k \in \mathbb{Z} \right\}^d,
\]

in the sense that

\[
M := \sup_{R \in \mathcal{F}^d} \|m\|_{\mathcal{F}^1(R; \mathcal{F})} < \infty.
\]

Then \( m \) defines a Fourier multiplier from \( L^p(\mathbb{R}; X) \) to \( L^p(\mathbb{R}; Y) \) with norm

\[
\|T_m\|_{L^p(\mathbb{R}; X), L^p(\mathbb{R}; Y)} \leq \left( 100 \beta_p, X \beta_p, Y \min\{h_{p, X}, h_{p, Y}\} \right)^{d} \left( \alpha_{p, Y}^{\alpha_{p, X}^{-1}} \right)^{d-1} \mathcal{R}_p(\mathcal{F}) M.
\]

For \( R = I_1 \times \cdots \times I_d \in \mathcal{F}^d \), we define the function

\[
\phi_R := \prod_{i=1}^d \phi_{I_i}^{(i)}, \quad \phi_{I_i}^{(i)}(x) := \phi_{I_i}(x_i),
\]

where the one-variable functions \( \phi_{I_i} \) are those defined in (8.8). Let also

\[
\epsilon_R := \prod_{i=1}^d \epsilon_{I_i}^{(i)}
\]

be a product of independent Rademacher variables \( \epsilon_{I_i}^{(i)} \), where we assume that \( \epsilon_{I_i}^{(i)} \) is defined on the \( i \)-th factor of a product probability space \( \Omega^d \).
Lemma 8.3.20. For each \( \sigma = (\sigma_1, \ldots, \sigma_d) \in \{-, +\}^d \), we have
\[
\left\| \sum_{R \in \mathcal{J}_d} \varepsilon_R \phi_R \ast f \right\|_{L^p(\mathbb{R}^d \times \Omega^d; X)} \lesssim (\beta^+_pX)^d \| f \|_{L^p(\mathbb{R}^d; X)},
\]
where \( \mathcal{J}_d := \mathcal{J}_{\sigma_1} \times \cdots \times \mathcal{J}_{\sigma_d} \).

Proof. The expression on the right splits into a product form:
\[
\sum_{R \in \mathcal{J}_d} \varepsilon^{(1)}_{I_1} \cdots \varepsilon^{(d)}_{I_d} \phi_R \ast f = \left( \sum_{I_1 \in \mathcal{I}} \varepsilon^{(1)}_{I_1} \phi^{(1)}_{I_1} \right) * \cdots * \left( \sum_{I_d \in \mathcal{I}} \varepsilon^{(d)}_{I_d} \phi^{(d)}_{I_d} \right) *_d f,
\]
where \(*_i \) is the convolution with respect to the \( x_i \) variable only. By (8.9), each of the factors \( \left( \sum_{I_i \in \mathcal{I}} \varepsilon^{(i)}_{I_i} \phi^{(i)}_{I_i} \right) *_i \) maps \( L^p(\mathbb{R}; X) \) (of the \( x_i \) variable) into \( L^p(\mathbb{R}^d \times \Omega^d; X) \) with norm at most \( \beta^+_pX \); a \( d \)-fold application of this observation together with Fubini’s theorem proves the claim. \( \square \)

Lemma 8.3.21.
\[
\left\| \frac{1}{\phi_R} \right\|_{Y^\perp_{\infty}(R)} \lesssim 6^d.
\]

Proof. Since the function to be estimated takes the product form
\[
\frac{1}{\phi_R}(\xi) = \prod_{i=1}^d \frac{1}{\phi_{I_i}(\xi_i)}, \quad R = I_1 \times \cdots \times I_d,
\]
Lemma 8.3.18 applies and gives the identity
\[
\left\| \frac{1}{\phi_R} \right\|_{Y^\perp_{\infty}(R)} = \prod_{i=1}^d \left\| \frac{1}{\phi_{I_i}} \right\|_{Y^\perp_{\infty}(I_i)},
\]
and the asserted bound for the right-hand side follows at once from Lemma 8.3.10. \( \square \)

Proof of Theorem 8.3.19. We follow the proof of Theorem 8.3.9 with minor modifications. Let us fix a function \( f \in \mathcal{S}(\mathbb{R}^d; X) \subseteq \tilde{L}^1(\mathbb{R}^d; X) \), so that \( T_m f \in \tilde{L}^1(\mathbb{R}^d; Y) \). We will estimate its \( L^p(\mathbb{R}^d; Y^*) \)-norm by dualising with \( g \in \mathcal{S}(\mathbb{R}^d; Y^*) \), a norming subspace of the Fourier transform. Using the basic properties of the Fourier transform, we compute:
\[
\langle T_m f, g \rangle = \left\| \langle m \hat{f}, \hat{g} \rangle \right\| = \left\| \sum_{R \in \mathcal{J}_d} \langle 1_{RM} \hat{f}, \hat{g} \rangle \right\|
\]
\[
= \left\| \sum_{\sigma \in \{\pm\}^d} \sum_{R \in \mathcal{J}_d} \langle \frac{1_{RM}}{\phi_R} \hat{f}, \hat{g} \rangle \right\|
\]
\[
= \left\| \sum_{\sigma \in \{\pm\}^d} \mathbb{E} \left\| \sum_{R \in \mathcal{J}_d} \varepsilon_R 1_{RM} \phi_R \hat{f}, \sum_{R \in \mathcal{J}_d} \varepsilon_R \phi_R \hat{g} \right\| \right., \quad m_R := \frac{1_{RM}}{\phi_R \phi_R},
\]
\[
\leq \sum_{\sigma \in \{\pm\}^d} (\beta^+_pX)^d \sum_{R \in \mathcal{J}_d} \mathbb{E} \left\| \varepsilon_R \phi_R \hat{f}, \varepsilon_R \phi_R \hat{g} \right\|.
\]
\[
= \left| \sum_{\sigma \in \{\pm\}^d} E \left( \sum_{R \in \mathcal{F}_d} \varepsilon_R T_{m_R}(\phi_R * f), \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * g \right) \right|
\leq \sum_{\sigma \in \{\pm\}^d} \left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R T_{m_R}(\phi_R * f) \right\|_{L^p(\mathbb{R}^d \times \Omega^2, Y)} \left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * g \right\|_{L^{p'}(\mathbb{R}^d \times \Omega^2, Y^*)}
\]

where
\[
\left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * g \right\|_{L^{p'}(\mathbb{R}^d \times \Omega^2, Y^*)} \leq (\beta_{p', Y'})^d \left\| g \right\|_{L^{p'}(\mathbb{R}^d, Y^*)}
\]

by Lemma 8.3.20. For the factor involving the multipliers \( T_{m_R} \), we first apply the contraction property and then Proposition 8.3.15 to arrive at
\[
\left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R T_{m_R}(\phi_R * f) \right\|_{L^p(\mathbb{R}^d \times \Omega^2, Y)} \leq (\alpha_{p, Y})^{-1} \sum_{R \in \mathcal{F}_d} \varepsilon_R T_{m_R}(\phi_R * f) \leq (\alpha_{p, Y})^{-1} \sup_{R \in \mathcal{F}_d} \left\| m_R \right\|_{V^1(\mathcal{R}, \mathcal{F})} \mathcal{R}_p(\mathcal{F}) \min \{ h_{p, X}, h_{p, Y} \}^d \times \left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * f \right\|_{L^p(\mathbb{R}^d \times \Omega^2, X)}.
\]

Another application of the contraction property, followed by Lemma 8.3.20, gives
\[
\left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * f \right\|_{L^p(\mathbb{R}^d \times \Omega^2, X)} \leq (\alpha_{p, X})^{-1} \left\| \sum_{R \in \mathcal{F}_d} \varepsilon_R \phi_R * f \right\|_{L^p(\mathbb{R}^d \times \Omega^2, X)} \leq (\alpha_{p, X})^{-1} (\beta_{p, X})^d \left\| f \right\|_{L^p(\mathbb{R}^d, X)}.
\]

It remains to estimate
\[
\left\| m_R \right\|_{V^1(\mathcal{R}, \mathcal{F})} \leq \left\| \frac{m}{\phi_R \hat{\phi}_R} \right\|_{V^1(I_0)} \leq \left\| \frac{1}{\phi_R} \right\|^2_{Y_{\mathcal{R}}(R)} \left\| m \right\|_{V^1(\mathcal{R}, \mathcal{F})} \leq (6^d)^2 \left\| m \right\|_{V^1(\mathcal{R}, \mathcal{F})}
\]

by Lemma 8.3.21 in the last step. Putting together all the estimates, observing a factor \( 2^d \) from the sum \( \sum_{\sigma \in \{\pm\}^d} \), and estimating \( 2^d \cdot (6^d)^2 = (2 \cdot 6^2)^d < 100^d \), we obtain the asserted bound. 

\[\square\]

**Corollary 8.3.22 (Lizorkin’s multiplier theorem).** Let \( X \) and \( Y \) be UMD spaces with Pisier’s contraction property and \( p \in (1, \infty) \). Consider an operator-valued function \( m \in C^d((\mathbb{R} \setminus \{0\})^d, \mathcal{L}(X, Y)) \) such that
\[
M := \mathcal{R}_p \left( \left\{ \varepsilon^\beta \partial^\beta m(\xi) : \xi \in (\mathbb{R} \setminus \{0\})^d, \beta \in \{0, 1\}^d \right\} \right) < \infty.
\]

Then \( m \) defines a Fourier multiplier from \( L^p(\mathbb{R}^d, X) \) to \( L^p(\mathbb{R}^d, Y) \) of norm
\[
\|T_m\|_{L^p(L^p(\mathbb{R}^d;X),L^p(\mathbb{R}^d;Y))} \\
\leq (200\beta_{p,\varepsilon}^m \min\{h_{p,x}, h_{p,y}\})^d (\alpha_{p,y}^+ \alpha_{p,y}^-)^{d-1} M.
\]

Proof. Let \(\mathcal{T}\) be the closure of the convex hull of \(\{\xi^\beta \partial^\beta m(\xi) : \xi \in (\mathbb{R} \setminus \{0\})^d, \beta \in \{0,1\}^d\}\), which is \(R\)-bounded with the same \(\mathcal{R}_p\)-bound \(M\). Then

\[
\|1_{\mathcal{R}^m}\|_{r^1(\mathcal{R}; \mathcal{T})} \leq \|1_{\mathcal{R}^m}\|_{\mathcal{T}}^2 = \sum_{\beta \in \{0,1\}^d} |R_{\beta}| \sup_{\xi \in R} |\partial^\beta m(\xi)| \leq \sum_{\beta \in \{0,1\}^d} |R_{\beta}| \sup_{\xi \in R} |\xi^{-\beta}| \\
= \sum_{\beta \in \{0,1\}^d} \prod_{\xi \in I} |I| \sup_{\xi \in I} |\xi^{-1}| = \sum_{\beta \in \{0,1\}^d} 1 = 2^d,
\]

where we used the basic property of the intervals \(I \in \mathcal{I}\) that \(\operatorname{dist}(I, 0) = |I|\) in the penultimate step. Substituting this and \(\mathcal{R}_p(\mathcal{T}) = M\) into the conclusion of Theorem 8.3.9, we get the claim of the corollary. \(\Box\)

The higher-dimensional analogue of Theorem 8.3.12 is now immediate:

**Corollary 8.3.23.** Let \(X\) and \(Y\) be UMD spaces with Pisier’s contraction property. Let \(p \in (1, \infty)\) and \(\mathcal{I} \subseteq \mathcal{L}(X, Y)\) be an \(R\)-bounded set. Let \(\mathcal{M}_\mathcal{I} \subseteq C^d((\mathbb{R} \setminus \{0\})^d; \mathcal{L}(X, Y))\) be the collection of all multipliers that satisfy

\[
\{\xi^\beta \partial^\beta m(\xi) : \xi \in (\mathbb{R} \setminus \{0\})^d, \beta \in \{0,1\}^d\} \subseteq \mathcal{I}.
\]

Then \(\{T_m : m \in \mathcal{M}_\mathcal{I}\} \subseteq \mathcal{L}(L^p(\mathbb{R}^d; X), L^p(\mathbb{R}^d; Y))\) is \(R\)-bounded, and in fact

\[
\mathcal{R}_p(\{T_m : m \in \mathcal{M}_\mathcal{I}\}) \leq (200\alpha_{p,x}^+ \alpha_{p,y}^- \beta_{p,x} \beta_{p,y} \min\{h_{p,x}, h_{p,y}\})^d \mathcal{R}_p(\mathcal{I}).
\]

Proof. We adapt the proof of Theorem 8.3.12 with cosmetic modifications. By Proposition 8.1.17 it suffices to prove a uniform bound for the diagonal operators \((T_{m_n})_{n=1}^N\) acting from \(\varepsilon_N^p(L^p(\mathbb{R}^d; X))\) to \(\varepsilon_N^p(L^p(\mathbb{R}^d; Y))\), where the identifications of the spaces are isometric. Under these identifications, we observe that \((T_{m_n})_{n=1}^N\) coincides with the Fourier multiplier \(T_m\) with diagonal-operator-valued symbol \(\tilde{m}(\xi) = (m_n(\xi))_{n=1}^N \in \mathcal{L}(\varepsilon_N^p(X), \varepsilon_N^p(Y))\).

Since \(\xi^\beta \partial^\beta m_N(\xi) \in \mathcal{I}\) for each \(n\), it follows that \(\xi^\beta \partial^\beta \tilde{m}(\xi) \in \mathcal{T}_N\), where \(\mathcal{T}_N\) is defined in Proposition 8.1.18. The aforementioned proposition guarantees that \(\mathcal{R}_p(\mathcal{T}_N) \leq \alpha_{p,x}^+ \alpha_{p,y}^- \mathcal{R}_p(\mathcal{I})\). Thus the multiplier \(\tilde{m}\) is in the scope of Corollary 8.3.22 with \(X\) and \(Y\) replaced by \(\varepsilon_N^p(X)\) and \(\varepsilon_N^p(Y)\), and \(M \leq \alpha_{p,x}^+ \alpha_{p,y}^- \mathcal{R}_p(\mathcal{I})\). Since, by Fubini’s theorem,

\[
\beta_{p,x} \varepsilon_N^p(\xi) = \beta_{p,x}, \quad h_{p,x} \varepsilon_N^p(x) = h_{p,x}, \quad \alpha_{p,x}^+ \varepsilon_N^p(x) = \alpha_{p,x}^+,
\]

and likewise for \(Y\) in place of \(X\), the claim of the theorem follows from Corollary 8.3.22 via the said identifications. \(\Box\)
8.3.e Necessity of Pisier’s contraction property

While the one-dimensional Marcinkiewicz and Mihlin multiplier theorems (Theorem 8.3.9 and Corollary 8.3.11), as well the d-dimensional Mihlin Theorem 5.5.10 treated in Chapter 5, are valid in general UMD spaces, several variants above, namely Theorems 8.3.12 and 8.3.19 as well as Corollaries 8.3.22 and 8.3.23, were only formulated under the additional assumption of Pisier’s contraction property of the underlying spaces. The goal of this subsection is to justify the necessity of this assumption in the case that $X = Y$, already for scalar-valued multipliers.

**Proposition 8.3.24.** Let $\mathcal{M} \subseteq C^1(\mathbb{R})$ be the collection of all multipliers such that $|m(\xi)|, |\xi m'(\xi)| \leq 1$. Let $X$ be a Banach space and $p \in (1, \infty)$. If $\{T_m : m \in \mathcal{M}\}$ is R-bounded on $L^p(\mathbb{R}; X)$, then $X$ has Pisier’s contraction property, and

$$\alpha_{p, X} \leq 4M, \quad \mathcal{M} := \mathcal{R}_p(\{T_m \in L^p(\mathbb{R}; X) : m \in \mathcal{M}\}).$$

**Proof.** By Proposition 8.1.17, the assumption means in particular that the operators $(T_{m_n})_{n=1}^N$ are uniformly bounded on $\mathcal{E}_N^p(L^p(\mathbb{R}; X))$ whenever $(m_n)_{n=1}^N$ belongs to $\mathcal{M}_N^p$, with norm at most $M$. Under the isometric identification $\mathcal{E}_N^p(L^p(\mathbb{R}; X)) \simeq L^p(\mathbb{R}; \mathcal{E}_N^p(X))$, the operator $(T_{m_n})_{n=1}^N$ becomes the Fourier multiplier $T_n$ where $\tilde{m}(\xi) = (m_n(\xi))_{n=1}^N$ is a diagonal operator on $\mathcal{E}_N^p(X)$. By the transference Theorem 5.7.1, we also have that the restriction to integer points, $(\tilde{m}(k))_{k \in \mathbb{Z}}$, defines a Fourier multiplier on $L^p(T; \mathcal{E}_N^p(X))$ of at most the same norm, i.e., at most $M$ again.

Let us write out the boundedness of this multiplier acting on a lacunary trigonometric polynomial $f(t) = \sum_{k=1}^N e_k(t) a_k$, where $e_k(t) := e^{i2\pi kt}$ and $a_k = \sum_{n=1}^N e_n x_{kn} \in \mathcal{E}_N^p(X)$, where we have a free choice of vectors $x_{kn} \in X$. This reads as

$$\left\| \sum_{k, n=1}^N e_k \varepsilon_n m_n(2^k) x_{kn} \right\|_{L^p(\Omega \times T; X)} \leq M \left\| \sum_{k, n=1}^N e_k \varepsilon_n x_{kn} \right\|_{L^p(\Omega \times T; X)}.$$ 

Let $(\varepsilon_k')_{k=1}^N$ be a Rademacher sequence on another probability space $\Omega'$. Applying the previous bound to $\varepsilon_k' x_{kn}$ in place of $x_{kn}$ and using that $(e_k(t) \varepsilon_k')_{k=1}^N$ is equidistributed with $(\varepsilon_k')_{k=1}^N$ for each $t \in T$, it follows that

$$\left\| \sum_{k, n=1}^N \varepsilon_k' \varepsilon_n m_n(2^k) x_{kn} \right\|_{L^p(\Omega' \times T; X)} \leq M \left\| \sum_{k, n=1}^N \varepsilon_k' \varepsilon_n x_{kn} \right\|_{L^p(\Omega' \times T; X)}. \quad (8.10)$$

This resembles the defining condition of Pisier’s contraction property, except that we need to check that we can arrange arbitrary numbers $\alpha_{kn}$ of modulus at most one as the values of the multipliers $m_n(2^k)$.

This can be done as follows: Fix a function $\phi \in C^1(\mathbb{R})$, supported on $(\frac{1}{2}, 2)$ with $\|\phi\|_\infty = \phi(1) = 1$, $|\phi'(\xi)| \leq (1 + \delta)2$ on $[\frac{1}{2}, 1]$ and $|\phi'(\xi)| \leq (1 + \delta)$ on $[1, 2]$. We then set
\[
\Phi_n(\xi) := \sum_{k=1}^{N} \alpha_{kn} \phi(2^{-k} \xi).
\]

Clearly \(\Phi_n(2^k) = \alpha_{kn}\). Let \(s\) be the unique integer such that \(2^{-s} |\xi| \in [1, 2)\). Then

\[
|\Phi_n(\xi)| \leq \sum_{k=1}^{N} |\phi(2^{-k} \xi)| \leq \sum_{k=s}^{s+1} 1 \leq 2,
\]

and

\[
|\xi \Phi'_n(\xi)| \leq \sum_{k=1}^{N} |2^{-k} \xi \phi'(2^{-k} \xi)| \leq \sum_{k=s}^{s+1} |2^{-k} \xi| |\phi'(2^{-k} \xi)| \leq 2 \cdot (1 + \delta).
\]

So we deduce that \(m_n = 4^{-1}(1 + \delta)^{-1} \Phi_n \in \mathcal{M}\) is a valid multiplier for (8.10), which then reads, in the limit \(\delta \to 0\), as

\[
\left\| \sum_{k,n=1}^{N} \varepsilon_k^n \alpha_{kn} x_{kn} \right\|_{L^p(\Omega \times \Omega; X)} \leq 4M \left\| \sum_{k,n=1}^{N} \varepsilon_k^n x_{kn} \right\|_{L^p(\Omega \times \Omega; X)}
\]

for arbitrary scalars \(\alpha_{kn}\) of modulus at most 1. This completes the proof. \(\square\)

**Proposition 8.3.25.** Let \(\mathcal{M} \subseteq C^2(\mathbb{R}^2)\) be the collection of all multipliers such that \(|\xi^\beta \partial^\gamma m(\xi)| \leq 1\) for all \(\beta \in \{0, 1\}^2\). Let \(X\) be a Banach space and \(p \in (1, \infty)\). If all \(T_m\) with \(m \in \mathcal{M}\) are uniformly bounded on \(L^p(\mathbb{R}^2; X)\), then \(X\) has Pisier’s contraction property, and

\[
\alpha_{p, X} \leq 16M, \quad M := \sup_{m \in \mathcal{M}} \left\{ \|T_m \in \mathcal{L}(L^p(\mathbb{R}^2; X)) : m \in \mathcal{M} \right\}.
\]

**Proof.** The proof is very similar to the previous one. By the transference Theorem 5.7.1 again, we find that each \((m(k))_{k \in \mathbb{Z}^2}\) defines a Fourier multiplier on \(L^p(\mathbb{T}^2; X)\) of norm at most the same \(M\). Written out for a bivariate lacunary trigonometric polynomial \(f(s, t) = \sum_{j,k=1}^{N} x_{jk} \varepsilon_j \varepsilon_k (s)e_\beta(t)\), this means that

\[
\left\| \sum_{j,k=1}^{N} \varepsilon_j^{(1)} \varepsilon_k^{(2)} m(2^j, 2^k)x_{jk} \right\|_{L^p(\mathbb{T}^2; X)} \leq M \left\| \sum_{j,k=1}^{N} \varepsilon_j^{(1)} \varepsilon_k^{(2)} x_{jk} \right\|_{L^p(\mathbb{T}^2; X)},
\]

where the superscripts \((i)\) for \(i = 1, 2\) indicate that these functions depend on the \(i\)th variable only. Applying this to \(\varepsilon_j \varepsilon_k' x_{jk}\) in place of \(x_{jk}\), and using that \((e_2(t_1) \varepsilon_j)^N_{j=1}\) and \((\varepsilon_j)^N_{j=1}\), as well as \((e_2(t_2) \varepsilon_k')^N_{k=1}\) and \((\varepsilon_k')^N_{k=1}\), are equidistributed for every \((t_1, t_2) \in \mathbb{T}^2\), we get

\[
\left\| \sum_{j,k=1}^{N} \varepsilon_j \varepsilon_k' m(2^j, 2^k)x_{jk} \right\|_{L^p(\Omega; X)} \leq M \left\| \sum_{j,k=1}^{N} \varepsilon_j \varepsilon_k' x_{jk} \right\|_{L^p(\Omega; X)}, \quad (8.11)
\]
and it only remains to check that we have sufficient freedom in the choice of values $m(2^j, 2^k)$.

To this end, we consider

$$\Phi(\xi) := \sum_{j,k=1}^{N} \alpha_{j,k} \phi(2^{-j} \xi_1) \phi(2^{-k} \xi_2),$$

where $\phi$ is as in the proof of Proposition 8.3.24. If $s, t$ are the unique integers such that $2^{-s}|\xi_1|, 2^{-t}|\xi_2| \in [1, 2)$, then

$$|\xi^\beta \partial^\beta \Phi(\xi)| \leq \sum_{j=s}^{s+1} |2^{-j} \xi_1|^{|\beta_1|} |\phi(\beta_1)(2^{-j} \xi_1)| \sum_{k=t}^{t+1} |2^{-k} \xi_2|^{|\beta_2|} |\phi(\beta_2)(2^{-k} \xi_2)|$$

$$\leq (4(1 + \delta))^2,$$

since both sums have the same form that was already estimated in the proof of Proposition 8.3.24. We conclude that $m = 4^{-2}(1 + \delta)^{-2} \Phi$ is an admissible choice in (8.11), and hence, in the limit as $\delta \to 0$,

$$\left\| \sum_{j,k=1}^{N} \varepsilon_j \xi_j k \alpha_{j,k} x_{j,k} \right\|_{L^p(\Omega; X)} \leq 42M \left\| \sum_{j,k=1}^{N} \varepsilon_j \xi_j k x_{j,k} \right\|_{L^p(\Omega; X)},$$

for any scalars $\alpha_{j,k}$ of absolute value at most one. \qed

### 8.4 Sources of $R$-boundedness in operator theory

In this section we present various general constructions of $R$-bounded families of operators on Banach spaces. In contrast to Section 8.2, which dealt with the specific context of $L^p$-spaces, we now work in abstract spaces.

#### 8.4.a Duality and interpolation

It is often useful to know how the property of $R$-boundedness behaves under taking adjoints. We begin with the delicate problem of the $R$-boundedness of adjoint families. As it turns out, all goes well in $K$-convex spaces.

**Proposition 8.4.1 (Duality).** Let $p \in (1, \infty)$ and $\frac{1}{p} + \frac{1}{p'} = 1$. Let $\mathcal{T}$ be a family of operators in $\mathcal{L}(X, Y)$ and denote by $\mathcal{T}^* = \{T^* : T \in \mathcal{T}\}$ the adjoint family in $\mathcal{L}(Y^*, X^*)$.

1. If $X$ is $K$-convex and $\mathcal{T}$ is $R$-bounded, then $\mathcal{T}^*$ is $R$-bounded and we have

$$\mathcal{R}_{p'}(\mathcal{T}^*) \leq K_{p, X} \mathcal{R}_p(\mathcal{T}).$$
(2) If $Y$ is $K$-convex and $\mathcal{F}^*$ is $R$-bounded, then $\mathcal{F}$ is $R$-bounded and we have

$$\mathcal{R}_p(\mathcal{F}) \leq K_{p',Y} \mathcal{R}_p(\mathcal{F}^*) .$$

Proof. (1): Let $T_n^*, \ldots, T_N^* \in \mathcal{F}^*$ and $y_1^*, \ldots, y_N^* \in X^*$. Let $x_1, \ldots, x_N \in X$ be such that $\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega;X)} \leq 1$. Then, by Hölder’s inequality we have

$$\left| \sum_{n=1}^N \langle x_n, T_n^* y_n^* \rangle \right| = \left| \sum_{n=1}^N \langle T_n x_n, y_n^* \rangle \right|$$

$$= \left| \mathbb{E} \left( \sum_{m=1}^N \varepsilon_m T_m x_m, \sum_{n=1}^N \varepsilon_n y_n^* \right) \right|$$

$$\leq \left\| \sum_{m=1}^N \varepsilon_m T_m x_m \right\|_{L^p(\Omega;X)} \left\| \sum_{n=1}^N \varepsilon_n y_n^* \right\|_{L^{p'}(\Omega;Y^*)}$$

$$\leq \mathcal{R}_p(\mathcal{F}) \left\| \sum_{n=1}^N \varepsilon_n y_n^* \right\|_{L^{p'}(\Omega;Y^*)} ,$$

Taking the supremum over all admissible finite sequence $(x_n)_{n=1}^N$, it follows from Corollary 7.4.6 that

$$\left\| \sum_{n=1}^N \varepsilon_n T_n^* y_n^* \right\|_{L^{p'}(\Omega;X^*)} \leq \mathcal{R}_p(\mathcal{F}) K_{p,X} \left\| \sum_{n=1}^N \varepsilon_n y_n^* \right\|_{L^{p'}(\Omega;Y^*)} .$$

(2): Since $Y$ is $K$-convex, $Y^*$ is $K$-convex (see Proposition 7.4.5) and $K_{p,Y^*} = K_{p',Y}$. Therefore (1) implies that the bi-adjoint family $\mathcal{F}^{**}$ is $R$-bounded, with $\mathcal{R}_p(\mathcal{F}^{**}) \leq K_{p',Y} \mathcal{R}_p(\mathcal{F}^*)$. Now (2) follows by taking restrictions. \qed

The following example shows for general Banach spaces, the adjoint of an $R$-bounded family need not be $R$-bounded.

**Example 8.4.2.** Let $X$ be any Banach space and consider the unit ball $\mathcal{F} = B_{X^*}$ as a uniformly bounded family in $\mathcal{L}(X,K)$. The adjoint family $\mathcal{F}^*$ can be identified with $B_{X^*}$, viewing each $x^* \in B_{X^*}$ as a bounded operator from $K$ to $X^*$ through the action $t \mapsto tx^*$. Inspecting the proof of Proposition 8.6.1 below we see that it contains the statement that if $B_{X^*}$ is $R$-bounded in $\mathcal{L}(K,X^*)$, then $X^*$ has type 2. Taking $X = \ell^1$, we see that $\mathcal{F} = B_{\ell^1}$ is $R$-bounded in $\mathcal{L}(\ell^1,K)$ by Proposition 8.6.1, since $\ell^1$ has cotype 2 (see Corollary 7.1.6) and $K$ has type 2. On the other hand, the adjoint family $\mathcal{F}^* = B_{\ell^\infty}$ is not $R$-bounded in $\mathcal{L}(K,\ell^\infty)$ since $\ell^\infty$ does not have type 2 (see Corollary 7.1.10).

Next we show that for arbitrary Banach spaces $X$ and $Y$, $R$-boundedness is preserved under taking bi-adjoints.
Proposition 8.4.3 (Bi-duality). A family $\mathcal{F}$ in $\mathcal{L}(X,Y)$ is $R$-bounded if and only if the bi-adjoint family $\mathcal{F}^{**} = \{ T^{**} : T \in \mathcal{F} \}$ in $\mathcal{L}(X^{**},Y^{**})$ is $R$-bounded, and in this case for all $1 \leq p < \infty$ we have

$$\mathcal{R}_p(\mathcal{F}) = \mathcal{R}_p(\mathcal{F}^{**}).$$

Proof. We only need to prove the ‘only if’ part, the ‘if’ part being clear from the fact that $X$ and $Y$ are isometrically contained in their bi-duals and that, under these identifications, $T^{**}$ restricts to $T$.

Given $T_1, \ldots, T_N \in \mathcal{F}$, the operator $T : \varepsilon_N^p(X) \to \varepsilon_N^p(Y)$ defined by $T : (x_n)_{n=1}^N \mapsto (T_n x_n)_{n=1}^N$ is bounded of norm $\|T\| \leq \mathcal{R}_p(\mathcal{F})$ (see Proposition 8.1.17). Under the isometric isomorphism (see Proposition 6.3.4)

$$(\varepsilon_N^p(X))^{**} \simeq \varepsilon_N^p(X^{**}),$$

the operator $S : \varepsilon_N^p(X^{**}) \to \varepsilon_N^p(Y^{**})$ defined by $S : (x_n)_{n=1}^N \mapsto (T_n^* x_n)_{n=1}^N$ equals $T^{**}$, and therefore $\|S\| = \|T^{**}\| = \|T\| \leq \mathcal{R}_p(\mathcal{F})$. In view of Proposition 8.1.17, this implies the result. \qed

Interpolation

$R$-boundedness interpolates under a $K$-convexity assumption:

Proposition 8.4.4. Suppose $(X_0, X_1)$ and $(Y_0, Y_1)$ are interpolation couples, with $X_0$ and $X_1$ $K$-convex. Suppose further that $\mathcal{F}$ is a family of linear operators from $X_0 + X_1$ to $Y_0 + Y_1$ which map $X_0$ into $Y_0$ and $X_1$ into $Y_1$. If the restricted families $\mathcal{F}_0 \subseteq \mathcal{L}(X_0,Y_0)$ and $\mathcal{F}_1 \subseteq \mathcal{L}(X_1,Y_1)$ are $R$-bounded, then for all for $\theta \in (0,1)$ and $p,p_0,p_1 \in (1,\infty)$ such that $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$ the interpolated families $\mathcal{F}_\theta \subseteq \mathcal{L}([X_0,X_1], [Y_0,Y_1], \theta)$ and $\mathcal{F}_{\theta,p_0,p_1} \subseteq \mathcal{L}((X_0,X_1)_{\theta,p_0,p_1}, (Y_0,Y_1)_{\theta,p_0,p_1})$ are $R$-bounded, and we have

$$\mathcal{R}_p(\mathcal{F}_\theta) \leq K^{1-\theta}_{p_0,X_0} K^{\theta}_{p_1,X_1} (\mathcal{R}_{p_0}(\mathcal{F}_0))^{1-\theta} (\mathcal{R}_{p_1}(\mathcal{F}_1))^{\theta},$$

$$\mathcal{R}_p(\mathcal{F}_{\theta,p_0,p_1}) \leq K^{1-\theta}_{p_0,X_0} K^{\theta}_{p_1,X_1} (\mathcal{R}_{p_0}(\mathcal{F}_0))^{1-\theta} (\mathcal{R}_{p_1}(\mathcal{F}_1))^{\theta}.$$

Recall that $X_\theta_{p_0,p_1} = (X_0, X_1)_{\theta,p}$ with equivalent norms (see Appendix C.3.14).

Proof. This is immediate from Theorem 7.4.16 and the description of $R$-bounded families in terms of bounded operators on the spaces $\varepsilon_N^p(X)$. For $x = (x_n)_{n=1}^N$ in $X_0 \cap X_1$ and $T = (T_n)_{n=1}^N$ in $\mathcal{F}$ we have, using the notation of Proposition 8.1.17,

$$\|Tx\|_{\varepsilon_N^p((Y_0,Y_1), \theta)} \leq \|Tx\|_{\varepsilon_N^p((Y_0), \varepsilon_N^p((Y_1), \theta))} \leq \|T\|_{\varepsilon_N^p((X_0), \varepsilon_N^p((X_1), \theta))} \|x\|_{\varepsilon_N^p((X_0), \varepsilon_N^p((X_1), \theta))} \leq K^{1-\theta}_{p_0,X_0} K^{\theta}_{p_1,X_1} (\mathcal{R}_{p_0}(\mathcal{F}_0))^{1-\theta} (\mathcal{R}_{p_1}(\mathcal{F}_1))^{\theta} \|x\|_{\varepsilon_N^p(X_0)}.$$

The proof for the real interpolation spaces runs along the same lines. \qed
8.4.b Unconditionality

Although not every Banach space $X$ has the triangular contraction property, the projection onto the diagonal is always bounded for $X$-valued double Rademacher sums. This provides a way introduce additional randomness, a trick that will be used in the proof main result of this subsection, Proposition 8.4.6.

Lemma 8.4.5 (Diagonal projection). Let $X$ be a Banach space and let $(\varepsilon_n)_{n=1}^N$ and $(\varepsilon'_n)_{n=1}^N$ be Rademacher sequences on distinct probability spaces $(\Omega, \mathbb{P})$ and $(\Omega', \mathbb{P}')$, respectively. Then for all $1 \leq p < \infty$ and finite sequences $(x_{nk})_{n,k=1}^N$ in $X$,

$$
\mathbb{E}\left[\left\|\sum_{n=1}^N \varepsilon_n x_{nn}\right\|^p\right] \leq \mathbb{E}\left[\mathbb{E}'\left[\left\|\sum_{n=1}^N \varepsilon_n \varepsilon'_{k} x_{nk}\right\|^p\right]\right].
$$

Proof. By Jensen’s inequality,

$$
\mathbb{E}\left[\sum_{n=1}^N \mathbb{E}'\left[\left\|\sum_{k=1}^N \varepsilon_n \varepsilon'_{k} x_{nk}\right\|^p\right]\right] = \mathbb{E}\left[\sum_{n,k=1}^N \varepsilon_n \varepsilon'_{k} x_{nk}\right].
$$

Since for each $\omega' \in \Omega'$, $(\varepsilon_n \varepsilon'_n(\omega'))_{n \geq 1}$ is identically distributed with $(\varepsilon_n)_{n \geq 1}$, it follows that

$$
\mathbb{E}'\left[\left\|\sum_{n,k=1}^N \varepsilon_n \varepsilon'_{k} x_{nk}\right\|^p\right] = \mathbb{E}'\left[\left\|\sum_{n,k=1}^N \varepsilon_n \varepsilon'_{k} x_{nk}\right\|^p\right],
$$

and the result follows.

We now present an abstract method to derive $R$-boundedness from unconditionality.

Proposition 8.4.6. Suppose $X, Y, Z$ are Banach spaces and $(U_n)_{n \geq 1}$ and $(V_n)_{n \geq 1}$ are sequences of operators in $\mathcal{L}(X, Y)$ and $\mathcal{L}(Y, Z)$ satisfying the following conditions:

(i) there exists a finite constant $M_U \geq 0$ such that

$$
\left(\mathbb{E}\left[\left\|\sum_{n=1}^N \varepsilon_n U_n x\right\|^2\right]\right)^{1/2} \leq M_U \|x\|
$$

for all $N \geq 1$ and $x \in X$;

(ii) there exists a finite constant $M_V \geq 0$ such that

$$
\left\|\sum_{n=1}^N \varepsilon_n V_n x\right\| \leq M_V \|x\|
$$

for all scalars $|\varepsilon_1| = \ldots = |\varepsilon_N| = 1$ and all $N \geq 1$ and $x \in X$. 

Then the following assertions hold:

1. the set \( \{U_n : n \geq 1\} \) is \( R \)-bounded, with \( R \)-bound at most \( M_U \).
2. If \( Y \) has the triangular contraction property and \( \mathcal{T} := \{T_n : n \geq 1\} \) is an \( R \)-bounded set in \( \mathcal{L}(Y) \) with \( R \)-bound \( \mathcal{B}(\mathcal{T}) \), the family

\[
\left\{ \sum_{n=1}^{N} V_n T_n U_n : N \geq 1 \right\}
\]

is \( R \)-bounded, with \( R \)-bound at most \( M_U M_Y \Delta_Y \mathcal{B}(\mathcal{T}) \).

3. If \( Y \) has Pisier’s contraction property and \( \mathcal{T} \) is an \( R \)-bounded family in \( \mathcal{L}(Y) \) with \( R \)-bound \( \mathcal{B}(\mathcal{T}) \), the family

\[
\left\{ \sum_{n=1}^{N} V_n T_n U_n : N \geq 1, T_n \in \mathcal{T} (n = 1, \ldots, N) \right\}
\]

is \( R \)-bounded, with \( R \)-bound at most \( M_U M_Y \alpha_Y \alpha_Y^+ \mathcal{B}(\mathcal{T}) \).

We will sometimes apply this result to families of operators indexed by \( \mathbb{Z} \). The proposition can easily be adapted to this case; alternatively one can apply it, after re-indexing, to the indices \( n \geq -N \) and then letting \( N \to \infty \) (noting that \( R \)-boundedness passes on to the limit).

The proposition provides the abstract setting to prove \( R \)-boundedness results for the \( H^\infty \)-functional calculus in Theorem 10.3.4.

Proof. In the proof below, \((\varepsilon_n)_{n \geq 1}, (\varepsilon'_n)_{n \geq 1}, (\varepsilon''_{mn})_{n \geq 1}\) are Rademacher sequences on distinct probability spaces \( \Omega, \Omega', \Omega'' \).

1. For all finite sequences \( x_1, \ldots, x_N \in X \), by Lemma 8.4.5 we obtain

\[
E \left\| \sum_{n=1}^{N} \varepsilon_n U_n x_n \right\|^2 \leq E E' \left\| \sum_{n=1}^{N} \sum_{k=1}^{N} \varepsilon_n \varepsilon'_k U_k x_n \right\|^2 \\
= E E' \left\| \sum_{k=1}^{N} \varepsilon'_k U_k \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 \leq M_U E \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 .
\]

By Corollary 8.1.6, the \( R \)-boundedness of \((U_n)_{n \geq 1}\) follows from this.

2. We start with the preliminary estimate

\[
\left\| \sum_{m=1}^{N} V_n y_m \right\|^2 = \left\| E \sum_{n=1}^{N} \varepsilon_n V_n \sum_{m=1}^{N} \varepsilon_m y_m \right\|^2 \\
\leq E \left\| \sum_{n=1}^{N} \varepsilon_n V_n \sum_{m=1}^{N} \varepsilon_m y_m \right\|^2 \leq M_V^2 E \left\| \sum_{m=1}^{N} \varepsilon_m y_m \right\|^2 ,
\]

where we used the assumption on the \( V_n \)'s pointwise on \( \Omega \). Let us write \( S_n := \sum_{m=1}^{n} V_m T_m U_m \) and pick \( x_1, \ldots, x_N \in X \). Applying (8.12) with \( y_m = \sum_{n=1}^{N} \mathbf{1}_{m \leq n} \varepsilon'_n T_m U_m x_n \) gives
\[ E' \left\| \sum_{n=1}^{N} \varepsilon_n' S_n x_n \right\|^2 = E' \left\| \sum_{m=1}^{N} V_m y_m \right\|^2 \]
\[ \leq M_0^2 E' \left\| \sum_{n,m=1}^{N} \mathbf{1}_{m \leq n} \varepsilon_m \varepsilon_n' T_m U_m x_n \right\|^2 \]
\[ \leq M_0^2 \Delta^2 V E' \left\| \sum_{n,m=1}^{N} \varepsilon_m \varepsilon_n' T_m U_m x_n \right\|^2 ; \]

in the last step we used the triangular contraction property. By the \( R \)-boundedness of \( T \),
\[ E' \left\| \sum_{n,m=1}^{N} \varepsilon_m \varepsilon_n' T_m U_m x_n \right\|^2 = E' \left\| \sum_{m=1}^{N} \varepsilon_m T_m U_m \sum_{n=1}^{N} \varepsilon_n' x_n \right\|^2 \]
\[ \leq \mathcal{R}(\mathcal{T})^2 E' \left\| \sum_{m=1}^{N} \varepsilon_m T_m U_m \sum_{n=1}^{N} \varepsilon_n' x_n \right\|^2 \]
\[ \leq \mathcal{R}(\mathcal{T})^2 M_0^2 E' \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 ; \]

in the last step we used the assumption on the \( U_m \)'s. By Corollary 8.1.6, this gives the \( R \)-boundedness of the operators \( S_n \).

(3): For each \( n \geq 1 \) we choose operators \( T_{mn} \in \mathcal{T} \), \( m = 1, \ldots, n \), and set \( S_n := \sum_{m=1}^{n} V_m T_{mn} U_m \). Proceeding as in part (2), replacing \( T_m \) by \( T_{mn} \) we obtain
\[ E' \left\| \sum_{n=1}^{N} \varepsilon_n' S_n x_n \right\|^2 \leq M_0^2 E' \left\| \sum_{m,n=1}^{N} \varepsilon_m \varepsilon_n' \mathbf{1}_{m \leq n} T_{mn} U_m x_n \right\|^2 . \]

We now use the Pisier contraction property of \( Y \) to replace the double Rademacher sum by a single doubly indexed Rademacher sum (via Proposition 7.5.4), then the \( R \)-boundedness of \( \mathcal{T} \), then once again Pisier’s contraction property, and the Kahane contraction principle, to obtain
\[ E' \left\| \sum_{m,n=1}^{N} \varepsilon_m \varepsilon_n' \mathbf{1}_{m \leq n} T_{mn} U_m x_n \right\|^2 \]
\[ \leq (\alpha_Y^{-2})^2 E'' \left\| \sum_{m,n=1}^{N} \varepsilon''_{mn} \mathbf{1}_{m \leq n} T_{mn} U_m x_n \right\|^2 \]
\[ \leq (\alpha_Y^{-2})^2 \mathcal{R}(\mathcal{T})^2 E'' \left\| \sum_{m,n=1}^{N} \varepsilon''_{mn} U_m x_n \right\|^2 \]
\[ \leq (\alpha_Y^{-2})^2 (\alpha_Y^+)^2 \mathcal{R}(\mathcal{T})^2 E' \left\| \sum_{m,n=1}^{N} \varepsilon_m \varepsilon_n' U_m x_n \right\|^2 . \]
8.5 Integral means and smooth functions

We are interested in the $R$-boundedness of certain operator families associated with operator-valued functions. This covers, for instance, certain families of convolution operators with operator-valued kernels to be studied later on.

8.5.a Integral means I: elementary estimates

Throughout this section, $(S, \mathcal{A}, \mu)$ is a fixed measure space. The following terminology has already been introduced in the Notes of Chapter 1.

**Definition 8.5.1.** An operator-valued function $f : S \to \mathcal{L}(X \rightarrow Y)$ is called:

(i) strongly $\mu$-measurable, if for all $x \in X$ the $Y$-valued function $s \mapsto f(x) \in Y$ is strongly $\mu$-measurable;

(ii) weakly $\mu$-measurable, if for all $x \in X$ and $y^* \in Y^*$ the scalar-valued function $s \mapsto \langle f(s), y^* \rangle$ is $\mu$-measurable.

One should be aware of the fact that there is a slight abuse of terminology here. Indeed, $\mathcal{L}(X \rightarrow Y)$ is a Banach space in its own right, and therefore the term 'strongly $\mu$-measurable' could also refer to the notion as introduced in Definition 1.1.14. It will always be clear from the context, however, that for operator-valued functions we use the notion of strong $\mu$-measurability in the sense of Definition 8.5.1. For a fuller discussion we refer the reader to the Notes of Chapter 1.

Let $1 \leq r \leq \infty$ and $\frac{1}{r} + \frac{1}{r'} = 1$ and suppose a function $f : S \to \mathcal{L}(X, Y)$ is given such that

$s \mapsto f(s)x$ belongs to $L^{r'}(S; Y)$ for all $x \in X$

(i.e., $f$ belongs to the space $L^{r'}_{\text{loc}}(S; \mathcal{L}(X, Y))$ introduced in Definition 1.1.27). By the closed graph theorem, the mapping $x \mapsto fx$ is bounded from $X$ to $L^{r'}(S; Y)$, and therefore

$$\sup_{\|x\| \leq 1} \|fx\|_{L^{r'}(S; Y)} < \infty.$$ 

For all $\phi \in L^r(S)$ it is now possible to define a bounded operator $T^f_\phi \in \mathcal{L}(X, Y)$ by

$$T^f_\phi x := \int_S \phi(s)f(s)x \, d\mu(s), \quad x \in X. \quad (8.13)$$
Clearly, 

\[ \|T^f_{\phi}\| \leq \|\phi\|_{r'} \sup_{\|x\| \leq 1} \|fx\|_{L'(S;Y)}. \]

In this section we will investigate the \( R \)-boundedness in \( L(X \hookrightarrow Y) \) of the family

\[ \mathcal{T}_{r'}^{f} := \{ T^f_{\phi} : \|\phi\|_{r'} \leq 1 \}. \] (8.14)

As it turns out, it is useful to distinguish the cases \( r_{0} = 1 \), \( r_{0} = 1 \), and \( 1 < r_{0} < 1 \).

\( L^1 \)-integral means

We begin with the case \( r_{0} = 1 \). By Propositions 8.1.21 and 8.1.22, the strongly closed absolutely convex hull of an \( R \)-bounded set is \( R \)-bounded. This may be used to show that \( R \)-boundedness is preserved by taking integral means:

**Theorem 8.5.2 (\( L^1 \)-integral means).** Let \( \mathcal{T} \subseteq \mathcal{L}(X,Y) \) be \( R \)-bounded. If \( f : S \to \mathcal{L}(X,Y) \) is strongly \( \mu \)-measurable and takes values in \( \mathcal{T} \), then the family \( \mathcal{T}^{f}_{1} \) is \( R \)-bounded and for all \( 1 \leq p < \infty \) we have

\[ \mathcal{A}_{p}(\mathcal{T}^{f}_{1}) \leq \mathcal{A}_{p}(\mathcal{T}). \]

The idea of the proof below is to write, for \( \phi \in L^1(S) \) with \( \|\phi\|_{1} \leq 1 \),

\[ T^f_{\phi} = \int_{S} \|\phi\|_{1} \frac{\phi(s)}{\|\phi\|_{1}} f(s) \frac{|\phi(s)|}{\|\phi\|_{1}} d\mu(s). \]

Since \( \frac{|\phi|}{\|\phi\|_{1}} d\mu \) is a probability measure and \( \|\phi\|_{1} \frac{\phi(s)}{\|\phi\|_{1}} f \) takes values in \( \text{abs conv} \mathcal{T} \), we may try to use the above observations. Some care is needed, however, due to the fact that \( f \) is not assumed to be strongly \( \mu \)-measurable in the uniform operator topology, but only the functions \( fx \). We therefore must implement the idea in the strong operator topology.

**Proof.** Let \( T^f_{\phi} \in \mathcal{T}^{f}_{1} \) be arbitrary. By Propositions 8.1.21 and 8.1.22 it suffices to check that \( T^f_{\phi} \in \text{abs conv}^{-}\mathcal{T}(\mathcal{T}) \). We may assume that \( \phi \neq 0 \) in \( L^1(S) \). Fix \( x_1, \ldots, x_k \in X \) and note that

\[ T^f_{\phi} x_j = \int_{S} g(s)x_j d\nu(s), \quad j = 1, \ldots, k, \]

where \( g(s) := \|\phi\|_{1} \frac{\phi(s)}{\|\phi\|_{1}} f(s) \) and \( d\nu(s) = \frac{|\phi(s)|}{\|\phi\|_{1}} d\mu(s) \) satisfies \( \nu(S) = 1 \). Here we let \( \frac{\phi(s)}{|\phi(s)|} = 0 \) if \( \phi(s) = 0 \).

Clearly, the \( Y^k \)-valued function \( s \mapsto (g(s)x_1, \ldots, g(s)x_k) \) is \( \nu \)-Bochner integrable and takes values in \( \text{abs conv}(\{T x_1, \ldots, T x_k : T \in \mathcal{T} \}) \). From Proposition 1.2.12 applied to \( Y^k \) we deduce that
\[ (T^f_{x_1}, \ldots, T^f_{x_k}) = \int_S (g(s)x_1, \ldots, g(s)x_k) \, d\nu(s) \]

belongs to \( \overline{\text{abs conv}}((Tx_1, \ldots, Tx_k) : T \in \mathcal{F}) \), where the closure is taken in \( Y^k \). This means that for every \( \varepsilon > 0 \) we can find \( T \in \text{abs conv(} \mathcal{F} \text{)} \) such that

\[ \|T^f_{x_j} - Tx_j\| < \varepsilon, \quad j = 1, \ldots, k. \]

Since the choices of \( x_1, \ldots, x_k \in X \) and \( \varepsilon > 0 \) were arbitrary, we have shown that every open set (in the strong operator topology) in \( L(X \hookrightarrow Y) \) containing \( T f \) intersects \( \text{abs conv(} \mathcal{F} \text{)} \). It follows that \( T f \) is \( \mathcal{F} \)-absolutely continuous.

**Example 8.5.3.** Let \( f : S \to L(X \hookrightarrow Y) \) be strongly measurable and take values in an \( R \)-bounded subset \( T \) of \( L(X \hookrightarrow Y) \). For \( A \in \mathcal{A} \) with \( 0 < \mu(A) < \infty \) let \( T_A \in L(X \hookrightarrow Y) \) be defined by

\[ T_A x = \frac{1}{\mu(A)} \int_A f x \, d\mu, \quad x \in X. \]

Since \( \phi := \frac{1}{\mu(A)} 1_A \) is \( L^1 \)-normalised, it follows from Theorem 8.5.2 that the family \( \mathcal{F} := \{ T_A : A \in \mathcal{A} \text{ with } 0 < \mu(A) < \infty \} \) is \( R \)-bounded and \( R_p(\mathcal{F}) \leq R_p(\mathcal{F}) \).

**L^\infty-integral means**

Recall that if \( f : S \to L(X,Y) \) has the property that \( fx \in L^1(S;Y) \) for all \( x \in X \), then for functions \( \phi \in L^\infty(S) \) we may define the operator \( T^f_\phi \in L(X,Y) \) by (8.13), i.e.,

\[ T^f_\phi x := \int_S \phi(s)f(s)x \, d\mu(s). \]

The next result proves shows that the family \( \mathcal{F}_\infty^f = \{ T^f_\phi : \|\phi\|_\infty \leq 1 \} \) is always \( R \)-bounded.

**Theorem 8.5.4 (L^\infty-integral means).** If \( f : S \to L(X,Y) \) is strongly \( \mu \)-measurable and has the property that \( fx \in L^1(S;Y) \) for all \( x \in X \), then the family \( \mathcal{F}_\infty^f \) is \( R \)-bounded and for all \( 1 \leq p < \infty \) we have

\[ R_p(\mathcal{F}_\infty^f) \leq \kappa_{p,1} \sup_{\|x\| \leq 1} \int_S \|fx\| \, d\mu. \]

Under the stronger assumption that \( s \mapsto \|f(s)\| \) is integrable, we have

\[ R_p(\mathcal{F}_\infty^f) \leq \int_S \|f\| \, d\mu. \]

Note that the second estimate does not feature the constant \( \kappa_{p,1} \).
Remark 8.5.5. It may happen that the mapping \( s \mapsto \|f(s)\| \) fails to be \( \mu \)-measurable. The second part of the theorem remains true, however, if we replace the integrability of \( \|f\| \) by the condition that there be a non-negative integrable function \( g \) such that \( \|f\| \leq g \) almost everywhere; the inequality for \( A_p(\mathcal{T}_f) \) should then be replaced by \( A_p(\mathcal{T}_f) \leq \|g\|_1 \). If \( X \) is separable this pathology does not arise: by considering a dense sequence \((x_n)_{n \geq 1}\) in the unit ball of \( X \) we see that \( s \mapsto \|f(s)\| = \sup_{n \geq 1} \|f(s)x_n\| \) is \( \mu \)-measurable.

Proof. Fix \( \phi_1, \ldots, \phi_N \in L^\infty(S) \) of norm at most one and \( x_1, \ldots, x_N \in X \). Using the Kahane contraction principle we estimate

\[
\left\| \sum_{n=1}^N \varepsilon_n T_{\phi_n}^f x_n \right\|_{L^p(\Omega; Y)} = \left\| \int_S \sum_{n=1}^N \varepsilon_n \phi_n(s) f(s)x_n \, d\mu(s) \right\|_{L^p(\Omega; Y)} \\
\leq \int_S \left\| \sum_{n=1}^N \varepsilon_n \phi_n(s) f(s)x_n \right\|_{L^p(\Omega; Y)} \, d\mu(s) \\
\leq \int_S \left\| \sum_{n=1}^N \varepsilon_n f(s)x_n \right\|_{L^p(\Omega; Y)} \, d\mu(s).
\]

Using the Kahane–Khinchine inequality and Fubini’s theorem, the right-hand side may be estimated as follows:

\[
\int_S \left\| \sum_{n=1}^N \varepsilon_n f(s)x_n \right\|_{L^p(\Omega; Y)} \, d\mu(s) \leq \kappa_{p,1} \mathbb{E} \int_S \left\| \sum_{n=1}^N \varepsilon_n f(s)x_n \right\| \, d\mu(s) \\
\leq \kappa_{p,1} M \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_Y \\
\leq \kappa_{p,1} M \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)},
\]

where \( M \) is the operator norm of the mapping \( x \mapsto fx \). This gives the first inequality for \( A_p(\mathcal{T}_f) \).

If \( \|f\| \) is integrable, we may alternatively estimate

\[
\int_S \left\| \sum_{n=1}^N \varepsilon_n f(s)x_n \right\|_{L^p(\Omega; Y)} \, d\mu(s) \leq \int_S \|f\| \, d\mu \left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^p(\Omega; X)}.
\]

Example 8.5.6 (R-boundedness of Laplace transforms I). In this example we assume that \( X \) and \( Y \) are complex Banach spaces.

Suppose that \( f : \mathbb{R}_+ \to \mathcal{L}(X,Y) \) satisfies \( fx \in L^1(\mathbb{R}_+; Y) \) for all \( x \in X \). Define the Laplace transform of \( f \) by
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\[ \hat{f}(\lambda)x := \int_{0}^{\infty} e^{-t} f(t)x \, dt, \quad x \in X, \ \lambda \in \mathbb{C}_+, \]

where \( \mathbb{C}_+ = \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \} \). Theorem 8.5.4 implies that the set \( \{ \hat{f}(\lambda) : \Re \lambda > 0 \} \) is R-bounded and

\[ \mathcal{R}_p(\hat{f}(\lambda) : \Re \lambda > 0) \leq \kappa_{p,1} \sup_{\|x\|\leq 1} \int_{0}^{\infty} \|f(t)x\| \, dt, \]

and the constant \( \kappa_{p,1} \) can be omitted if \( \|f(\cdot)\| \) is integrable. These results follow from the fact that for \( \Re \lambda > 0 \), \( \hat{f}(\lambda) = T_{\phi_{\lambda}}^{f} \) with \( \phi_{\lambda}(t) = \exp(-\lambda t) \) satisfying \( \|\phi_{\lambda}\|_{\infty} = 1 \).

8.5.b The range of differentiable and holomorphic functions

As a useful consequence of Theorem 8.5.4 we show next that sufficiently smooth \( \mathcal{L}(X,Y) \)-valued functions have R-bounded ranges. More refined versions of this result will be presented in the next subsection.

Let \( -\infty < a < b \leq \infty \). We recall from Lemma 2.5.8 that \( W^{1,1}(a,b;X) \) equals the space of all \( f \in L^1(a,b;X) \) for which there exists a \( g \in L^1(a,b;X) \) such that \( t \mapsto f(t) - \int_{a}^{t} g(s) \, ds \) is constant for almost all \( t \in (a,b) \). In this case \( g \) is unique and coincides with the weak and almost everywhere derivative of \( f \). Moreover, after possibly redefining \( f \) on a set of measure zero, \( f \) is absolutely continuous and therefore the limits \( f(a+) = \lim_{t \downarrow a} f(t) \) and \( f(b-) = \lim_{t \uparrow b} f(t) \) exist.

**Proposition 8.5.7 (Functions with integrable derivative).** Let \( -\infty < a < b < \infty \). Let \( f : (a,b) \rightarrow \mathcal{L}(X,Y) \) be such that each of the functions \( t \mapsto f(t)x, \ x \in X, \) is in \( W^{1,1}(a,b;Y) \). Then the set

\[ \mathcal{T}_f := \{ f(t) : t \in (a,b) \} \]

is R-bounded, there exists a constant \( M \geq 0 \) such that \( \|f'x\|_{L^1(a,b;Y)} \leq M \|x\| \) for all \( x \in X \), and for all \( 1 \leq p < \infty \) we have

\[ \mathcal{R}_p(\mathcal{T}_f) \leq \|f(a+)\| + \kappa_{p,1} \sup_{\|x\|\leq 1} \int_{a}^{b} \|f'(t)x\| \, dt. \]

If \( \int_{a}^{b} \|f'(t)\| \, dt < \infty \), then

\[ \mathcal{R}_p(\mathcal{T}_f) \leq \|f(a+)\| + \int_{a}^{b} \|f'(t)\| \, dt. \]

For \( a = -\infty \) and/or \( b = \infty \), one can apply the theorem with \( -\infty < a' < b' < \infty \) and pass to the limits \( \lim_{a' \rightarrow -\infty} \) and/or \( \lim_{b' \rightarrow \infty} \) in the above estimates.
Hence, for any finite sequence $u$, let $\mu \mapsto z$ with $\tan(\mu) = 0$, the result follows from Theorem 8.5.4.

As a further illustration we have the following $R$-boundedness result for functions defined on a sector $\Sigma_\sigma = \{ z \in \mathbb{C} \setminus \{0\} : |\arg z| < \sigma \}$ in the complex plane.

**Proposition 8.5.8.** Let $0 < \sigma < \pi$. If $f : \Sigma_\sigma \to \mathcal{L}(X,Y)$ is a bounded holomorphic function, the following assertions hold:

1. If $\{ f(\lambda) : \lambda \in \partial \Sigma_\nu, \lambda \neq 0 \}$ is $R$-bounded, then $\{ f(\lambda) : \lambda \in \Sigma_\nu \}$ is $R$-bounded, with the same $R$-bound;
2. If $a \in (1,\infty)$ and $0 < \nu < \sigma$, and $\{ f(a^k z) : k \in \mathbb{Z} \}$ is $R$-bounded for each non-zero $z \in \partial \Sigma_\nu$, with uniform $R$-bounds, then for all $\mu \in (0,\nu)$ the set $\{ f(\lambda) : \lambda \in \Sigma_\mu \}$ is $R$-bounded with

$$\mathcal{R}(\{ f(\lambda) : \lambda \in \Sigma_\mu \}) \leq 2a \left(1 + \frac{1}{\pi} \tan\left(\frac{\mu \pi}{2} \right)\right) \sup_{|\arg(z)| = \nu} \mathcal{R}(\{ f(a^k z) : k \in \mathbb{Z} \}).$$

**Proof.** Replacing $f$ by the function $\lambda \in \mathbb{C}_+ \mapsto f(\lambda^a)$, $\alpha = 2\nu/\pi$, we may assume that $\nu = \frac{1}{2} \pi$. Assertion (1) now follows from Theorem 8.5.2 and Poisson’s formula

$$f(u + iv) = \int_{-\infty}^{\infty} h(u,v - s)f(is) \, ds, \quad \alpha > 0,$$

with $h(u,v) = \frac{1}{\pi} \frac{|u|}{u^2 + v^2}$, noting that $\|h(u,\cdot)\|_1 = 1$.

Turning to the proof of (2), again we may assume that $\nu = \frac{1}{2} \pi$. Set $\beta := \tan(\mu)$, where now $\mu \in (0,\frac{1}{2} \pi)$. For any $t \in \mathbb{R}$, $t \neq 0$,

$$\mathcal{R}(\{ f(ia^k t) : k \in \mathbb{Z} \}) \leq \sup_{|\arg(z)| = \frac{1}{2} \pi} \mathcal{R}(\{ f(a^k z) : k \in \mathbb{Z} \}) =: C.$$

We will first prove the $R$-boundedness of the sets $\{ f(z) : \arg(z) = \mu, z \neq 0 \}$ and $\{ f(z) : \arg(z) = -\mu, z \neq 0 \}$. We begin with the former. Let $\lambda_1, \ldots, \lambda_N \in \mathbb{C}$ satisfy $\arg \lambda_n = \mu$. We may write $\lambda_n = u_n + i\beta u_n$ with $u_n > 0$ and $\beta = \tan \mu$. Choose $k_n \in \mathbb{Z}$ so that $a^{k_n} < u_n \leq a^{k_n+1}$. Then

$$f(\lambda_n) = \int_{-\infty}^{\infty} f(it)h(u_n,\beta u_n - t) \, dt = \int_{-\infty}^{\infty} f(ia^{k_n} t)h(u_n,\beta u_n - a^{k_n} t)a^{k_n} \, dt.$$

Hence, for any finite sequence $x_1, \ldots, x_N \in X$,
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\[ \left\| \sum_{n=1}^{N} \varepsilon_n f(\lambda_n)x_n \right\|_{L^1(\Omega;X)} \]

\[ \leq \int_{-\infty}^{\infty} \left\| \sum_{n=1}^{N} \varepsilon_n f(\beta u_n - a^{k_n} t) a^{k_n} x_n \right\|_{L^1(\Omega;X)} \, dt \]

\[ \leq C \int_{-\infty}^{\infty} \sup_{1 \leq n \leq N} |h(u_n, \beta u_n - a^{k_n} t)| a^{k_n} \, dt \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^1(\Omega;X)}, \]

applying Kahane’s contraction principle in the last step. To estimate the integral, with \( s_n := u_n a^{-k_n} \in (1, a) \) we have

\[ |h(u_n, \beta u_n - a^{k_n} t)| a^{k_n} = \frac{1}{\pi} \frac{a^{k_n} u_n}{u_n^2 + (\beta u_n - a^{k_n} t)^2} = \frac{1}{\pi} \frac{s_n}{s_n^2 + (\beta s_n - t)^2}. \]

Since for \( s \in (1, a) \), we have

\[ \frac{s}{s^2 + (\beta s - t)^2} \leq \begin{cases} \frac{a}{1 + t^2}, & t \in (-\infty, 0); \\ 1, & t \in [0, \beta a]; \\ \frac{a}{1 + (\beta a - t)^2}, & t \in (\beta a, \infty), \end{cases} \]

it follows that

\[ \int_{-\infty}^{\infty} \sup_{1 \leq n \leq N} |h(u_n, u_n - a^{k_n} t)| a^{k_n} \, dt \leq \frac{1}{\pi} (\frac{a\pi}{2} + a\beta + \frac{a\pi}{2}) = a (1 + \frac{\beta}{\pi}). \]

Consequently \( \{ f(z) : \arg(z) = \mu \neq 0 \} \) is R-bounded, with R-bound at most \( a(1 + \frac{\beta}{\pi})C \).

By symmetry, the same holds for \( \{ f(z) : \arg(z) = -\mu \neq 0 \} \). Taking unions, we find that \( \{ f(z) : |\arg(z)| = \mu \} \) is R-bounded, with R-bound at most \( 2a(1 + \frac{\beta}{\pi})C \). We now apply part (1) to complete the proof. \( \square \)

As a consequence we obtain the following result for the strip

\[ \mathcal{S}_\theta := \{ \zeta \in \mathbb{C} : |\text{Im}(z)| < \theta \}. \]

**Corollary 8.5.9.** Let \( \theta > 0 \). If \( f : \mathcal{S}_\theta \rightarrow \mathcal{L}(X,Y) \) is a bounded holomorphic function, then:

1. if \( 0 < \eta < \theta \) and \( \{ f(\lambda) : \lambda \in \partial \mathcal{S}_\eta, \lambda \neq 0 \} \) is R-bounded, then \( \{ f(\lambda) : \lambda \in \mathcal{S}_\eta \} \) is R-bounded, with the same R-bound;
(2) if \( b \in (0, \infty) \) and \( 0 < \eta < \theta \), and if \( \{ f(kb + z) : k \in \mathbb{Z} \} \) is \( R \)-bounded for each non-zero \( z \in \partial S_\eta \), with uniform \( R \)-bounds, then for all \( \beta \in (0, \eta) \) the set \( \{ f(\lambda) : \lambda \in S_\beta \} \) is \( R \)-bounded, and

\[
\mathcal{R}( \{ f(\lambda) : \lambda \in S_\beta \} ) \leq 2e^b \left( 1 + \frac{1}{\pi} \tan \left( \frac{\beta \pi}{2} \right) \right) \sup_{|\lambda(z)|=\eta} \mathcal{R}( \{ f(kb+z) : k \in \mathbb{Z} \} ).
\]

**Proof.** Both results follow from Proposition 8.5.8 applied to the function \( z \mapsto f(\frac{b}{\pi} \log(z)) \) defined on \( \Sigma_\sigma \). □

We continue with a generalisation of part (1) of Proposition 8.5.8 and Corollary 8.5.9. By a **Jordan domain** we understand a connected open set in the complex plane whose boundary is the homeomorphic image of the unit circle.

**Proposition 8.5.10.** Let \( D \subseteq \mathbb{C} \) be simply connected Jordan domain. Suppose \( f : D \to \mathcal{L}(X \hookrightarrow Y) \) is strongly continuous, and assume that \( f \) is holomorphic on \( D \). If \( \{ f(z) : z \in \partial D \} \) is \( R \)-bounded, then \( \{ f(z) : z \in \overline{D} \} \) is \( R \)-bounded as well, and both sets have the same \( R \)-bound.

**Proof.** By the Riemann mapping theorem there exists a conformal mapping which maps \( D \) bijectively onto the open unit disc and which extends continuously to a homeomorphism from \( D \) onto the closed unit disc. By the Poisson formula for the disc,

\[
f(re^{i\theta}) = \frac{1}{2\pi} \int_0^{2\pi} P_r(\theta - \varphi)f(e^{i\varphi}) \, d\varphi,
\]

where \( P_r(\theta) = \frac{1 - r^2}{1 - 2r \cos \theta + r^2} \).

Noting that \( P_r(\theta) \geq 0 \) and

\[
\frac{1}{2\pi} \int_0^{2\pi} P_r(\theta) \, d\theta = 1, \quad r \in (0, 1),
\]

the result follows from Theorem 8.5.2. □

Without a priori \( R \)-boundedness assumptions, operator-valued holomorphic functions are automatically \( R \)-bounded on compact sets:

**Proposition 8.5.11.** Let \( D \) be a domain in \( \mathbb{C} \) and let \( f : D \to \mathcal{L}(X \hookrightarrow Y) \) be holomorphic. For every compact set \( K \subseteq D \) the family \( \mathcal{T}_K := \{ f(z) : z \in K \} \) is \( R \)-bounded.

**Proof.** For each \( z_0 \in D \) the function \( f \) may be expressed as a power series in a neighbourhood of \( z_0 \). More precisely,

\[
f(z) = \sum_{n=0}^{\infty} \frac{1}{n!} f^{(n)}(z_0)(z-z_0)^n, \quad |z-z_0| < r(z_0),
\]
where $r(z_0) > 0$ is the radius of convergence of the power series. Then, by Proposition 8.1.24,

$$\mathfrak{D}(\{f(z) : |z - z_0| < \frac{1}{2}r(z_0)\}) \leq \sum_{n=0}^{\infty} \frac{1}{n!} \|f^{(n)}(z_0)\| (\frac{1}{2}r(z_0))^n < \infty.$$ 

Since $K$ can be covered with finitely many balls of the form $\{z \in D : |z - z_j| < \frac{1}{2}r(z_j)\}$, the result follows. 

**8.5 Integral means II: the effect of type and cotype**

Let us fix a measure space $(S \ni A \ni \mu)$ as well as an exponent $1 < r < \infty$ and consider a strongly measurable function $f : S \to \mathscr{L}(X \ni Y)$ (in the sense of Definition 8.5.1) such that

$$fx \in L^r(S; Y) \text{ for all } x \in X. \tag{8.15}$$

By the closed graph theorem there exists a constant $M > 0$ such that $\|fx\|_{L^r(S; Y)} \leq M\|x\|$ for all $x \in X$. Our aim is to prove, under suitable assumptions on $X$ and/or $Y$, the $R$-boundedness of the family $\mathscr{T}_f^\phi$ defined by (8.14), i.e.,

$$\mathscr{T}_f^\phi := \{T^\phi_f : \|\phi\|_r \leq 1\}.$$

Here $T^\phi_f$ is defined by (8.13),

$$T^\phi_f x := \int_S \phi(s)f(s)x d\mu(s).$$

We begin with the case where $s \mapsto \|f(s)\|$ belongs to $L^r(S)$; concerning the measurability of the function the same observations as in Remark 8.5.5 apply. Under this assumption, which is stronger than (8.15), we are able to exploit both the cotype of $X$ and type of $Y$. Under the more general assumption (8.15), only the type properties of $Y$ can be exploited, as we will see in Theorem 8.5.15.

**Theorem 8.5.12.** Let $X$ have cotype $q \in [2, \infty]$, $Y$ type $p \in [1, 2]$, and suppose that $1 \leq r < \infty$ satisfies $\frac{1}{r} - \frac{1}{q} < \frac{1}{2}$. Let $f : S \to \mathscr{L}(X, Y)$ be a strongly $\mu$-measurable function with the property that $s \mapsto \|f(s)\|$ belongs to $L^r(S)$. Then the family $\mathscr{T}_f^\phi$ is $R$-bounded and

$$\mathfrak{D}(\mathscr{T}_f^\phi) \leq (\int_S \|f\|^r d\mu)^{1/r},$$

with an implied constant depending only on $X$, $Y$, $p$, $q$ and $r$.

**Remark 8.5.13.** In each of the following situations, Theorem 8.5.12 also holds in the limiting case $\frac{1}{r} = \frac{1}{p} - \frac{1}{q}$.
(i) $p = 1$, $q = \infty$, $r = 1$. This follows from Theorem 8.5.4.
(ii) $p = 2$, $q = 2$, $r = \infty$. This will follow from Proposition 8.6.1 and the uniform boundedness of $\mathcal{A}_r$.
(iii) $p = 2$, $q = \infty$, $r = 2$. This will follow from Corollary 7.1.22 and the proof of Theorem 8.5.15.

In all three cases it is enough to assume that $f x \in L^r(S; Y)$ for all $x \in X$ (see Theorem 8.5.15 below) and we obtain the bound

$$\mathcal{A}(\mathcal{F}_r) \lesssim \sup_{\|x\| \leq 1} \left( \int_S \|fx\|^r d\mu \right)^{1/r}.$$

(iv) $p = 1$, $q = 2$, $r = 2$, and $s \mapsto \|f(s)\|$ belongs to $L^r(S)$. This follows from the last part of the proof of Theorem 8.5.12 and Corollary 7.1.22.

**Proof of Theorem 8.5.12.** Fix $x_1, \ldots, x_N \in X$ and functions $\phi_1, \ldots, \phi_N \in L^r(S)$ such that $\sup_{1 \leq n \leq N} \|\phi_n\|_{L^r(S)} \leq 1$.

First assume that $p \in (1, 2]$ and $q \in [2, \infty)$. Let $p_0 \in (1, p)$ and $q_0 \in (p, \infty)$ be such that $\frac{1}{r} = \frac{1}{p_0} - \frac{1}{q_0}$, so that $\frac{1}{r} = \frac{1}{p_0} + \frac{1}{q_0}$. Let

$$g_n := \|\phi_n\|^r / q_0, \quad h_n := \frac{\phi_n}{\|\phi_n\|^r / p_0}.$$

Then $\|g_n\|_{L^{q_0}(S)} \leq 1$, $\|h_n\|_{L^{p_0}(S)} \leq 1$ and $\phi_n = g_n h_n$ for all $n = 1, \ldots, N$. Choose $y_1^* \ldots y_N^* \in Y^*$ such that $\mathbb{E} \|\sum_{n=1}^N \varepsilon_n y_n^*\|_{P_0} \leq 1$. By Hölder’s inequality and the identity $\frac{1}{p_0} = \frac{1}{r} + \frac{1}{q_0}$,

$$\left| \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n T_{\phi_n}^f x_n, \sum_{n=1}^N \varepsilon_n y_n^* \right) \right|$$

$$= \left| \mathbb{E} \int_S \langle f(s) \sum_{n=1}^N \varepsilon_n g_n(s)x_n, \sum_{n=1}^N \varepsilon_n h_n(s)y_n^* \rangle d\mu(s) \right|$$

$$\leq \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n g_n x_n \right)^{p_0} \right)^{1/p_0} \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n h_n y_n^* \right)^{p_0} \right)^{1/p_0}$$

$$\leq \|f\|_{L^r(S)} \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n g_n x_n \right)^{q_0} \right)^{1/q_0} \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n h_n y_n^* \right)^{q_0} \right)^{1/q_0},$$

(8.16)

where $\|f\|_{L^r(S)} = \left( \int_S \|f\|^r d\mu \right)^{1/r}$. Since $X$ has cotype $q < q_0$ it follows from Theorem 7.2.6 that

$$\left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n g_n x_n \right)^{q_0} \right)^{1/q_0} \lesssim_{q_0} \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n x_n \right)^{q_0}.$$

Also, $Y$ has type $p'$, so by Proposition 7.1.13, $Y^*$ has cotype $p' < p_0$ and it follows from Theorem 7.2.6 that
Putting together these estimates, we conclude that

$$\left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n h_n y^*_n \right\|_{L^p(Y)}^{p_0} \right)^{1/p_0} \lesssim_{p_0,Y} \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n y^*_n \right\|_{L^p(X)}^{p_0} \right)^{1/p_0} = 1.$$  

By assumption $Y$ has non-trivial type, so $Y$ is $K$-convex by Theorem 7.4.23. Taking the supremum over all $y_1^*, \ldots, y_N^* \in Y^*$, by Corollary 7.4.6 we obtain

$$\left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n T_{\phi_n} x_n \right\|_{p_0} \right)^{1/p_0} \lesssim_{r,Y} \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{p_0} \right)^{1/p_0}.$$  

If $p > 1$ and $q = \infty$, one can easily adjust the above argument (take $g_n = 1$ for $n = 1, \ldots, N$ in this case).

If $p = 1$ and $q < \infty$, then the duality argument does not work since $Y$ has trivial type. However, one can argue more directly in this case. By assumption, we now have $r' > q$. By the triangle inequality, Hölder’s inequality and Theorem 7.2.6,

$$\left\| \sum_{n=1}^{N} \varepsilon_n T_{\phi_n} x_n \right\|_{L^2(Y)} \leq \int_{S} \left\| f \sum_{n=1}^{N} \varepsilon_n \varphi_n x_n \right\|_{L^2(Y)} d\mu \leq \left\| f \right\|_{r} \left\| \sum_{n=1}^{N} \varepsilon_n \varphi_n x_n \right\|_{L^{r'}(S; L^2(Y))} \lesssim \left\| f \right\|_{r} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^2(Y)}.$$  

\[\square\]

**Example 8.5.14 (R-boundedness of Laplace transforms II).** Suppose that $X$ has cotype $q \in [2, \infty]$ and $Y$ has type $p \in [1, 2]$. Let $1 \leq r < \infty$ satisfy $\frac{1}{r} - \frac{1}{q} < \frac{1}{q}$. If $f : \mathbb{R}_+ \to \mathcal{L}(X, Y)$ is such that for all $x \in X$, $t \mapsto f(t)x$ is strongly measurable and $\|f(\cdot)\| \in L^r(\mathbb{R}_+)$, then the set $\{(\Re \lambda)^{1/r'} \hat{f}(\lambda) : \Re \lambda > 0\}$ is $R$-bounded and

$$\mathcal{A} \left( \left\{ (\Re \lambda)^{1/r'} \hat{f}(\lambda) : \Re \lambda > 0 \right\} \right) \lesssim \left\| f(\cdot) \right\|_{r}$$

with implied constant depending on $X$, $Y$, $p$, $q$, $r$. Indeed, this follows from Theorem 8.5.12 by proceeding as in Example 8.5.6, taking $\phi_\lambda(t) = (\Re \lambda)^{1/r'} \exp(-\lambda t))$.

In the cases when $X$ has cotype 2 or $Y$ has type 2, the following sharp result holds. If $f : \mathbb{R}_+ \to \mathcal{L}(X, Y)$ is strongly measurable and satisfies $\|f(\cdot)\| \in L^2(\mathbb{R}_+)$, the set
As in the proof of Theorem \ref{thm:8.5.15}, we infer that

\[ \{(\Re \lambda)^{1/2} \hat{f}(\lambda) : \Re \lambda > 0\} \]

is $R$-bounded. This follows from Remark \ref{rem:8.5.13}.

It is possible to replace the integrability condition on $f$ by an integrability condition on the orbits $f x$, at the expense of not being able to exploit information about the cotype of $X$ but only the type of $Y$.

**Theorem 8.5.15.** Let $f : S \to \mathcal{L}(X, Y)$ be strongly $\mu$-measurable.

1. If $Y$ has type $2$ and $f x \in L^2(S; Y)$ for all $x \in X$, then the family $\mathcal{T}_2^f = \{T_\phi^f : \|\phi\|_2 \leq 1\}$ is $R$-bounded and

\[ \mathcal{R}(\mathcal{T}_2^f) \lesssim \sup_{\|x\| \leq 1} \|f x\|_{L^2(S; Y)}, \]

with an implied constant depending only on $Y$.

2. If $Y$ has type $p \in (1, 2)$ and $f x \in L^r(S; Y)$ for all $x \in X$, with $r \in (1, p)$, then the family $\mathcal{T}_r^f = \{T_\phi^f : \|\phi\|_r \leq 1\}$ is $R$-bounded and

\[ \mathcal{R}(\mathcal{T}_r^f) \lesssim \sup_{\|x\| \leq 1} \|f x\|_{L^r(S; Y)}, \]

with an implied constant depending only on $Y$, $p$, $r$.

**Proof.** We begin with the proof of (2). Fix $r \in (1, p)$. Then, arguing as in the proof of Theorem \ref{thm:7.2.6},

\[
\left| \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n T_{\phi}^f x_n, \sum_{n=1}^{N} \varepsilon_n y_n^* \right) \right| \\
= \left| \int_S \sum_{n=1}^{N} \langle \phi_n(s) f(s) x_n, y_n^* \rangle d\mu(s) \right| \\
\leq \left( \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n x_n \right)^r_{L^r(S; X)} \right)^{1/r} \left( \mathbb{E} \left( \varepsilon_n \phi_n y_n^* \right)^{r'}_{L^{r'}(S; Y^*)} \right)^{1/r'} \\
\leq M \left( \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n x_n \right)^r_{L^r(S; X)} \right)^{1/r} \left( \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n \phi_n y_n^* \right)^{r'}_{L^{r'}(S; Y^*)} \right)^{1/r'},
\]

where $M = \sup_{\|x\| \leq 1} \|f x\|_{L^r(S; Y)}$. Since $Y^*$ has cotype $p'$, from Theorem \ref{thm:7.2.6} we infer that

\[ \left( \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n \phi_n y_n^* \right)^{r'}_{L^{r'}(S; Y^*)} \right)^{1/r'} \lesssim \left( \mathbb{E} \left( \sum_{n=1}^{N} \varepsilon_n y_n^* \right)^{r'}_{Y^*} \right)^{1/r'}. \]

As in the proof of Theorem \ref{thm:8.5.12}, combining these estimates and using that $Y$ is $K$-convex, we obtain that
This completes the proof of (2). For the proof of (1) we may replace \( p \) and \( r \) by 2 in the above argument and invoke Corollary 7.1.22 instead of Theorem 7.2.6.

The final result in this section shows how one can use Theorem 8.5.13 to obtain a version of Theorem 8.5.12 with sharp exponents.

For two measurable scalar-valued functions \( \phi \) and \( \psi \) we will write

\[
\phi < \psi \iff \forall t > 0 : \mu(\{|\phi| > t\}) \leq \mu(\{|\psi| > t\}).
\]

For \( \psi \in L^1(S) + L^\infty(S) \) let

\[
L_\psi(S) = \{ \phi \in L^1(S) + L^\infty(S) : \phi < \psi \}.
\]

**Proposition 8.5.16.** Let \( X \) have cotype \( q \in [2, \infty] \) and \( Y \) type \( p \in [1, 2] \), and let \( \frac{1}{r} = \frac{1}{p} - \frac{1}{q} \) and \( 1 + \frac{1}{r} = 1 \). Let \( \sigma = \min\{\frac{1}{q}, \frac{r'}{r}\} \). Suppose \( f : S \to \mathcal{L}(X, Y) \) is strongly \( \mu \)-measurable and satisfies \( \|f(\cdot)\| \in L^r(S) \). Then, for any \( \psi \in L^{r', \sigma}(S) \),

\[
\mathcal{A}\left(\{T^f_\phi \in \mathcal{L}(X, Y) : \phi \in L_\psi(S)\}\right) \lesssim \left( \int_S \|f\|^r \, d\mu \right)^{1/r} \|\psi\|_{L^{r', \sigma}(S)},
\]

with implied constant independent of \( f \) and \( \psi \).

Since each \( \phi \in L_\psi(S) \) is also in \( L^{r'}(S) \) (see (F.3) and Lemma F.3.5), the operators \( T^f_\phi \in \mathcal{L}(X, Y) \) are well defined. In the limiting cases \( p \in \{1, 2\} \) and \( q \in \{2, \infty\} \), Remark 8.5.13 gives a stronger result.

**Proof.** The proof follows the lines of Theorem 8.5.12. Without loss of generality we may assume that \( \|\psi\|_{L^{r', \sigma}(S)} = 1 \). Let \( \phi_1, \ldots, \phi_N \in L_{\phi_0}(S) \) and \( x_1, \ldots, x_N \in X \) be arbitrary and fixed.

First assume that \( p \in (1, 2] \) and \( q \in (2, \infty) \). Let

\[
g_n := |\phi_n|^{r'/q}, \quad h_n := \frac{\phi_n}{|\phi_n|^{r'/p'}}
\]

for \( n = 1, \ldots, N \), so that \( \phi_n = g_nh_n \). Choose \( y^*_1, \ldots, y^*_N \in Y^* \) such that \( \mathbb{E} \|\sum_{n=1}^N \varepsilon_n y^*_n\|^{p'} \leq 1 \). Following the lines of (8.16) and using the identity \( \frac{1}{p} = \frac{r'}{r} + \frac{1}{q} \), we obtain the estimate

\[
\left| \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n T^f_{\phi_n} x_n, \sum_{n=1}^N \varepsilon_n y^*_n \right) \right| \\
\leq \|f\|_r \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n g_n x_n \right)^q \right)^{1/r} \left( \mathbb{E} \left( \sum_{n=1}^N \varepsilon_n h_n y^*_n \right)^{p'} \right)^{1/p'},
\]

where \( q \) and \( p' \) are defined above.
where \( \|f\|_r = (\int \|f\|^r d\mu)^{1/r} \) as before. Since \( X \) has cotype \( q \) by Theorem 7.2.6 and the assumption \( \phi_n \prec \psi \),

\[
(\mathbb{E}\left\| \sum_{n=1}^N \varepsilon_n g_n x_n \right\|_{L^q(S;X)}^q)^{1/q} \leq q, X \left( \int_0^\infty \mu(|\psi| > t^{q/r'})^{1/q} \, dt \right) \left( \mathbb{E}\left\| \sum_{n=1}^N \varepsilon_n x_n \right\|_q^q \right)^{1/q}.
\]

It follows from (F.4) and the inclusion \( L^{r',q}(S) \hookrightarrow L^{r',q'}(S) \) (see Lemma F.3.5) that

\[
\int_0^\infty \mu(|\psi| > t^{q/r'})^{1/q} \, dt = \frac{r'}{q} \int_0^\infty \mu(|\psi| > t)^{1/q} t^{r'/q} \, dt = \frac{r'}{q} \left( t^{r'/q} \|\psi\|_{L^{r',q}(S)}^{r'/q} \right) \leq C_{q,r} \|\psi\|_{L^{r',q}(S)}^{r'/q} \leq C_{q,r,s}.
\]

Since \( Y \) has type \( p \) it follows that \( Y^* \) has cotype \( p' \) (see Proposition 7.1.13), and therefore it follows from Theorem 7.2.6 that

\[
\left( \mathbb{E}\left\| \sum_{n=1}^N \varepsilon_n h_n y_n \right\|_{L^{p'}(S;Y^*)}^{p'} \right)^{1/p'} \leq p, Y \left( \int_0^\infty \mu(|\psi| > t^{p'/r'})^{1/p'} \, dt \right) \left( \mathbb{E}\left\| \sum_{n=1}^N \varepsilon_n y_n \right\|_p^{p'} \right)^{1/p'}.
\]

As before, since \( L^{r',q}(S) \hookrightarrow L^{r',q'}(S) \) we have

\[
\int_0^\infty \mu(|\psi| > t^{p'/r'})^{1/p'} \, dt \leq C_{p,r,s}.
\]

The result can now be finished using the same duality argument as in Theorem 8.5.12.

If \( p > 1 \) and \( q = \infty \) one can easily adjust the above argument (take \( g_n = 1 \) in this case). If \( p = 1 \) and \( q < \infty \), then one can argue as in Theorem 8.5.12, but instead of Theorem 7.2.6 one has to apply Theorem 7.2.6. If \( p = 1 \) and \( q = \infty \) the result follows from Theorem 8.5.12.

In the same way one can prove the following version for the strong operator topology:

**Proposition 8.5.17.** If \( Y \) has type \( p \in (1,2] \), \( fx \in L^r(S;Y) \) for all \( x \in X \), and \( \psi \in L^{p',1}(S) \), then the family \( \mathcal{T}f = \{ T^f_\phi \in \mathcal{L}(X,Y) : \phi \in L_p(S) \} \) is \( \mathcal{R} \)-bounded and

\[
\mathcal{R}(\mathcal{T}f) \leq \|\psi\|_{L^{p',1}(S)} \sup_{\|x\| \leq 1} \|f\|_{L^r(S;Y)},
\]

with an implied constant independent of \( \psi \) and \( f \).
8.5 Integral means and smooth functions

8.5.d The range of functions of fractional smoothness

By Proposition 8.5.7, operator-valued functions with integrable derivatives have $R$-bounded ranges. It is natural to ask whether this result is the best possible. As an application of Theorem 8.5.12 we show next that, in the presence of non-trivial type $p$ and/or finite cotype $q$, $R$-boundedness can be obtained under weaker regularity assumptions, the amount of regularity needed being measured by the exponent $\frac{1}{p} - \frac{1}{q}$. In the limiting case $p = q = 2$ (which, by Kwapień’s theorem, corresponds to the Hilbert space case), no regularity is needed at all: uniform boundedness of the range suffices.

Let $D \subseteq \mathbb{R}^d$ be a domain and let $p \in [1, \infty)$ and $0 < s < 1$. We recall from Section 2.5.d that the Sobolev space $W^{s,p}(D; X)$ is defined as the space of all $f \in L^p(D; X)$ for which

$$[f]_{W^{s,p}(D; X)} = \left( \int_D \int_D \frac{\|f(u) - f(v)\|^p}{|u - v|^{sp + d}} \, du \, dv \right)^{1/p}$$

is finite. Endowed with the norm

$$\|f\|_{W^{s,p}(D; X)} = \|f\|_{L^p(D; X)} + [f]_{W^{s,p}(D; X)},$$

this is a Banach space.

**Definition 8.5.18.** A domain $D \subseteq \mathbb{R}^d$ is called plump, with parameters $R > 0$ and $\delta \in (0, 1]$, if for all $x \in D$ and $r \in (0, R]$ there exists a $z \in D$ such that

$$B(z, \delta r) \subseteq B(x, r) \cap D.$$ 

In such domains, we have a good integral representation of Sobolev functions:

**Proposition 8.5.19.** Let $D \subseteq \mathbb{R}^d$ be plump with parameters $R > 0$ and $\delta \in (0, 1]$. Then for all $x \in D$ there exist measurable functions $G^x : D \to \mathbb{R}$ and $H^x : D \times D \to \mathbb{R}$ such that for all $p \in (d, \infty)$ and $s > d/p$,

$$\|u \mapsto G^x(u)\|_{L^{p'}(D)} \leq C_{d,p}(R\delta)^{-d/p},$$

$$\left\| (u, v) \mapsto |u - v|^{sp + d/p} H^x(u, v) \right\|_{L^{p'}(D \times D)} \leq C_{d,p,s}\delta^{-2d/p}R^{s-d/p},$$

and such that for any Banach space $X$, any $f \in W^{s,p}(D; X)$, and any Lebesgue point $x$ of $f$ we have

$$f(x) = \int_D G^x(u) f(u) \, du + \iint_{D \times D} H^x(u, v)(f(u) - f(v)) \, du \, dv.$$ 

**Proof.** Let $B := B(0, 1) \subseteq \mathbb{R}^d$ be the unit ball, and $\phi := |B|^{-1}1_B$ its normalised indicator function.

Given $x \in D$, we fix sequence of points $(x_k)_{k=0}^\infty$, guaranteed by plumpness of $D$, such that $B(x_k, \delta 2^{-k}R) \subseteq B(x, 2^{-k}R) \cap D$ for every $k \geq 0$. If $x$ is a Lebesgue point of $f$, it follows that
\[ f(x) = \lim_{k \to \infty} \int_D \phi \left( \frac{y - x_k}{\delta 2^{-k} R} \right) \frac{f(y)}{(\delta 2^{-k} R)^d} \, dy, \]

where we note that there is no difference between integrating over \( D \) or \( \mathbb{R}^d \), due to the support of \( \phi \). Defining

\[ G^x(y) := \phi \left( \frac{y - x_0}{\delta R} \right) \frac{1}{(\delta R)^d}, \quad \|G^x\|_{L^p(D)} = (\delta R)^{-d/p} \|\phi\|_{p'} = c_{d,p}(\delta R)^{-d/p}, \]

we can write a telescopic expansion

\[
\begin{align*}
\int_D G^x(y) f(y) \, dy \\
= \sum_{k=0}^{\infty} \left( \int_D \phi \left( \frac{y - x_{k+1}}{\delta 2^{-(k+1)} R} \right) \frac{f(y)}{(\delta 2^{-(k+1)} R)^d} \, dy - \int_D \phi \left( \frac{y - x_k}{\delta 2^{-k} R} \right) \frac{f(y)}{(\delta 2^{-k} R)^d} \, dy \right) \\
= \sum_{k=0}^{\infty} \int_{D \times D} \phi \left( \frac{y - x_{k+1}}{\delta 2^{-(k+1)} R} \right) \phi \left( \frac{y - x_k}{\delta 2^{-k} R} \right) \frac{(f(u) - f(v))}{(\delta 2^{-(k+1)} R)^d(\delta 2^{-k} R)^d} \, du \, dv \\
=: \sum_{k=0}^{\infty} \int_{D \times D} H^x_k(u, v)(f(u) - f(v)) \, du \, dv.
\end{align*}
\]

Note that

\[
\text{supp } H^x_k = B(x_{k+1}, \delta 2^{-(k+1)} R) \times B(x_k, \delta 2^{-k} R) \\
\subseteq B(x, 2^{-(k+1)} R) \times B(x, 2^{-k} R),
\]

and hence \(|u - v| \leq |u - x| + |v - x| \leq \frac{3}{2} 2^{-k} R\) for \((u, v) \in \text{supp } H^x_k\). Thus

\[
\begin{align*}
\|(u, v) \mapsto |u - v|^{s+d/p} H^x_k(u, v)\|_{L^{p'}(D \times D)} \\
\leq c_{d,p,s}(2^{-k} R)^{s+d/p} \|H^x_k\|_{L^{p'}(D \times D)} \\
= c_{d,p,s}(2^{-k} R)^{s+d/p}(\delta 2^{-k} R)^{-2d/p} = c_{d,p,s}\delta^{-2d/p}(2^{-k} R)^{s-d/p}.
\end{align*}
\]

Defining

\[ H^x(u, v) := \sum_{k=0}^{\infty} H^x_k(u, v), \]

we have

\[
\begin{align*}
\|(u, v) \mapsto |u - v|^{s+d/p} H^x(u, v)\|_{L^{p'}(D \times D)} \\
\leq \sum_{k=0}^{\infty} \|(u, v) \mapsto |u - v|^{s+d/p} H^x(u, v)\|_{L^{p'}(D \times D)} \leq c_{d,p,s}\delta^{-2d/p} R^{s-d/p},
\end{align*}
\]

where convergence is guaranteed by \( s > d/p \). Since the function \((u, v) \mapsto |u - v|^{-s-d/p}(f(u) - f(v))\) belongs to \( L^p(D \times D)\), we obtain the convergence of the integral representation.
\[ f(x) = \int_D G^x(y) f(y) \, dy + \iint_{D \times D} H^x(u, v) (f(u) - f(v)) \, du \, dv \]
as claimed.

A classical corollary of Proposition 8.5.19 is the following:

**Corollary 8.5.20 (Sobolev embedding theorem).** Let \( D \subseteq \mathbb{R}^d \) be plump with parameters \( R > 0 \) and \( \delta \in (0, 1] \). Then for all \( p \in (d, \infty) \) and \( s > d/p \), and every Banach space \( X \), we have a continuous embedding

\[ W^{s,p}(D; X) \hookrightarrow L^\infty(D; X). \]

**Proof.** From the proven representation, we deduce by Hölder’s inequality that

\[
\|f(x)\| \leq \|G^x\|_{L^{p'}(D)} \|f\|_{L^p(D; X)} + \|((u, v) \mapsto |u - v|^{s+d/p} H^x(u, v))\|_{L^{p'}(D \times D)} \|f\|_{W^{s,p}(D; X)}.
\]

\[
\leq c_{d,s,p} (\delta R)^{-d/p} + \delta^{-2d/p} R^{s-d/p}) \|f\|_{W^{s,p}(D; X)}.
\]

This is valid at every Lebesgue point of \( f \), and thereby almost everywhere. □

By an elaboration of the same argument, we have a strengthening of this result involving \( R \)-boundedness.

**Theorem 8.5.21.** Let \( X \) and \( Y \) be Banach space such that \( X \) has cotype \( q \in [2, \infty] \) and \( Y \) has type \( p \in [1, 2] \), and let \( \frac{1}{p} + \frac{1}{q} < \frac{1}{r} < s < 1 \). Let \( D \subseteq \mathbb{R}^d \) be a plump domain with parameters \( \delta \in (0, 1] \) and \( R > 0 \). Then every \( f \in W^{s,r}(D; \mathcal{L}(X, Y)) \) has \( R \)-bounded range, and

\[
\mathcal{R}\{\{f(t) : t \text{ Lebesgue point of } f\} \lesssim \|f\|_{W^{s,r}(D; \mathcal{L}(X, Y))},
\]

where the implied constant depends on the various parameters in the statement, but is independent of the function \( f \).

On a bounded domain \( D \) it is immediate to check that \( C^\alpha(D; \mathcal{L}(X, Y)) \hookrightarrow W^{s,r}(D; \mathcal{L}(X, Y)) \) for \( \alpha > s \), so we also obtain sufficient conditions for an \( R \)-bounded range of Hölder continuous functions.

**Proof.** Using the representation given in Proposition 8.5.19, recalling the notation

\[
\mathcal{F}_p := \left\{ x \mapsto \int_D \phi(t) f(t) x \, dt : \|\phi\|_{p'} \leq 1 \right\}
\]

introduced before Theorem 8.5.12, and denoting

\[
F(u, v) := \frac{f(u) - f(v)}{|u - v|^{s+d/r}}, \quad \|F\|_{L^{p'}(D \times D; \mathcal{L}(X, Y))} = \|f\|_{W^{s,r}(D; \mathcal{L}(X, Y))},
\]

we find that
\[ f(t) = \int_D G^t(u)f(u) \, du + \iint_{D \times D} |u-v|^{s+d/r} H^t(u,v) F(u,v) \, du \, dv \]
\[ \leq \|G^t\|_{L^r(D)} \mathcal{F}_r^f + \|(u,v) \mapsto |u-v|^{s+d/r} H^t(u,v)\|_{L^r(D \times D)} \mathcal{F}_r^F \quad (8.17) \]
\[ \leq C_{d,r} (R\delta)^{-d/r} \mathcal{F}_r^f + C_{d,s,r} \delta^{-2d/r} R^{s-d/r} \mathcal{F}_r^F. \]

By Theorem 8.5.12,
\[ \mathcal{A}(\mathcal{F}_r^f) \lesssim \|f\|_{L^r(D; \mathcal{X} \hookrightarrow \mathcal{Y})}, \quad \mathcal{A}(\mathcal{F}_r^F) \lesssim \|f\|_{L^r(D \times D; \mathcal{X} \hookrightarrow \mathcal{Y})}. \]

Combining the estimates, we obtain the claim of the theorem. \qed

**Remark 8.5.22.** Step (8.17) above implies the slightly more precise bound
\[ \mathcal{A}\left(\{f(t) : t \text{ Lebesgue point of } f\}\right) \lesssim C_{d,r} (R\delta)^{-d/r} \|f\|_{L^r(D; \mathcal{X}(X,Y))} + C_{d,s,r} \delta^{-2d/r} R^{s-d/r} \|f\|_{W^{s,r}(D; \mathcal{X}(X,Y))}. \]

In the case of a special domain (such as \( \mathbb{R}^d \) or a half space) that is plump with some \( \delta \in (0,1] \) and every \( R > 0 \), we can optimise over \( R > 0 \) to get
\[ \mathcal{A}\left(\{f(t) : t \text{ Lebesgue point of } f\}\right) \lesssim C_{d,r,s,\delta} \|f\|_{L^r(D; \mathcal{X}(X,Y))}^{1-d/r s} \|f\|_{W^{s,r}(D; \mathcal{X}(X,Y))}^{d/r s}. \]

### 8.6 Coincidence of \( R \)-boundedness with other notions

We have already seen in Theorem 8.1.3 that \( R \)-boundedness in \( \mathcal{L}(X,Y) \) agrees with uniform boundedness if \( X \) has cotype 2 and \( Y \) has type 2, and with \( \gamma \)-boundedness if \( X \) has finite cotype. The aim of this section is to show that both these coincidences actually characterise the respective properties of the Banach spaces, and hence cannot be extended any further. In a more specific situation of \( R \)-boundedness in \( L^p \)-spaces, we also show that \( R \)-boundedness can be completely characterised by appropriate weighted norm inequalities.

#### 8.6.a Coincidence with boundedness implies (co)type 2

Recall from Theorem 8.1.3 that an \( R \)-bounded family \( \mathcal{F} \subseteq \mathcal{L}(X,Y) \) is always uniformly bounded, and the converse holds if \( X \) has cotype 2 and \( Y \) has type 2. In fact this is the only situation where the converse holds, and we have the following more detailed result.

**Proposition 8.6.1.** For non-zero Banach spaces \( X \) and \( Y \) the following assertions are equivalent:

1. \( X \) has cotype 2 and \( Y \) has type 2;
2. every uniformly bounded family in \( \mathcal{L}(X,Y) \) is \( R \)-bounded.
In that case,
\[ \mathcal{R}(\bar{B}_Y(0,1)) \leq \tau_{2,Y} c_{2,X}, \]
where \( \bar{B}_Z \) denotes the closed unit ball of a Banach space \( Z \), and we have
\[ \tau_{2,Y} = \mathcal{R}(\bar{B}_Y \otimes \{x_0^n\}), \quad c_{2,X} = \mathcal{R}(\{y_0\} \otimes \bar{B}_{X^*}), \]
where \( x_0^n \in X^* \) and \( y_0 \in Y \) are arbitrary fixed vectors of norm one and \( y \otimes x^* \in Y \otimes X^* \) designates the operator \( x \in X \mapsto \langle x, x^* \rangle y \in Y \).

**Corollary 8.6.2.** A Banach space \( X \) is isomorphic to a Hilbert space if and only if every uniformly bounded family in \( \mathcal{L}(X) \) is \( \mathcal{R} \)-bounded.

**Proof of Proposition 8.6.1.** (1)\( \Rightarrow \) (2): This easy implication and the related estimate was already proved in Theorem 8.1.3.

(2)\( \Rightarrow \) (1): We first consider the cotype 2 of \( X \). Fix an arbitrary norm one vector \( y_0 \in Y \). For any \( x_1, \ldots, x_N \in X \) and \( x_1^*, \ldots, x_N^* \in \bar{B}_{X^*} \), we have
\[ \sum_{n=1}^{N} |\langle x_n, x_n^* \rangle|^2 = E \left[ \sum_{n=1}^{N} \epsilon_n \langle x_n, x_n^* \rangle \right]^2 = E \left[ \sum_{n=1}^{N} \epsilon_n y_0 \otimes x_n^* (x_n) \right]^2. \]
If the \( x_1, \ldots, x_N \in X \) are given, we can pick the \( x_1^*, \ldots, x_N^* \in \bar{B}_{X^*} \) so that \( \langle x_n, x_n^* \rangle = \|x_n\| \), and then
\[ \sum_{n=1}^{N} \|x_n\|^2 = E \left[ \sum_{n=1}^{N} \epsilon_n y_0 \otimes x_n^* (x_n) \right]^2 \leq \mathcal{R}(\{y_0\} \otimes \bar{B}_{X^*}) E \left[ \sum_{n=1}^{N} \epsilon_n x_n \right]^2, \]
proving that \( c_{2,X} \leq \mathcal{R}(\{y_0\} \otimes \bar{B}_{X^*}) \). On the other hand, we always have \( |\langle x_n, x_n^* \rangle| \leq \|x_n\| \), and hence
\[ E \left[ \sum_{n=1}^{N} \epsilon_n y_0 \otimes x_n^* (x_n) \right]^2 \leq \sum_{n=1}^{N} \|x_n\|^2 \leq c_{2,X} E \left[ \sum_{n=1}^{N} \epsilon_n x_n \right]^2, \]
proving that \( \mathcal{R}(\{y_0\} \otimes \bar{B}_{X^*}) \leq c_{2,X} \).

Next we consider the type 2 of \( Y \). Fix an arbitrary \( x_0^* \in X^* \) of norm one and \( 0 < \eta < 1 \), and pick \( x_0 \in X \) of norm one so that \( \langle x_0, x_0^* \rangle \geq \eta \). For any choice of \( y_1, \ldots, y_N \in Y \), we let \( z_n := y_n / \|y_n\| \) if \( y_n \neq 0 \) and \( z_n := 0 \) if \( y_n = 0 \), so that \( z_n \in \bar{B}_Y \) in either case. Then
\[ E \left[ \sum_{n=1}^{N} \epsilon_n z_n \right]^2 \leq E \left[ \sum_{n=1}^{N} \epsilon_n ( \frac{\|y_n\| x_0^*}{\eta}, x_0^* \rangle \right]^2 \leq \mathcal{R}(\bar{B}_Y \otimes \{x_0^*\})^2 E \left[ \sum_{n=1}^{N} \epsilon_n \frac{\|y_n\| x_0}{\eta} \right]^2, \]
where
\[
E\left\| \sum_{n=1}^{N} \frac{\varepsilon_n}{\eta} y_n x_0 \right\|^2 = \frac{1}{\eta^2} E\left\| \sum_{n=1}^{N} \varepsilon_n y_n \right\|^2 = \frac{1}{\eta^2} \sum_{n=1}^{N} \|y_n\|^2.
\]

This proves that \(\tau_{2,Y} \leq (1 - \varepsilon)^{-1} \mathcal{A}(\bar{\mathcal{B}}_Y \otimes \{x_0^*\})\), and hence \(\tau_{2,Y} \leq \mathcal{A}(\bar{\mathcal{B}}_Y \otimes \{x_0^*\})\) by letting \(\eta \uparrow 1\). On the other hand, if \(y_1, \ldots, y_N \in \mathcal{B}_Y\) and \(x_1, \ldots, x_N \in X\), then

\[
E\left\| \sum_{n=1}^{N} \varepsilon_n y_n (x_n, x_0^*) \right\|^2 \leq \tau_{2,Y}^2 \sum_{n=1}^{N} \|y_n (x_n, x_0^*)\|^2 \leq \tau_{2,Y}^2 \mathcal{E}\left\| \sum_{n=1}^{N} \varepsilon_n (x_n, x_0^*) \right\|^2 \leq \tau_{2,Y}^2 \mathcal{E}\left\| \left( \sum_{n=1}^{N} \varepsilon_n x_n \right) \right\|^2,
\]

which proves that \(\mathcal{A}(\bar{\mathcal{B}}_Y \otimes \{x_0^*\}) \leq \tau_{2,Y}\).

The final assertion follows from Kwapień’s isomorphic characterisation of Hilbert spaces as the only Banach spaces with both type 2 and cotype 2 (Theorem 7.3.1).

By way of exception we state the analogous result for \(\gamma\)-boundedness as well, since the special properties of Gaussian variables can be used to give an especially satisfactory quantitative form of the statement:

**Proposition 8.6.3.** For non-zero Banach spaces \(X\) and \(Y\) the following assertions are equivalent:

1. \(X\) has (Gaussian) cotype 2 and \(Y\) has (Gaussian) type 2;
2. every uniformly bounded family in \(\mathcal{L}(X,Y)\) is \(\gamma\)-bounded.

In that case,

\[
\gamma(\bar{\mathcal{B}}_Y \otimes \bar{\mathcal{B}}_X) = \gamma(\bar{\mathcal{L}}(X,Y)) = \tau_{2,Y}^2 c_{2,X}^2,
\]

where \(\tau_{2,Y}^2\) and \(c_{2,X}^2\) denote the Gaussian versions of the type 2 and cotype 2 constants.

If \(X = Y\) and these equivalent conditions hold, then an isomorphism \(J : X \to H\) to a Hilbert space \(H\) can be constructed so that

\[
\|J\| \|J^{-1}\| \leq \gamma(\bar{\mathcal{L}}(X,Y)).
\]

**Proof.** The implication (1) \(\Rightarrow\) (2) and the estimate \(\gamma(\bar{\mathcal{L}}(X,Y)) \leq \tau_{2,Y}^2 c_{2,X}^2\) are proved exactly as in Proposition 8.6.1, and it is evident that \(\gamma(\bar{\mathcal{B}}_Y \otimes \bar{\mathcal{B}}_X) \leq \gamma(\bar{\mathcal{L}}(X,Y))\). The main point is the implication (2) \(\Rightarrow\) (1) and the estimate \(\tau_{2,Y}^2 c_{2,X}^2 \leq \gamma(\bar{\mathcal{B}}_Y \otimes \bar{\mathcal{B}}_X)\), to which we now turn.

Let \(x_1, \ldots, x_K \in X\) and \(y_1, \ldots, y_N \in Y\). We pick \(y_1^*, \ldots, y_N^* \in \mathcal{B}_X\) so that \(\langle x_k, y_k^* \rangle = \|x_k\|\), and we also choose \(z_1, \ldots, z_N \in \mathcal{B}_Y\) so that \(y_n = \|y_n\| z_n\). The point is that with this choice

\[
\|x_k\| y_n = \langle x_k, y_k^* \rangle y_n z_n = (z_n \otimes x_k^*)(\|y_n\| x_k),
\]

where \(\langle x_k, y_k^* \rangle y_n z_n\) and \(\|y_n\| x_k\) are the largest constants in the two scales.
8.6 Coincidence of $R$-boundedness with other notions

where $z_n \otimes x_k^* \in B_Y \otimes B_{X^*}$. Now

$$\left( \sum_{k=1}^{K} \|x_k\|^2 \right) \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n y_n \right\|^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n \left( \sum_{k=1}^{K} \|x_k\|^2 \right)^{1/2} y_n \right\|^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \sum_{k=1}^{K} \gamma_{kn} \|x_k\| y_n \right\|^2,$$

(8.18)

since the Gaussian sequences

$$\left\{ \gamma_n \left( \sum_{k=1}^{K} \|x_k\|^2 \right)^{1/2} \right\}_{n=1}^{N} \text{ and } \left\{ \sum_{k=1}^{K} \gamma_{kn} \|x_k\| \right\}_{n=1}^{N}$$

have the same joint distribution. Now

$$\mathbb{E} \left\| \sum_{n=1}^{N} \sum_{k=1}^{K} \gamma_{kn} \|x_k\| y_n \right\|^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \sum_{k=1}^{K} \gamma_{kn} (z_n \otimes x_k^*) (\|y_n\| x_k) \right\|^2 \leq \gamma (B_Y \otimes B_{X^*})^2 \mathbb{E} \left\| \sum_{n=1}^{N} \sum_{k=1}^{K} \gamma_{kn} \|y_n\| x_k \right\|^2$$

and, by similar reasoning as in (8.18),

$$\mathbb{E} \left\| \sum_{n=1}^{N} \sum_{k=1}^{K} \gamma_{kn} \|y_n\| x_k \right\|^2 = \mathbb{E} \left\| \sum_{k=1}^{K} \gamma_k \left( \sum_{n=1}^{N} \|y_n\|^2 \right)^{1/2} x_k \right\|^2 \leq \gamma (B_Y \otimes B_{X^*})^2 \mathbb{E} \left\| \sum_{k=1}^{K} \gamma_k x_k \right\|^2 \left( \sum_{n=1}^{N} \|y_n\|^2 \right).$$

Altogether we have checked that

$$\left( \sum_{k=1}^{K} \|x_k\|^2 \right) \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n y_n \right\|^2 \leq \gamma (B_Y \otimes B_{X^*})^2 \mathbb{E} \left\| \sum_{k=1}^{K} \gamma_k x_k \right\|^2 \left( \sum_{n=1}^{N} \|y_n\|^2 \right).$$

This shows that $c_{2,X}^* \tau_{2,Y}^\gamma \leq \gamma (B_Y \otimes B_{X^*})$, as claimed.

The last assertion follows from Kwapień’s Theorem 7.3.1. \qed

8.6.b Coincidence with $\gamma$-boundedness implies finite cotype

Recall from Theorem 8.1.3 that an $R$-bounded family $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ is always $\gamma$-bounded, and the converse holds if $X$ has finite cotype. This is again the only case for the converse implication, and we have the following characterisation:

**Theorem 8.6.4.** For a Banach space $X$ the following assertions are equivalent:

- $(\sum_{k=1}^{K} \|x_k\|^2) \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n y_n \right\|^2 \leq \gamma (B_Y \otimes B_{X^*})^2 \mathbb{E} \left\| \sum_{k=1}^{K} \gamma_k x_k \right\|^2 \left( \sum_{n=1}^{N} \|y_n\|^2 \right)$.
- $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ is $\gamma$-bounded.
- $X$ has finite cotype.

Recall from Theorem 8.1.3 that an $R$-bounded family $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ is always $\gamma$-bounded, and the converse holds if $X$ has finite cotype. This is again the only case for the converse implication, and we have the following characterisation:
Lemma 8.6.6. This family.

The next lemma establishes a logarithmic improvement for the

This lemma implies that the standard unit basis vectors

It follows that

\[ \sup_{1 \leq n \leq N} \|e_n\| \leq \|c\|_{\ell^2} \]

using Proposition 6.1.5 in the last inequality. By Corollary 8.1.6 this implies that \((T_n)_{n \geq 1}\) is \(R\)-bounded, with \(\mathcal{R} \{T_n : n \geq 1 \} \leq \|c\|_{\ell^2}\).

In the converse direction, assume that \((T_n)_{n \geq 1}\) is \(R\)-bounded. Fix an integer \(N \geq 1\) and consider the standard unit basis vectors \(e_n\) of \(c_0\). Then,

\[ \left( \sum_{n=1}^{N} |c_n|^2 \right)^{1/2} \leq \sup_{1 \leq n \leq N} \|e_n\| \leq \|c\|_{\ell^2} \]

and

\[ \mathcal{R} \{T_n : n \geq 1 \} \leq \mathcal{R} \{e_n : 1 \leq n \leq N \} = \mathcal{R} \{c_0 \} = N^{1/2}. \]

This lemma implies that the standard unit basis vectors \(e_n^* \in \ell^1\) satisfy

\[ \mathcal{R} \{e_n^* : 1 \leq n \leq N \} = N^{1/2}. \]

The next lemma establishes a logarithmic improvement for the \(\gamma\)-bound of this family.

Lemma 8.6.6. Let the notation be as in Lemma 8.6.5 and let \(K = \mathbb{R}\). For all \(N \geq 2\),

\[ \left( \frac{N}{4 \log 2N} \right)^{1/2} \leq \gamma \{e_n^* : 1 \leq n \leq N \} \leq \left( \frac{10N}{\log N} \right)^{1/2}. \]
Proof. Fix $N \geq 2$. Let $(S_j)_{j=1}^J \subseteq \{e_n^*: 1 \leq n \leq N\}$. We will first show that for all $x_1, \ldots, x_J \in c_0$ one has

$$
\left\| \sum_{j=1}^J \gamma_j S_j x_j \right\|_{L^2(\Omega)} \leq \left( \frac{10N}{\log N} \right)^{1/2} \left\| \sum_{j=1}^J \gamma_j x_j \right\|_{L^2(\Omega;c_0)}.
$$

(8.19)

For $1 \leq n \leq N$ let $A_n := \{ j : S_j = e_n^* \}$ and set

$$
a_n := \left( \sum_{j \in A_n} |(x_j, e_n^*)|^2 \right)^{1/2}.
$$

By Proposition E.2.20 applied to a real Gaussian sequence $(g_n)_{n \geq 1}$,

$$
\mathbb{E} \left| \sum_{j=1}^J \gamma_j S_j x_j \right|^2 \leq \frac{5N}{\log N} \left[ \mathbb{E} \sup_{1 \leq n \leq N} |g_n a_n|^2 \right] \leq \frac{5N}{\log N} \mathbb{E} \sup_{1 \leq n \leq N} |g_n a_n|^2.
$$

(8.20)

applying Proposition 6.1.21 in the last step. For $1 \leq n \leq N$ set $\Gamma_n := \sum_{j \in A_n} \gamma_j x_j$. Then $(\Gamma_n)_{n=1}^N$ is a sequence of independent $c_0$-valued random variables and

$$
\mathbb{E} |\Gamma_n|^2 = \mathbb{E} |(\Gamma_n, e_n^*)|^2 = a_n^2.
$$

It follows that the Gaussian sequences $(\Gamma_n)_{n=1}^N$ and $(\gamma_n a_n)_{n=1}^N$ have the same joint distribution. Therefore

$$
\mathbb{E} \sup_{1 \leq n \leq N} |\gamma_n a_n|^2 = \mathbb{E} \sup_{1 \leq n \leq N} |\Gamma_n|^2.
$$

(8.21)

For any sequence of signs $\varepsilon = (\varepsilon_k)_{k \geq 1}$ let $I_\varepsilon : c_0 \to c_0$ be the isometry given by $I_\varepsilon((\alpha_k)_{k \geq 1}) = (\varepsilon_k \alpha_k)_{k \geq 1}$. Let $(\varepsilon_n^*)_{n=1}^N$ be a Rademacher sequence on a distinct probability space $(\Omega', \mathbb{P})$. Then, pointwise on $\Omega$,

$$
\sup_{1 \leq n \leq N} |\Gamma_{nn}|^2 = \sup_{1 \leq n \leq N} \left| \mathbb{E}' \sum_{m=1}^N \varepsilon_m \varepsilon_n^* \Gamma_{mn} \right|^2 \\
\leq \left\| \mathbb{E}' \left[ I_{\varepsilon^*} \left( \sum_{m=1}^N \varepsilon_m \Gamma_m \right) \right] \right|^2 \\
\leq \mathbb{E}' \left| I_{\varepsilon^*} \left( \sum_{m=1}^N \varepsilon_m \Gamma_m \right) \right|^2 = \mathbb{E}' \left| \sum_{m=1}^N \varepsilon_m \Gamma_m \right|^2,
$$
where we used that $I_{c'_\omega}$ is an isometry for each $\omega' \in \Omega'$. Combining the above estimate with (8.21) and using that $\Gamma_1, \ldots, \Gamma_N$ are independent and symmetric we obtain

$$E \sup_{1 \leq n \leq N} |\gamma_n a_n|^2 \leq EE\left\| \sum_{m=1}^N e_m' \Gamma_m \right\|^2 = E \left\| \sum_{m=1}^N \Gamma_m \right\|^2 = E \left\| \sum_{j=1}^J \gamma_j x_j \right\|^2.$$ 

Combining this estimate with (8.20), (8.19) follows.

To prove the lower estimate, let $c_N = \gamma(e_n^* : 1 \leq n \leq N)$. Then, for all $N \geq 2$, we may apply Proposition E.2.21 to obtain

$$N = E \left\| \sum_{n=1}^N \gamma_n \langle e_n, e_n^* \rangle \right\|^2 \leq c_N^2 E \left\| \sum_{n=1}^N \gamma_n e_n \right\|^2 = c_N^2 E \sup_{1 \leq n \leq N} |\gamma_n|^2 \leq 4c_N^2 \log(2N),$$

where as before we applied Proposition 6.1.21 to reduce to real Gaussians. □

**Proof of Theorem 8.6.4.** The implication (1)⇒(2) is trivial, and the implication (3)⇒(1) along with the estimate has already been proved.

(2)⇒(3): Suppose that $X$ does not have finite cotype. We first claim that for every $M > 0$ there exists a finite family $\mathcal{F} \subseteq \mathcal{L}(X, k)$ such that $\gamma(\mathcal{F}) \leq 1$ and $\mathcal{R}(\mathcal{F}) \geq M$. Indeed, fix $M > 0$. By the Maurey–Pisier theorem 7.3.8, $X$ contains the spaces $\ell_2^N \lambda$-uniformly for some $\lambda > 1$. Therefore, for any $N \geq 1$ there exists a bounded linear operator $J_N : \ell_2^N \to X$ such that

$$\|x\| \leq \|J_N x\| \leq \lambda \|x\|$$

for all $x \in \ell_2^N$. Let $X_N = J_N(\ell_2^N)$ and let $I_N : X_N \to \ell_2^N$ be the unique invertible operator such that $J_N I_N$ is the identity on $X_N$. Then $\|I_N\| \leq 1$. Let $(e_n^*)_{n=1}^N$ be the standard basis in $\ell_2^N$. For $1 \leq n \leq N$ let $x_n^* \in X^*$ be defined by $x_n^* := I_N^* e_n^*$, and let $z_n^* \in X^*$ be a Hahn-Banach extension of $x_n^*$.

Set $\mathcal{F}_N := \{z_n^* : 1 \leq n \leq N\}$ and $\mathcal{F}_N := \{e_n^* : 1 \leq n \leq N\}$. By Lemmas 8.6.6 and 8.6.5 we have

$$\gamma(\mathcal{F}_N) \leq (10N/\log N)^{1/2}, \quad \mathcal{R}(\mathcal{F}_N) = N^{1/2}.$$ 

For all $1 \leq n \leq N$ we have $z_n^* = c_n^* \circ I_N$, where the operator $I_N : X \to \ell_2^N$ is defined by $I_N x := (\langle x, z_n^* \rangle)_{n=1}^N$ and satisfies $\|I_N\| = \|I_N\| \leq 1$. It follows that

$$\gamma(\mathcal{F}_N) \leq \|I_N\| \gamma(\mathcal{F}_N) \leq \left(\frac{10N}{\log N}\right)^{1/2}$$

and

$$N^{1/2} = \mathcal{R}(\mathcal{F}_N) \leq \lambda \mathcal{R}(\mathcal{F}|_{X_N}) \leq \lambda \mathcal{R}(\mathcal{F}_N).$$
By a re-scaling, the claim follows.

By the claim, for each $n \geq 1$ we can find a family $\mathcal{J}_n \subseteq \mathcal{L}(X, \mathbb{K})$ such that $\gamma(\mathcal{J}_n) \leq 1$ and $\mathcal{R}(\mathcal{J}_n) \geq 4^n$. Now let $\mathcal{J} = \bigcup_{n \geq 1} 2^{-n} \mathcal{J}_n$. Clearly, $\gamma(\mathcal{J}) \leq \sum_{n \geq 1} 2^{-n} \gamma(\mathcal{J}_n) \leq 1$. On the other hand, for every $n \geq 1$, $\mathcal{R}(\mathcal{J}) \geq \mathcal{R}(2^{-n} \mathcal{J}_n) \geq 2^{-n} 4^n = 2^n$ and hence $\mathcal{J}$ is not $R$-bounded. \hfill \Box

8.7 Notes

The origins of $R$-boundedness

The notion of $R$-boundedness has its roots in the theory of Fourier multipliers and the results discussed in Section 8.3. In particular, Proposition 8.3.1 concerning the $R$-boundedness of the interval multipliers $\Delta_I$ is the analogue on $L^p(\mathbb{R}; X)$ of a similar result on $L^p(\mathbb{T}; X)$ from Bourgain [1986], which has been often referred to as the “first implicit use of $R$-boundedness”. However, the scalar-valued original of this inequality, stated by Zygmund [1938] as a square function estimate (i.e., $\ell^2$-boundedness), already made use of a reformulation in terms of the Rademacher functions (i.e., $R$-boundedness) to actually prove it. Clearly square function estimates in the form of $\ell^2$-boundedness are at the heart of Littlewood–Paley theory, e.g. for the partial sums of these decompositions. This was already pointed out in Muckenhoupt and Stein [1965] and Bonami and Clerc [1973].

A notable implicit appearance of $R$-boundedness in the classical literature is the negative solution of the ball multiplier problem — the question of $L^p(\mathbb{R}^d)$-boundedness of the Fourier multiplier $\Delta_{B(0,1)}$ (see (8.7)) whose symbol is the indicator of the unit ball $B(0,1) \subseteq \mathbb{R}^d$ — by Fefferman [1971]. Namely, it had been observed earlier by Y. Meyer (see Fefferman [1971, Lemma 1]) that if this boundedness were true for a given $p$, then the family of Fourier multipliers $\{\Delta_H : H \subseteq \mathbb{R}^2 \text{ a half-space} \}$ would be $R$-bounded in $L^p(\mathbb{R}^2)$, and the core of Fefferman’s argument, “based on a slight variant of (Schönberg’s improvement of) Besicovitch’s construction for the Kakeya needle problem”, was to show that this $R$-boundedness fails for all $p \neq 2$.

In any case, Bourgain [1986] was probably the first to use this notion in the context of analysis in Banach spaces.

The explicit use of $R$-boundedness has a history of its own. Edwards and Gaudry [1977] defined the Riesz property of a collection $\mathcal{E}$ of sets (rather than operators) $E \subseteq \mathbb{R}^n$ as (in our language) the $R$-boundedness of the multiplier operators (defined in (8.7)) $\Delta_E = T_{E^c}$, $E \in \mathcal{E}$, on $L^p(\mathbb{R}^n)$. This definition and name was obviously motivated by the classical versions of Proposition 8.3.1 and its multivariate extension in Lemma 8.3.13, which guaranteed this property for the family of all (axes-parallel) rectangles as a corollary of the $L^p$-boundedness of the Hilbert transform — in the scalar case a classical theorem of Riesz [1928].
The notion of $R$-boundedness of a family of operators, as we have used it, was first formally introduced by Berkson and Gillespie [1994], who called it the $R$-property, making connections to the works of both Bourgain [1986] and Edwards and Gaudry [1977]. The same definition under the now standard name of $R$-boundedness was adopted by Clément, De Pagter, Sukochev, and Witvliet [2000], who reinterpreted the ‘$R$’ as ‘randomised’ and provided a detailed analysis including many of the results that we have discussed in Section 8.1. The alternative interpretation of the ‘$R$’ as ‘Rademacher’ (with obvious reference to the Rademacher variables used in the definition) has been proposed by Kalton and Weis [2001]. This more specific name is perhaps preferable in order to make a distinction from other possible versions of randomised boundedness such as the $\gamma$-boundedness (Gaussian boundedness), at least in contexts where both notions make an appearance. Fortunately enough, everyone could agree on the letter ‘$R$’.

General treatments of $R$-boundedness from the early years of the theory are provided by Denk, Hieber, and Prüss [2003] and Kunstmann and Weis [2004].

Section 8.1

The key properties of $R$-boundedness expressed in Propositions 8.1.5 (testing $R$-boundedness with distinct operators), 8.1.21 (stability under convex hulls) and 8.1.22 (in the case of strong operator closure) were all stated and proved in the first systematic analysis of $R$-boundedness by Clément, De Pagter, Sukochev, and Witvliet [2000], but the convexity was already implicit in the work of Bourgain [1986]. Whether $\gamma$-boundedness can be tested with distinct operators is an open problem. Krivine [1974] showed that a family consisting of a single operator $T \in \mathcal{L}(X, Y)$ is $\ell^2$-bounded by $K_G|T|$, where $K_G$ is the Grothendieck constant (see Lindenstrauss and Tzafriri [1979, Theorem 1.f.14]). This was used in Kwapień, Veraar, and Weis [2016] to show that $\ell^2$-boundedness can be tested with distinct operators. Proposition 8.1.24 is taken from Weis [2001b]. Proposition 8.1.20 is due to Van Gaans [2006].

Theorem 8.1.12 on the $R$-boundedness of conditional expectations is just a reformulation of Theorem 4.2.23; it was stated as a lemma by Bourgain [1984, 1986], extending the scalar-valued version due to Stein [1970b]. The ball-averaging version in Proposition 8.1.13 is from Hytönen, Van Neerven, and Portal [2008b], which contains the following elaboration: if $X$ is a UMD space, $1 < p < \infty$, and $L^p(\mathbb{R}^d; X)$ has type $t \in (1, 2]$, then for each $\alpha \geq 1$ the family $\mathcal{A}_\alpha$ of averaging operators

$$f \mapsto A^\alpha_B f := \mathbf{1}_B \int_B f \, dx,$$

where $B$ runs over all balls in $\mathbb{R}^d$, is $R$-bounded on $L^p(\mathbb{R}^d; X)$ with

$$\mathcal{R}(\mathcal{A}_\alpha) \leq C(1 + \log \alpha)^{d/t}$$
with a constant $C$ depending only on $X$, $p$, $t$ and $d$. This result plays a role in a change-of-aperture theorem for so-called tent spaces of $X$-valued functions. The proof is more difficult and depends on dyadic techniques developed by Figiel [1988] and Hytönen, McIntosh, and Portal [2008a]. For $X = \mathbb{K}$ the logarithmic factor was subsequently removed in Auscher [2011].

Proposition 8.1.14 appears in Maas and Van Neerven [2009]. The observation in Proposition 8.1.18 is the idea behind the multiplier results in Girardi and Weis [2003a].

Counterexamples

The essence of Proposition 8.1.16 (the failure of the $R$-boundedness of translations) is folklore. It can be elaborated as follows:

Example 8.7.1. Consider the Besov space $X = B_{p,1}^s(\mathbb{R})$ and let $Y = L^p(\mathbb{R})$, with $p \in [1, \infty)$ and $s > 0$. Let $\mathcal{S} = \{S(u) \in \mathcal{L}(X,Y) : u \in \mathbb{R}\}$, where $S(u)f(v) = f(v + u)$ are the left-translation operators. Then

1. $\mathcal{S}$ is $R$-bounded if $s > |1/p - 1/2|$;
2. $\mathcal{S}$ is not $R$-bounded if $s < |1/p - 1/2|$;
3. $\mathcal{S}$ is $R$-bounded if $s = 1/2$ and $p = 1$;
4. $\mathcal{S}$ is semi-$R$-bounded (see Definition 8.7.3) if $1 \leq p < 2$ and $s = 1/p - 1/2$.

Assertions (1) and (2) are from Hytönen and Veraar [2009] and (3) and (4) from Veraar and Weis [2010]. It seems to be unknown whether $\mathcal{S}$ is $R$-bounded if $s = |1/p - 1/2|$ and $p \in (1, \infty)$. If $p \in [2, \infty)$, then $\{S(u) \in \mathcal{L}(X) : u \in \mathbb{R}\}$ is semi-$R$-bounded (this notion is introduced and discussed below); this follows from the remarks below Definition 8.7.3 and the fact that $X$ has type 2.

In Hoffmann, Kalton, and Kucherenko [2004] various negative results for $R$-boundedness of operators on $L^1$-spaces and $C(K)$-spaces have been obtained. In particular, they obtained the following negative result:

Theorem 8.7.2. Let $X$ be a separable Banach space supporting an $R$-bounded $C_0$-semigroup $(S(t))_{t \geq 0}$ consisting of weakly compact operators.

1. If $X = L^1(\mu)$, then $X$ is isomorphic to $\ell^1$ (i.e., $\mu$ is purely atomic).
2. If $X = C(K)$, then $X$ is isomorphic to $c_0$.

Since differential operators on a bounded domain $D$ often have compact resolvents, the semigroups generated by such operators on $L^1(D)$ and $C(\overline{D})$ are generally not $R$-bounded. A characterisation of $R$-boundedness in $L^1(\mu)$ was obtained in Kalton and Kucherenko [2008]; with the results of this paper one also obtains negative results for certain differential operators on unbounded domains.
Semi-$R$-boundedness

The following weaker version of $R$-boundedness has been introduced and studied in Hoffmann, Kalton, and Kucherenko [2004].

**Definition 8.7.3.** A collection $\mathcal{T} \subseteq \mathcal{L}(X,Y)$ is said to be semi-$R$-bounded if there exists a constant $C \geq 0$ such that for all finite sequences $(T_n)_{n=1}^N$ in $\mathcal{T}$, scalars $(a_n)_{n=1}^N$, and $x \in X$,

$$
\left( E \left\| \sum_{n=1}^N \varepsilon_n T_n a_n x \right\|^2 \right)^{1/2} \leq C \left( \sum_{n=1}^N |a_n|^2 \right)^{1/2} \|x\|.
$$

The least admissible constant $C$ in the above inequality is called the semi-$R$-bound, and is denoted by $R_\text{semi}(\mathcal{T})$.

It is shown in Hoffmann, Kalton, and Kucherenko [2004] that a Banach space $X$ has type 2 if and only if every uniformly bounded subset of $\mathcal{L}(X)$ is semi-$R$-bounded, and that in a separable Banach space, every semi-$R$-bounded subset of $\mathcal{L}(X)$ is $R$-bounded if and only if either $X$ is isomorphic to $\ell^2$ or every bounded operator from $X$ to $\ell^2$ is absolutely summing. Examples of spaces with the latter property include the $L^1$-spaces. Parts of this result have been extended to operator families in $\mathcal{L}(X,Y)$ in Blasco, Fourie, and Schoeman [2007] and Veraar and Weis [2010]. The latter paper also contains the following simple observation:

**Proposition 8.7.4.** Let $X$ be a Banach space and fix a constant $C \geq 0$. For any family of operators $\mathcal{T} \subseteq \mathcal{L}(X)$ the following assertions are equivalent:

1. $\mathcal{T}$ is semi-$R$-bounded with constant $R_\text{semi}(\mathcal{T}) \leq C$;
2. $\mathcal{T} x = \{ T x : T \in \mathcal{T} \}$, considered as a subset of $\mathcal{L}(\mathbb{K};Y)$, is $R$-bounded for all $x \in X$ with constant $R(\mathcal{T}_x) \leq C \|x\|$.

Using this characterisation, many results on $R$-boundedness can be extended to semi-$R$-boundedness.

Different versions of $R$-boundedness have been studied in Kalton and Weis [2001] in connections with the $H^\infty$-calculus for sectorial operators.

**Section 8.2**

The results of Section 8.2.a, on the deduction of $R$-boundedness from pointwise domination, are mostly folklore. Some of these statements in the explicit language of $R$-boundedness appear in Weis [2001a]. Maximal estimates to prove $R$-boundedness of the semigroups with Gaussian bounds were already used in Denk, Hieber, and Prüss [2003].

The notion of $\ell^\infty$-boundedness (sometimes called $R_\infty$-boundedness) is standard in harmonic analysis. It is important here that, when choosing operators from $\mathcal{T}$, repetitions are allowed. Indeed, Kunstmann, P. C. and Ullmann
[2014] show that a single (!) operator on a Hilbert space may not be \( \ell^s \)-bounded if \( s \neq 2 \). Weis [2001a] used \( \ell^s \)-boundedness for different values of \( s \) to derive \( R \)-boundedness results for a large class of semigroups on \( L^p \)-spaces by an interpolation argument. These results will be explained in detail in Section 10.7.d. In Blunck and Kunstmann [2002] and Kunstmann and Weis [2004], \( \ell^s \)-boundedness and \( R \)-boundedness results are derived from off-diagonal estimates. The notion of \( \ell^s \)-boundedness was further studied by Kunstmann, P. C. and Ullmann [2014] in connection with functional calculus. In Amenta, Lorist, and Veraar [2017b] the more restrictive notion of \( \ell^s ((\ell^r)) \)-boundedness was introduced in order to study Fourier multiplier theorems with operator-valued symbols on Banach lattices.

Theorem 8.2.6, which deduces \( \ell^s \)-boundedness from uniform weighted estimates, is due to Rubio de Francia [1984]. A thorough modern treatment of this and related topics is provided by Cruz-Uribe, Martell, and Pérez [2011]. Typical examples of classes of operators satisfying such weighted estimates are Calderón–Zygmund operators and in particular Fourier multiplier operators (see García-Cuerva and Rubio de Francia [1985, Theorems IV.3.1 and IV.3.9]). Fröhlich [2007] applied weighted estimates to obtain \( R \)-analyticity for the Stokes semigroup. Similar applications to semigroups and evolution families generated by elliptic equations can be found in Haller-Dintelmann, Heck, and Hieber [2003, 2006] and Gallarati and Veraar [2017a,b], respectively.

The weighted characterisations of \( \ell^s \)-boundedness of Propositions 8.2.8 and 8.2.10 are due to Rubio de Francia [1982] (see also García-Cuerva and Rubio de Francia [1985]). We follow the presentation of Grafakos [2009, Section 9.5.3] with minor changes. Lemma 8.2.9 is due to Fan [1953] and an elementary proof can be found in the appendices of both García-Cuerva and Rubio de Francia [1985] and Grafakos [2008]. Proposition 8.2.8 was applied in Gallarati, Lorist, and Veraar [2016] to derive \( R \)-boundedness results for certain integral operators of non-convolution type.

Another general tool for checking \( R \)-boundedness in \( L^p(\mathbb{R}^d) \) has been introduced quite recently:

**Theorem 8.7.5 (Bateman and Thiele [2013]).** Let \( \mathcal{T} \) be a family of sublinear operators uniformly bounded on \( L^2(\mathbb{R}^d) \) and let \( 1 < p_0 < p_1 < \infty \). Suppose that the following holds for both \( i = 0, 1 \): There is a constant \( C_i \) such that for all \( H, G \subseteq \mathbb{R}^d \) of finite positive measure, there are major subsets \( H' \subseteq H \) and \( G' \subseteq G \), namely

\[
|H'| \geq \frac{1}{2}|H|, \quad |G'| \geq \frac{1}{2}|G|,
\]

such that, for every \( T \in \mathcal{T} \) and \( f \in L^2(\mathbb{R}^d) \), we have

\[
\left( \int_{G'} |T(1_{H'}, f)|^2 \, dx \right)^{1/2} \leq C_i \left( \frac{|G|}{|H|} \right)^{1/2 - 1/p_1} \| f \|_{L^2(\mathbb{R}^d)}.
\]

Then \( \mathcal{T} \subseteq \mathcal{L}(L^p(\mathbb{R}^d)) \) is \( \ell^2 \)-bounded for every \( p \in (p_0, p_1) \).
The original application of this tool by Bateman and Thiele [2013] was the proof of the $L^p(\mathbb{R}^2)$-boundedness, for $p \in (\frac{3}{2}, \infty)$, of the Hilbert transform along a one-variable vector field $v : \mathbb{R} \to \mathbb{R}^2 \setminus \{0\}$, namely

$$H_v f(x) := \text{p.v.} \int_{\mathbb{R}} f(x - tv(x_1)) \frac{dt}{t} , \quad x = (x_1, x_2) \in \mathbb{R}^2.$$ 

The core of their argument is to show the $\ell^2$-boundedness of a family of frequency-truncated versions of $H_v$ with the help of Theorem 8.7.5. Further applications of Theorem 8.7.5, to reprove several classical inequalities of harmonic analysis, have been explored by Demeter and Silva [2015].

**Section 8.3**

Proposition 8.3.1 on the $R$-boundedness of the interval multipliers $\Delta_I$ is a birthplace of $R$-boundedness and was already discussed at the beginning of these Notes. The Marcinkiewicz multiplier theorem 8.3.9 is a classical result of Marcinkiewicz [1939] in the scalar-valued case, and was extended to scalar-valued multipliers $m$ in UMD spaces by Bourgain [1986]. The concise argument of Bourgain [1986] was substantially elaborated by Zimmermann [1989], who proved the multivariate extension as in Theorem 8.3.19 for scalar-valued $m$. One can clearly identify early versions of Theorem 8.3.4 (which is implicit in Bourgain [1986]) and Proposition 8.3.15 (again for scalar-valued $m$) in the paper of Zimmermann [1989]. The first operator-valued multiplier theorem was the Mihlin-type result here stated as Corollary 8.3.11 and first proved by Weis [2001b]. The operator-valued versions of the Marcinkiewicz-type theorems 8.3.9 and 8.3.19 were shortly after obtained by Štrkalj and Weis [2007]. (The publication year of this paper, “received by the editors October 1, 1999”, is exceptionally misleading.) Independently, these results were also obtained by Haller, Heck, and Noll [2002]. The statement of the multiplier theorem of Mihlin [1956], in Corollary 8.3.11, as a corollary to that of Marcinkiewicz [1939] agrees with the historical order of developments in the scalar-valued case, although originally this ‘corollary’ was not quite as immediate, as the theorem of Marcinkiewicz [1939] was formulated in the periodic case. The same applies to the multivariate Corollary 8.3.22, whose scalar-valued version is due to Lizorkin [1963]. In Kunstmann and Weis [2004] a direct approach to the operator-valued Mihlin theorems is given which is also based on Stechkin-type multiplier theorems as in Theorem 8.3.4 and Proposition 8.3.15. However, here only multipliers satisfying integral conditions as in Lemmas 8.3.8 and 8.3.16 in place of the more general variational norm are considered. Denk, Hieber, and Prüss [2003] contains a further variations of the $R$-boundedness approach to operator-valued multiplier theorems.

The failure of the multivariate Marcinkiewicz Theorem 8.3.19 in general UMD spaces was also discovered by Zimmermann [1989], who gave a counterexample in the Schatten classes $\mathcal{C}^p$ with $p \in (1, \infty) \setminus \{2\}$. The more precise
result of Proposition 8.3.25, that the additional requirement on $X$ is exactly Pisier’s contraction property, is due to Lancien [1998]. We should recall, however, that a version of the multivariate multiplier theorem is also valid for general UMD spaces, but this requires somewhat stronger assumptions on the multiplier $m$ than Theorem 8.3.19 or its Corollary 8.3.22, in exchange for the weaker assumptions on the space (see Theorem 5.5.10). This variant of the multivariate multiplier theorem has the same vector-valued history as Theorem 8.3.19.

That Pisier’s contraction property leads to the $R$-boundedness of collections of multiplier operators, as in Theorem 8.3.12 and Corollary 8.3.23, was first established by Venni [2003], and independently by Girardi and Weis [2003b] by a simpler and more general approach. The necessity of Pisier’s contraction property (Proposition 8.3.24) for these results was shown by Hytönen and Weis [2008].

1. It suffices to consider just the special multipliers $m_x(\xi) = (2\pi|\xi|)^{2s}$, whose associated operators are $T_{m_x} = (-\triangle)^s$, the imaginary powers of the Laplacian (see Proposition 10.5.4).

2. It is possible to build a single multiplier $m \in C^\infty(\mathbb{R} \setminus \{0\})$ with the bounds $|\xi|^k|\partial^k m(\xi)| \leq C_k$ for all $k \in \mathbb{N}$, such that for any $p \in (1, \infty)$, we have
   - $T_m \in \mathcal{L}(L^p(\mathbb{R}; X))$ if and only if $X$ is a UMD space, and
   - $\{T_{m(2^j \cdot)} : j \in \mathbb{Z}\}$ is an $R$-bounded subset of $\mathcal{L}(L^p(\mathbb{R}; X))$ if and only if $X$ is a UMD space with Pisier’s contraction property.

This is essentially based on implanting all the possible (countably many, after restricting to $\alpha_{kn} = \pm 1$) finite constructions from the proof of Proposition 8.3.24 into a single multiplier $m$; see Hytönen [2007c].

It might be interesting to note that the original proofs, by Hytönen and Weis [2008] and Lancien [1998], of both Propositions 8.3.24 and 8.3.25 on the necessity of Pisier’s contraction property for different multiplier theorem, used Pisier’s Theorem 6.5.1 on random versus trigonometric sums to deduce the estimates (8.10) and (8.11) from their trigonometric variants right above each of them. We have replaced the application of this non-trivial theorem by a simple randomisation argument.

### Beyond Mikhin’s theorem without Pisier’s contraction property

Fix a positive vector $\alpha \in (0, \infty)^d$. The associated anisotropic size $g_\alpha(x)$ of $x \in \mathbb{R}^d$, introduced by Fabes and Rivière [1966], is defined as the unique positive solution $g$ of

$$
\sum_{i=1}^{d} \frac{x_i^2}{g^{2\alpha_i}} = 1
$$

if $x \neq 0$, and $g_\alpha(0) := 0$. The following result is from Hytönen [2007a]:

**Theorem 8.7.6.** Let $X$ be a UMD space and $p \in (1, \infty)$. If $m \in C^d(\mathbb{R}^d \setminus \{0\}; \mathcal{L}(X))$ satisfies...
\[ \mathcal{A}(\{\varrho_\alpha(z)\alpha^\beta \varphi^\beta m(\xi) : \xi \in \mathbb{R}^d \setminus \{0\}, \beta \in \{0, 1\}^d\}) < \infty, \]

then \( m \) is a Fourier multiplier on \( L^p(\mathbb{R}^d; X) \).

Note that \( \varrho_\alpha(x) \alpha^\beta \geq |x|, \) so that \( \varrho_\alpha(\xi)^{\alpha^\beta} \geq |\xi|^\beta, \) so that the assumption on the multiplier \( m \) is stronger than the one in Corollary 8.3.22. For this reason, Theorem 8.7.6 seems not to have a scalar-valued predecessor, as such a result was never needed given the existence of the stronger Corollary 8.3.22. In the vector-valued case, the advantage of Theorem 8.7.6 over Corollary 8.3.22 is the fact that Theorem 8.7.6 does not require Pisier’s contraction property. If \( \alpha = (1, \ldots, 1), \) the anisotropic size reduces to \( \varrho_\alpha(x) = |x|, \) and Theorem 8.7.6 reduces to Theorem 5.5.10.

Another interesting set of multipliers outside the Mihlin class consists of \( m(\xi) = (|\xi|/|\xi|)^s \) with \( s > 0. \) The boundedness \( T_m \in L^p(\mathbb{R}^d; X) \) for all UMD spaces \( X \) and \( p \in (1, \infty) \) has been established by \( ad \ hoc \) arguments by Hytönen [2007c] and Hytönen, Li, and Naor [2016] (showing a \( d \)-independent bound), and finally by a systematic approach with a sharp bound as a special case of results for so-called \( \text{Lévy multipliers} \) by Yaroslavstev [2017], who extended the results of Bañuelos, Bielaszewski, and Bogdan [2011] to the vector-valued setting.

Section 8.4

The duality result in Proposition 8.4.1 is due to Kalton and Weis [2001]. The counterexample Example 8.4.2 on \( \ell^1 \) is folklore. It was shown in Kwapień, Veraar, and Weis [2016] that \( K \)-convexity of \( X \) is also necessary in Proposition 8.4.1(1) when quantifying over all \( R \)-bounded subsets of \( L^p(X, Y) \). The bi-duality result of Proposition 8.4.3 is due to Hoffmann, Kalton, and Kucherenko [2004] with a similar proof. An alternative proof using the principle of local reflexivity can be found in De Pagter and Ricker [2010]. Proposition 8.4.4 on the permanence of \( R \)-boundedness under interpolation can be found in Kaip and Saal [2012]. Lemma 8.4.5 is taken from Girardi and Weis [2003a]. Proposition 8.4.6 is a variation of a result in Kalton and Weis [2001], where the result is stated under a more restrictive unconditionality assumption.

Section 8.5

Theorem 8.5.2 and Propositions 8.5.10 and 8.5.11 are taken from Weis [2001b], which also contains slightly weaker formulations of Theorem 8.5.4 and Proposition 8.5.7. Proposition 8.5.8 is taken from Kunstmann and Weis [2004].

A proof of the Riemann mapping theorem, in its formulation used in the proof of Proposition 8.5.10, can be found in Carathéodory [1954, pp. 88–107].

The results of Section 8.5.c are from Hytönen and Veraar [2009] where further variations results can be found as well. Instead of the Fourier analytic approach, our proof of Theorem 8.5.21 uses the description of Sobolev
spaces of fractional order by difference norms. Theorem 8.5.12 was used by Kriegler [2014] and Kriegler and Weis [2017] to obtain $R$-boundedness for the Hörmander functional calculus for free.

Mapping properties of the vector-valued Sobolev spaces $W^{1,p}(D; X)$ and $W_0^{1,p}(D; X)$ have been studied in recent paper Arendt and Kreuter [2016]. Incidentally, it contains an independent (and different) proof to Theorem 2.5.7(2).

Section 8.6

Proposition 8.6.1 is taken from Arendt and Bu [2002] who, so they write, “are indebted to C. Le Merdy and G. Pisier for communicating them this result.” The quantitative estimates of that proposition are implicit in Arendt and Bu [2002], but in the Gaussian version given in Proposition 8.6.3 they may be new. The difficult implication of Theorem 8.6.4 is taken from Kwapień, Veraar, and Weis [2016]. Using a deep result of Talagrand [1992a] on the cotype of operators on $\ell_N^2$, these authors also proved the following characterisation:

**Theorem 8.7.7.** Let $X$ and $Y$ be Banach lattices with $Y$ non-zero. The following assertions are equivalent:

1. every $R$-bounded family $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ is $\ell^2$-bounded.
2. every $\gamma$-bounded family $\mathcal{F} \subseteq \mathcal{L}(X, Y)$ is $\ell^2$-bounded.
3. $X$ has finite cotype.

In this case, $\ell^2(\mathcal{F}) \lesssim_X \mathcal{R}(\mathcal{F}) \simeq_X \gamma(\mathcal{F})$.

A similar (but simpler) result with the roles of $R$-boundedness and $\ell^2$-boundedness reversed, is proved there as well and in this case it characterises finite cotype of $Y$.

Further results

There are many further important applications of $R$-boundedness to the $H^{\infty}$-functional calculus (see Chapter 10) and several related topics which will be discussed in depth in Volume III. Let us mention here some applications which we will not pursue any further.

Representations of amenable groups

As a consequence of the classical unitarisation theorem of Day and Dixmier (see Pisier [2001]), every bounded strongly continuous representation $\pi : G \to \mathcal{L}(X)$ of an amenable, locally compact group $G$, has a bounded extension $\tilde{\pi} : C^*(G) \to \mathcal{L}(X)$ to the group $C^*$-algebra $C^*(G)$ of $G$ if $X$ is a Hilbert space. In Le Merdy [2010] this result has been extended to general Banach spaces as follows: If $\pi : G \to \mathcal{L}(X)$ is a bounded strongly continuous representation, then $\pi$ has a unique extension to a homomorphism $\tilde{\pi} : C^*(G) \to \mathcal{L}(X)$.
with $\gamma$-bounded range if and only if $\pi$ has $\gamma$-bounded range. For Banach spaces $X$ with Pisier’s contraction property, it is furthermore shown that $\pi : G \to \mathcal{L}(X)$ extends to a bounded homomorphism $\bar{\pi} : C^*(G) \to \mathcal{L}(X)$ if and only if the range of $\pi$ is $R$-bounded, and in that case the range is even matricially $R$-bounded. For $G = \mathbb{Z}$ one has $C^*(G) = C(\mathbb{T})$ and the following result is obtained as a special case: If $X$ has Pisier’s contraction property and $T \in \mathcal{L}(X)$ is invertible, then there exists a constant $C > 0$ such that

$$\left\| \sum_{n \in \mathbb{Z}} T^n \right\| \leq C \sup_{z \in T} |c_n z^n|$$

for all finitely non-zero complex sequences $(c_n)_{n \in \mathbb{Z}}$ if and only if the family $\{T^n : n \in \mathbb{Z}\}$ is $R$-bounded. Earlier $R$-boundedness results for the range of a bounded representation $\pi : C(K) \to \mathcal{L}(X)$ appeared in De Pagter and Ricker [2007]. Related results can be found in Kriegler and Le Merdy [2010].

**Representation of $R$-bounded sets on Hilbert spaces**

In this volume we have encountered many instances of results that are classical in Hilbert spaces and extend to the Banach space setting if one adds appropriate $R$-boundedness assumptions. Contemplating this body of results one cannot escape the impression that $R$-bounded sets of operators behave very much like uniformly bounded sets of Hilbert space operators. From a factorisation theorem due to Maurey [1974a] it follows that for $\ell^s$-bounded sets of operators on $L^p$ (see the Notes of Section 8.2) there exists a factorisation through $L^s$ (see also García-Cuerva and Rubio de Francia [1985]). In Le Merdy and Simard [2002] a different proof of the factorisation theorem was given in the special case $s = 2$ using the theory of completely bounded maps.

The following factorisation through Hilbert spaces of $R$-bounded sets on general Banach spaces is given in Kalton and Weis [preprint].

**Theorem 8.7.8.** Let $X$ be a Banach space and let $\mathcal{T} \subseteq \mathcal{L}(X)$ be a closed, absolutely convex, $R$-bounded set of operators. Let $B_1$ be the Banach space obtained by norming $\bigcup_{n \geq 1} n \mathcal{T}$ with the Minkowski functional of $\mathcal{T}$. Then there exists a Hilbert space $\mathcal{H}$, a closed sub-algebra $B_2$ of $\mathcal{L}(\mathcal{H})$, and continuous linear multiplicative maps $\rho : B_1 \to B_2$ and $\pi : B_2 \to \mathcal{L}(X)$ such that

$$\pi \circ \rho(T) = T$$

for all $T \in \mathcal{T}$.

Although this theorem is not strong enough to deduce many properties of $\mathcal{T}$ from the properties of the set of Hilbert space operators $\rho(\mathcal{T})$ in $\mathcal{L}(\mathcal{H})$, it does give some heuristic explanation of the observed phenomena and explains the many uses of $R$-boundedness in Analysis.
A deep concept in mathematics is usually not an idea in its pure form, but rather takes various shapes depending on the uses it is put to. The same is true of square functions. These appear in a variety of forms, and while in spirit they are all the same, in actual practice they can be quite different. Thus the metamorphosis of square functions is all important.

—Elias M. Stein

Many of the results earlier in this book so far illustrate, among the class of all Banach spaces, the distinguished role of Hilbert spaces. Perhaps luckily for those who choose to find their living in more barren spaces, it is often possible to identify useful Hilbertian components for objects in other Banach spaces of interest.

Square functions provide a well-known representation of classical function space norms in terms of expressions involving a quadratic component. Examples to keep in mind include norm equivalences such as the Littlewood–Paley inequality for functions $f \in L^p(\mathbb{R})$, $p \in (1, \infty)$,

$$
\|f\|_{L^p(\mathbb{R})} \approx \left\| \left( \int_0^\infty \left| \frac{\partial}{\partial t} u(t, \cdot) \right|^2 \frac{dt}{t} \right)^{1/2} \right\|_{L^p(\mathbb{R})},
$$

where $u$ is the harmonic extension of $f$ into the upper half-plane, or the Burkholder–Davis–Gundy inequality for martingales $(f_n)_{n \geq 1}$ in $L^p(\Omega)$, $p \in (1, \infty)$,

$$
\|f_N\|_{L^p(\Omega)} \approx \left\| \left( \sum_{n=1}^N |df_n|^2 \right)^{1/2} \right\|_{L^p(\Omega)},
$$

where $df_n := f_n - f_{n-1}$ (with $f_0 := 0$) is their difference sequence.

In the present chapter we will present another metamorphosis of square functions which makes it possible to extend them to general Banach spaces. The basic difficulty is that in an abstract Banach space $X$ there is no way to make ‘pointwise evaluations’ of elements to form the $L^2$-integrals ‘inside the
norm of $X'$. We overcome this problem by identifying the norm on the right-hand side of (9.1) with the norm of an associated $\gamma$-radonifying operator, an idea which carries over to the Banach space setting (as explained in more detail in Section 9.1). In spite of their operator-theoretic definition, these generalised square function norms still behave much like function space norms. Among other things we will prove versions of the dominated convergence theorem, Fatou’s lemma, and Fubini’s theorem, as well as a multiplier theorem involving operator-valued multipliers whose range is $\gamma$-bounded. The ‘Hilbert space component’ in (9.1), namely the possibility to estimate the norm in (9.1) by applying transformations bounded on $L^2(\mathbb{R}_+)$ to the term $t^\frac{d}{2}u(t, x)$ as a function of $t$ for fixed values of $x \in \mathbb{R}$, reincarnates in the so-called ‘ideal property’ of generalised square functions. We also prove various embedding theorems between square function spaces and the classical Sobolev and Hölder spaces.

Throughout this chapter we fix a Hilbert space $H$ with inner product $(\cdot|\cdot)$ and a Banach space $X$ with duality pairing $\langle \cdot, \cdot \rangle$, both over the scalar field $\mathbb{K}$ which may be either $\mathbb{R}$ or $\mathbb{C}$. Unless stated otherwise, $(\gamma_n)_{n \geq 1}$ will always denote a Gaussian sequence defined on some underlying probability space $(\Omega, \mathcal{F})$. We remind the reader of the convention that when $\mathbb{K} = \mathbb{R}$, $(\gamma_n)_{n \geq 1}$ is a sequence of independent real-valued standard normal variables and when $\mathbb{K} = \mathbb{C}$, $(\gamma_n)_{n \geq 1}$ is a sequence of independent complex-valued standard normal variables.

9.1 Radonifying operators

Radonifying operators provide the abstract setting to study square functions from an abstract functional analytic point of view. Before turning to the mathematical details, to guide our intuition it will be helpful to explain the heuristics of this approach.

9.1.a Heuristics

We have already seen in the preceding chapters that random sums are often an effective substitute for discrete square functions. Indeed, for any sequence $(x_n)_{n=1}^N$ in $L^p(S)$, $p \in [1, \infty)$, by Proposition 6.3.3 we have

$$\left\| \left( \sum_{n=1}^N |x_n|^2 \right)^{1/2} \right\|_{L^p(S)} \approx \mathbb{E} \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(S)}. \tag{9.2}$$

For the $L^2$-normalised step functions $f : [0, 1] \to L^p(S)$ of the form

$$f = \sum_{n=1}^N \frac{1_{(t_{n-1}, t_n)}}{\sqrt{t_n - t_{n-1}}} \otimes x_n,$$
the equivalence of norms (9.2) takes the form
\[
\left\| \left( \int_0^1 |f(t, \cdot)|^2 \, dt \right)^{1/2} \right\|_{L^p(S)} = \left\| \left( \sum_{n=1}^N |x_n|^2 \right)^{1/2} \right\|_{L^p(S)} \approx E\left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(S)},
\]
where \((\gamma_n)_{n=1}^N\) is a Gaussian sequence defined on some probability space. This suggests to define, for step functions \(f\) of the above form with values in a Banach space \(X\), the ‘square function norm’ of \(f\) by
\[
\|f\|_{\gamma(0,1;X)} = \left\| \sum_{n=1}^N \frac{1}{\sqrt{t_n - t_{n-1}}} \otimes x_n \right\|_{\gamma(0,1;X)} := E\left\| \sum_{n=1}^N \gamma_n x_n \right\|.
\]
This norm ‘replaces’ the orthonormal functions \(h_n = 1_{(t_{n-1}, t_n)} / \sqrt{t_n - t_{n-1}}\) by the Gaussian sequence \(\gamma_n\).

At this point, the reader may wonder why, in (9.2) and (9.3), we choose to use Gaussians rather than Rademachers. After all, since \(L^p(S)\) has finite cotype for \(p \in [1, \infty)\), the resulting norm would have been equivalent. The reason is that only in this way we ensure that the norm of a simple \(f\) in \(\gamma(0,1;X)\) is independent of the chosen representation as a sum of indicators. This depends on the fundamental invariance of the distribution of a Gaussian vector \((\gamma_1, \ldots, \gamma_N)\) in \(\mathbb{K}^N\) under orthogonal or unitary transformations for \(\mathbb{K} = \mathbb{R}\) respectively \(\mathbb{K} = \mathbb{C}\). This property distinguishes Gaussian vectors among other possible choices of random variables when we are working with orthonormal sequences in Hilbert spaces (such as the \(h_n \in L^2(0,1)\) in the present discussion).

These considerations suggest, for an arbitrary measure space \((S, \mathcal{A}, \mu)\), to introduce the Banach space \(\gamma(S;X)\) as the completion of the \(\mu\)-simple functions \(f : S \rightarrow X\) with respect to the norm
\[
\left\| \sum_{n=1}^N \frac{1}{\sqrt{\mu(A_n)}} \otimes x_n \right\|_{\gamma(S;X)} := E\left\| \sum_{n=1}^N \gamma_n x_n \right\|,
\]
where the sets \(A_n \in \mathcal{A}\) are taken disjoint and of finite positive measure. More generally we may define this space as the completion of \(L^2(S) \otimes X\) with respect to the norm
\[
\left\| \sum_{n=1}^N h_n \otimes x_n \right\|_{\gamma(S;X)}^2 := E\left\| \sum_{n=1}^N \gamma_n x_n \right\|^2,
\]
where the \(h_n\) are taken orthonormal in \(L^2(S)\). Here, as we did before, we interpret \(h \otimes x \in L^2(S) \otimes X\) as the function \(s \mapsto h(s)x\). We will see below that this norm is indeed the right one to extend the equivalences (9.1)–(9.2) to a large class of Banach spaces.

The key observation now is that the expression on the right of (9.4) makes perfect sense for arbitrary Hilbert spaces \(H\) and Banach spaces \(X\), provided
we interpret $\sum_{n=1}^{N} h_n \otimes x_n$ as the finite rank operator from the dual space $H^*$ into $X$ defined by

$$h^* \mapsto \sum_{n=1}^{N} \langle h_n, h^* \rangle x_n.$$ 

In the case of real scalars there is no need to distinguish $H$ and its (Banach) dual $H^*$ and we may use the inner product of $H$ instead. This observation will be the point of departure in this chapter. The space $\gamma(H,X)$ can now be defined as the completion of the space $H \otimes X$ of finite rank operators from $H$ to $X$ with respect to the norm provided by (9.4).

9.1.b The operator spaces $\gamma_\infty(H,X)$ and $\gamma(H,X)$

To start with, we take up the duality issue raised in the last paragraph of the preceding section. When dealing with complex Hilbert spaces and complex Banach spaces simultaneously we have to carefully distinguish between Hilbert space adjoints and Banach space adjoints. The identification of the dual $H^*$ of a Hilbert space $H$ with the space $H$ itself is conjugate-linear rather than linear, and in the context of this chapter the careless identification of $H$ and $H^*$ would lead to the simultaneous consideration of both linear and conjugate-linear operators. The easiest and most elegant way out is to stay, at all times, within the category of Banach spaces. Accordingly, we shall never identify a Hilbert space with its dual, but rather treat Hilbert spaces just as any other Banach space.

The dual $H^*$ of a Hilbert space $H$ has the structure of a Hilbert space in a natural way. Indeed, by the Riesz representation theorem, every $h^* \in H^*$ has the form $\psi_h$ for a unique $h \in H$, where

$$\langle h', \psi_h \rangle := (h'|h), \quad h' \in H.$$ 

Here $\langle \cdot, \cdot \rangle$ denotes the inner product of $H$; it is bilinear in the case of real Hilbert spaces and linear in the first variable and conjugate-linear in the second variable in the case of complex Hilbert spaces. Now the formula

$$(\psi_{h_1}|\psi_{h_2}) := (h_2|h_1)$$  \hspace{1cm} (9.5)$$

defines an inner product on $H^*$. In the case of real Hilbert spaces this is clear, and in the case of complex Hilbert spaces we note that $c\psi_h = \overline{\psi_{ch}}$ implies

$$(c\psi_{h_1}|\psi_{h_2}) = (\psi_{\overline{c}h_1}|\psi_{h_2}) = (h_2|\overline{c}h_1) = c(h_2|h_1) = c(\psi_{h_1}|\psi_{h_2})$$

and

$$(\psi_{h_1}|c\psi_{h_2}) = (\overline{c}\psi_{h_1}|\psi_{h_2}) = (\overline{c}h_2|h_1) = \overline{c}(h_2|h_1) = c(\psi_{h_1}|\psi_{h_2}).$$

Two vectors $\psi_{h_1}, \psi_{h_2}$ are orthonormal in $H^*$ if and only if $h_1, h_2$ are orthonormal in $H$. Moreover, for all $h$ in the span of orthonormal vectors $h_1, \ldots, h_N$ in $H$ we have the Parseval identity
\[ \| h \|_2^2 = \sum_{n=1}^{N} |\langle h, \psi_n \rangle|^2. \]

The space \( \gamma_\infty(H, X) \)

We begin with a discussion of a somewhat larger space of all \( \gamma \)-summing operators, which appears naturally in results such as the \( \gamma \)-Fatou lemma (Proposition 9.4.6) and the \( \gamma \)-multiplier theorem (Theorem 9.5.1). The space of \( \gamma \)-radonifying operators will be defined as the closure of the finite rank operators in the space of \( \gamma \)-summing operators.

**Definition 9.1.1.** A linear operator \( T : H \to X \) is called \( \gamma \)-summing if

\[ \sup \mathbb{E} \left\| \sum_{j=1}^{k} \gamma_j T h_j \right\|_2^2 < \infty, \]

where the supremum is taken over all finite orthonormal systems \( \{h_1, \ldots, h_k\} \) in \( H \).

With respect to the norm \( \| \cdot \|_{\gamma_\infty(H, X)} \) defined by

\[ \| T \|_{\gamma_\infty(H, X)}^2 := \sup \mathbb{E} \left\| \sum_{j=1}^{k} \gamma_j T h_j \right\|_2^2, \]

the space \( \gamma_\infty(H, X) \) of all \( \gamma \)-summing operators from \( H \) to \( X \) is a normed linear space. By the Kahane-Khintchine inequality, Theorem 6.2.6, we arrive at an equivalent norm if we replace the exponent 2 by any exponent \( p \in [1, \infty) \). We shall denote by \( \gamma_\infty^p(H, X) \) the space \( \gamma_\infty(H, X) \) endowed with this equivalent norm. From now on we consider the exponent \( p \in [1, \infty) \) to be fixed.

By considering one-element orthonormal systems \( \{h\} \) we see that every \( \gamma \)-summing operator is bounded and satisfies

\[ \|\gamma\|_p \|T\| \leq \|T\|_{\gamma_\infty(H, X)}. \] (9.6)

In particular, this implies the simple but very useful result that for every \( x^* \in X^* \) we have

\[ \| T^* x^* \| \leq \|T\| \|x^*\| \leq \|\gamma\|_p^{-1} \|T\|_{\gamma_\infty(H, X)} \|x^*\|. \] (9.7)

**Proposition 9.1.2.** The space \( \gamma_\infty(H, X) \) is a Banach space.

**Proof.** Let \((T_n)_{n \geq 1}\) be Cauchy in \( \gamma_\infty(H, X) \). By (9.6), \((T_n)_{n \geq 1}\) is a Cauchy sequence in \( \mathcal{L}(H, X) \), and therefore it tends to an operator \( T \) in \( \mathcal{L}(H, X) \).

Given \( \varepsilon > 0 \), we choose \( N \geq 1 \) such that \( \|T_n - T_m\|_{\gamma_\infty(H, X)} < \varepsilon \) for all \( m, n \geq N \). Let \( \{h_1, \ldots, h_k\} \) be an orthonormal system in \( H \). By Fatou’s lemma, for all \( n \geq N \),
Therefore, $T_n - T \in \gamma_\infty(H, X)$ and $\|T_n - T\|_{\gamma_\infty(H, X)} \leq \varepsilon$ for all $n \geq N$. This proves that $T \in \gamma_\infty(H, X)$ and that $\lim_{n \to \infty} T_n = T$ in the norm of $\gamma_\infty(H, X)$.

**Finite rank operators**

For $h^* \in H^*$ and $x \in X$ we denote by $h^* \otimes x$ the rank one operator in $\mathcal{L}(H, X)$ defined by

$$(h^* \otimes x)h := \langle h, h^* \rangle x, \quad h \in H.$$  

Under this identification, $H^* \otimes X$ coincides with the space of all finite rank operators in $\mathcal{L}(H, X)$. Every such operator can be represented in the form

$$T = \sum_{n=1}^{N} h_n^* \otimes x_n$$  

(9.8)

with $(h_n^*)_{n=1}^{N}$ orthonormal in $H^*$ and $(x_n)_{n=1}^{N}$ a sequence in $X$. Its adjoint $T^* \in \mathcal{L}(X^*, H^*)$ is given by

$$T^*x^* = \sum_{n=1}^{N} \langle x_n, x^* \rangle h_n^*.$$  

In particular, the range of $T^*$ is contained in the span of $(h_n^*)_{n=1}^{N}$. Conversely, if the range of the adjoint of a bounded operator $T \in \mathcal{L}(H, X)$ is contained in the span of a finite sequence $(h_n^*)_{n=1}^{N}$, then $T$ vanishes on the pre-annihilator $\mathcal{H} = \{ h \in H : \langle h, h_n^* \rangle = 0, \ n = 1, \ldots, N \}$ which has finite codimension in $H$, and therefore $T \in H^* \otimes X$.

It is a simple observation that every finite rank operator from $H$ to $X$ belongs to $\gamma_\infty(H, X)$, and its norm can be determined as follows.

**Proposition 9.1.3 (Exchanging orthonormal sequences with Gaussians).** If $T = \sum_{n=1}^{N} h_n^* \otimes x_n$ is a finite rank operator with $h_1^*, \ldots, h_N^*$ orthonormal in $H^*$ and $x_1, \ldots, x_N \in X$, then $T \in \gamma_\infty(H, X)$ and for all $1 \leq p < \infty$ we have

$$\left\| \sum_{n=1}^{N} h_n^* \otimes x_n \right\|_{\gamma_\infty(H, X)} = \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega; X)}.$$  

(9.9)

**Proof.** Let $u_1, \ldots, u_M \in H$ be an orthonormal system. Let $A$ be the $M \times N$ matrix given by $a_{mn} = \langle u_m, h_n^* \rangle$. It is easily checked that $\|A\| \leq 1$ and therefore, by Proposition 6.1.23,
\[
\left\| \sum_{m=1}^{M} \gamma_m Tu_m \right\|_{L^p(\Omega;X)} = \left\| \sum_{m=1}^{M} \gamma_m \sum_{n=1}^{N} a_{mn} x_n \right\|_{L^p(\Omega;X)} \leq \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega;X)}.
\]

This shows that \( T \in \gamma_\infty(H, X) \) and that the estimate \( \leq \) in (9.9) holds.

To prove the reverse inequality \( \geq \) in (9.9), let \( h = \{h_1, \ldots, h_N\} \) be the orthonormal system in \( H \) determined by the condition \( h_n^* = \psi h_n \) as in (9.5). Then

\[
\|T\|_{\gamma_\infty^p(H, X)} \geq \left\| \sum_{n=1}^{N} \gamma_n Th_n \right\|_{L^p(\Omega;X)} = \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega;X)}.
\]

Note that for \( p = 2 \) we recover the identity (9.4).

The estimate \( \leq \) of Proposition 9.1.3 can be alternatively deduced from covariance domination. Indeed, let \( u_1, \ldots, u_M \in H \) be an orthonormal system. Then, for all \( x^* \in X^* \),

\[
\sum_{m=1}^{M} |\langle Tu_m, x^* \rangle|^2 = \sum_{m=1}^{M} \left| \sum_{n=1}^{N} \langle u_m, h_n^* \rangle \langle x_n, x^* \rangle \right|^2
\]

\[
= \sum_{m=1}^{M} \left| \sum_{n=1}^{N} \langle x_n, x^* \rangle h_n^* \right|^2
\]

\[
\leq \left\| \sum_{n=1}^{N} \langle x_n, x^* \rangle h_n^* \right\|_{H^*}^2 = \sum_{n=1}^{N} |\langle x_n, x^* \rangle|^2.
\]

Therefore, by Theorem 6.1.25,

\[
\mathbb{E} \left\| \sum_{m=1}^{M} \gamma_m Tu_m \right\|_p \leq \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_p.
\]

The space \( \gamma(H, X) \)

In Proposition 9.1.3 we have seen that every finite rank operator from \( H \) to \( X \) belongs to \( \gamma_\infty(H, X) \).

**Definition 9.1.4.** The space \( \gamma(H, X) \) is defined as the closure of the finite rank operators in \( \gamma_\infty(H, X) \). The operators in \( \gamma(H, X) \) are called \( \gamma \)-radonifying.

We shall denote by \( \gamma^p(H, X) \) the space \( \gamma(H, X) \) endowed with the equivalent norm inherited from \( \gamma_\infty^p(H, X) \). Thus, \( \gamma(H, X) = \gamma^2(H, X) \). In Theorem 9.1.20 we will show that if \( X \) does not contain a closed subspace isomorphic to \( c_0 \), then \( \gamma_\infty(H, X) = \gamma(H, X) \). In general, however, \( \gamma(H, X) \) is a proper closed subspace of \( \gamma_\infty(H, X) \).
It is immediate from the above definition that $H^* \otimes X$ is dense in $\gamma(H, X)$. By Proposition 9.1.3, for any finite rank operator in $H^* \otimes X$ of the form (9.8) we have

$$\left\| \sum_{n=1}^{N} h_n^* \otimes x_n \right\|_{\gamma^p(H, X)}^p = E \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_p^p.$$  \hspace{1cm} (9.10)

**Example 9.1.5.** The spaces $\gamma^p(\ell_2^N, X)$ and $\gamma^p(\ell_2^N, X)$ are naturally isometric to the spaces $\gamma^p_X(X)$ and $\gamma^p(X)$ which have been introduced in Section 6.3.

Non-trivial examples of $\gamma$-radonifying operators will be given at several places in this chapter. Among other things, it will be shown that if $e_H$ is another Hilbert space, then $(H \hookrightarrow e_H)$ coincides with the space of Hilbert-Schmidt operators from $H$ to $e_H$, and that if $X = L^p(\nu)$, then we have a canonical isomorphism

$$\gamma(H, L^p(\nu)) \simeq L^p(\nu; H^*).$$

**Proposition 9.1.6.** Every operator $T \in \gamma(H, X)$ is compact.

**Proof.** By the definition of $\gamma(H, X)$, there exist finite rank operators $T_n \in H^* \otimes X$ such that $\lim_{n \to \infty} T_n = T$ in $\gamma(H, X)$. Each operator $T_n$ is compact and by (9.6) we have $\lim_{n \to \infty} T_n = T$ in $\mathcal{L}(H, X)$. Therefore $T$, being the uniform limit of a sequence of compact operators, is compact. \qed

The next result shows that every $T \in \gamma(H, X)$ is ‘supported’ on a separable closed subspace of $H$. This fact will be used repeatedly to reduce considerations to separable Hilbert spaces.

**Proposition 9.1.7.** If $T \in \gamma(H, X)$, then $\left( N(T) \right)^\perp$ is separable.

**Proof.** Suppose that $T = \lim_{n \to \infty} T_n$ in $\gamma(H, X)$ where each $T_n$ has finite rank, say $T_n h = \sum_{j=1}^{k_n} \langle h, h_n^* \rangle x_{jn}$. Let $H_0$ denote the closure of the linear span of all vectors $h_{jn}$, $n \geq 1$, $1 \leq j \leq k_n$, where $h_n^* = \psi h_n$ according to the Riesz representation theorem (see (9.5)). Then $H_0$ is separable. If $h \perp H_0$, then $T_n h = 0$ for all $n \geq 1$ and consequently $Th = 0$. It follows that $H_0^\perp \subseteq N(T)$, and from this we obtain $(N(T))^\perp \subseteq (H_0^\perp)^\perp = H_0$. \qed

**Hilbert-Schmidt operators**

When $K$ is a Hilbert space, the space $\gamma(H, K)$ coincides with the space of all Hilbert–Schmidt operators from $H$ to $K$. For the convenience of the reader we recall the definition of these operators; for the details we refer to Appendix D.

**Definition 9.1.8.** A linear operator $T : H \to K$ is called a Hilbert-Schmidt operator if

$$\sup_{j=1}^{k} \| Th_j \|^2 < \infty,$$
where the supremum is taken over all finite orthonormal systems \( \{h_1, \ldots, h_k\} \) in \( H \).

With respect to the norm

\[
\|T\|_{\mathcal{C}^2(H,K)} := \sup \left( \sum_{j=1}^{k} \|TH_j\|^2 \right)^{1/2},
\]

the space \( \mathcal{C}^2(H,K) \) of all Hilbert–Schmidt operators from \( H \) to \( K \) is a Hilbert space. If \( T \in \mathcal{C}^2(H,K) \) and \( \{h_i\}_{i \in I} \) is a maximal orthonormal system in \( H \), then

\[
\sum_{i \in I} \|Th_i\|^2 = \|T\|^2_{\mathcal{C}^2(H,K)}.
\]

The bound ‘\( \leq \)’ is immediate from the definition of the sum as the supremum of its finite sub-sums. For the estimate ‘\( \geq \)’ one may first observe that the left side is actually independent of the chosen maximal orthonormal system, and then note that any finite orthonormal system can be completed to a maximal orthonormal system.

A direct consequence of the above observation is that there can be at most countably many \( i \in I \) for which \( Th_i \neq 0 \). It follows that \( T \) is supported on the separable closed subspace spanned by these \( h_i \). Let us label them as \( h_{i_1}, h_{i_2}, \ldots \) and denote by \( P_N \) the orthogonal projection onto the span of the first \( N \) vectors. Then \( TP_N \) has finite rank, and

\[
\|TP_N - T\|^2 = \sup_{\|h\| \leq 1} \|TP_Nh - Th\|^2
\]

\[
= \sup_{\|h\| \leq 1} \left\| \sum_{n=N+1}^{\infty} (h|h_{i_n})Th_{i_n} \right\|^2
\]

\[
\leq \sup_{\|h\| \leq 1} \sum_{n=N+1}^{\infty} |(h|h_{i_n})|^2 \sum_{n=N+1}^{\infty} \|Th_{i_n}\|^2 \leq \sum_{n=N+1}^{\infty} \|Th_{i_n}\|^2.
\]

As the right-hand side tends to 0, this shows that \( \lim_{N \to \infty} \|TP_N - T\| = 0 \). In particular, \( T \) is compact. This shows that the definition of a Hilbert-Schmidt operator given here coincides with the one given in Appendix D.

**Proposition 9.1.9 (Operators into Hilbert spaces).** Let \( H \) and \( K \) be Hilbert spaces. Then \( T \in \mathcal{C}(H,K) \) if and only if \( T \in \mathcal{C}^2(H,K) \), and in this case we have

\[
\|T\|_{\mathcal{C}(H,K)} = \|T\|_{\mathcal{C}^2(H,K)}.
\]

**Proof.** Let \( T \in \mathcal{L}(H,K) \), and let \( h_1, \ldots, h_N \) be any finite orthonormal system in \( H \). Then

\[
\mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n Th_n \right\|^2 = \mathbb{E} \sum_{m,n=1}^{N} \gamma_m \overline{\gamma_n} (Th_m|Th_n) = \sum_{n=1}^{N} \|Th_n\|^2.
\]
Taking the supremum over all finite orthonormal systems, the left-hand side becomes \( \|T\|_{\gamma_\infty(H,K)}^2 \) while the right-hand side gives \( \|T\|_{\mathcal{C}^2(H,K)}^2 \), and this shows that \( \gamma_\infty(H,K) = \mathcal{C}^2(H,K) \) with equal norms. Since finite-rank operators are dense in \( \mathcal{C}^2(H,K) \), they are dense in \( \gamma_\infty(H,K) \), and so these spaces coincide with \( \gamma(H,K) \).

\[ \square \]

### 9.1.c The ideal property

In this section we prove the so-called ideal property, which arguably is the single most important property of the spaces \( \gamma_\infty(H,X) \) and \( \gamma(H,X) \). It asserts that both spaces are closed under left and right multiplication by Banach space operators and Hilbert space operators, respectively. As we shall see, this property provides a very powerful tool to study the structure of operators in \( \gamma_\infty(H,X) \) and \( \gamma(H,X) \).

**Theorem 9.1.10 (Ideal property).** Let \( T \in \gamma_\infty(H,X) \). If \( G \) is another Hilbert space and \( Y \) another Banach space, then for all \( S \in \mathcal{L}(G,H) \) and \( U \in \mathcal{L}(X,Y) \) we have \( UTS \in \gamma_\infty(G,Y) \) and for all \( 1 \leq p < \infty \) we have

\[
\|UTS\|_{\gamma_\infty(G,Y)} \leq \|U\| \|T\|_{\gamma_\infty(H,X)} \|S\|.
\]

If moreover \( T \in \gamma(H,X) \), then \( UTS \in \gamma(G,Y) \).

**Proof.** Let \( (g_m^m)_{m=1}^M \) be an orthonormal system in \( G \) and let \( (h_n)^N_{n=1} \) in \( H \) be an orthonormal basis for the span of \( \{Sg_m^m : 1 \leq m \leq M\} \). Let \( A \) be the \( M \times N \) matrix with coefficients \( a_{mn} = (Sg_m^m|h_n) \). From \( Sg_m = \sum_{n=1}^N a_{mn} h_n \) one easily deduces that \( \|A\| \leq \|S\| \). It follows from Proposition 6.1.23 that

\[
\left\| \sum_{m=1}^M \gamma_m U T S g_m \right\|_{L^p(\Omega;Y)} = \left\| U \sum_{m=1}^M \gamma_m \sum_{n=1}^N a_{mn} T h_n \right\|_{L^p(\Omega;Y)} \leq \|U\| \|A\| \left\| \sum_{n=1}^N \gamma_n T h_n \right\|_{L^p(\Omega;Y)} \leq \|U\| \|S\| \|T\|_{\gamma_\infty(H,X)}.
\]

Hence \( UTS \in \gamma_\infty(G,Y) \) and the required estimate follows.

Next assume that \( T \in \gamma(H,X) \). Choose finite rank operators \( (T_n)_{n \geq 1} \) such that \( T_n \to T \) in \( \gamma(H,X) \). Then, by the estimate just proved,

\[
\|UT_n S - UTS\|_{\gamma_\infty(G,Y)} = \|U(T_n - T)S\|_{\gamma_\infty(G,Y)} \leq \|U\| \|T_n - T\|_{\gamma_\infty(H,X)} \|S\|,
\]

the right-hand side of which tends to zero as \( n \to \infty \). Since each \( UT_n S \) is a finite rank operator, the result follows. \[ \square \]
Example 9.1.11 (Restriction). If $T \in \gamma(H, X)$, then for every closed subspace $G \subseteq H$ we have $T|_G \in \gamma(G, X)$ and

$$
\|T|_G\|_{\gamma(G, X)} \leq \|T\|_{\gamma(H, X)}.
$$

This is immediate from the definitions, but it also follows from the right ideal property applied to the inclusion mapping from $G$ to $H$.

Example 9.1.12 (Null extension). Suppose that we have an orthogonal decomposition $H = H_0 \oplus H_1$. If $T \in \gamma(H_0, X)$, then $T \oplus 0 \in \gamma(H, X)$ and

$$
\|T \oplus 0\|_{\gamma(H, X)} = \|T\|_{\gamma(H_0, X)}.
$$

Indeed, letting $P : H \to H_0$ be the orthogonal projection, the first assertion along with the inequality $\|T \oplus 0\|_{\gamma(H, X)} \leq \|T\|_{\gamma(H_0, X)}$ follows from the right ideal property. The reverse inequality follows from the previous example.

These examples are also valid for $\gamma_\infty(H, X)$. In the next example we specialise the previous two examples to $H = L^2(S)$.

Example 9.1.13. Let $(S, \mathcal{A}, \mu)$ be a measure space and fix a set $A \in \mathcal{A}$. For a bounded operator $T : L^2(S) \to X$ we may define the ‘restriction of $T$ to $A$’ as the operator $R_A T \in \mathcal{L}(L^2(A), X)$ given by

$$
(R_A T)f := T(E_A f), \quad f \in L^2(A),
$$

where $E_A : L^2(A) \to L^2(S)$ is the extension operator. Then $T \in \gamma(S; X)$ implies $R_A T \in \gamma(A; X)$ and $\|R_A T\|_{\gamma(A; X)} \leq \|T\|_{\gamma(S; X)}$.

Similarly for a bounded operator $T : L^2(A) \to X$ we may define the ‘extension of $T$ from $A$ to $S$’ as the operator $E_A T \in \mathcal{L}(L^2(S), X)$ given by

$$
E_A T f := T(R_A f), \quad f \in L^2(S),
$$

where $R_A : L^2(S) \to L^2(A)$ is the restriction operator. Then $T \in \gamma(A; X)$ if and only if $E_A T \in \gamma(S; X)$, in which case we have $\|E_A T\|_{\gamma(S; X)} = \|T\|_{\gamma(A; X)}$.

9.1.d Convergence results

We have seen that $\gamma$-radonification of operators is preserved by left and right multiplication. Our next result considers the situation where we multiply with convergent sequences of operators.

Theorem 9.1.14. Let $G$ be another Hilbert space and let $Y$ be another Banach space. Let $T \in \gamma(H, X)$. Let $S, S_1, S_2, \ldots$ in $\mathcal{L}(G, H)$ and $U, U_1, U_2, \ldots$ in $\mathcal{L}(X, Y)$ be such that

1. $\lim_{n \to \infty} S_n h^* = S h^*$ for all $h^* \in \mathcal{R}(T^*)$,
2. $\lim_{n \to \infty} U_n x = U x$ for all $x \in \mathcal{R}(T)$.
Then \( \lim_{n \to \infty} U_n T S_n = U T S \) in \( \gamma(G,Y) \).

**Proof.** Let \( P \) be the orthogonal projection from \( H \) onto \( \overline{R(T^*)} = N(T)^\perp \). Let \( X_0 = \overline{R(T)} \). Replacing \( S_n \) and \( S \) by \( P S_n \) and \( P S \), and \( U_n \) and \( U \) by \( U_n|_{X_0} \) and \( U|_{X_0} \), we see that (i) and (ii) can be replaced by

(i)’ \( \lim_{n \to \infty} S_n^* h^* = S^* h^* \) for all \( h^* \in H^* \),
(ii)’ \( \lim_{n \to \infty} U_n x = U x \) for all \( x \in X \).

The uniform boundedness theorem implies that \( \sup_{n \geq 1} \|U_n\| \leq C < \infty \). Hence, by the triangle inequality and the ideal property,

\[
\|U_n T S_n - U T S\|_{\gamma(G,Y)} \leq \|U_n T S_n - U_n T S\|_{\gamma(G,Y)} + \|U_n T S - U T S\|_{\gamma(G,Y)} \\
\leq C \|T(S_n - S)\|_{\gamma(G,X)} + \|(U_n - U)T\|_{\gamma(H,Y)} \|S\|.
\]

Thus we may consider left and right multiplication separately. Moreover, by approximation it suffices to consider finite rank operators \( T \). So let \( T = \sum_{m=1}^{M} h_m^* \otimes x_m \). Then, by the triangle inequality, it remains to prove the result for rank one operators \( T = h^* \otimes x \).

To prove the right convergence observe that \( T(S - S_n) = (S^* - S_n^*) h^* \otimes x \).

Therefore, by Proposition 9.1.3,

\[
\|T \circ (S - S_n)\|_{\gamma(G,X)} = \|x\| \|S^* h^* - S_n^* h^*\|,
\]

which tends to zero as \( n \to \infty \).

Next we consider the left convergence. Again by Proposition 9.1.3 we find

\[
\|U_n T - U T\|_{\gamma(H,Y)} = \|U_n x - U x\| \|h^*\|,
\]

which again tends to zero as \( n \to \infty \). \( \square \)

**Example 9.1.15 (Approximation).** Suppose that \( H \) is a separable Hilbert space with orthonormal basis \( (h_n)_{n \geq 1} \). Let \( P_n \) denote the orthogonal projection onto the span of \( \{h_1, \ldots, h_n\} \). Then for all \( T \in \gamma(H,X) \) we have \( \lim_{n \to \infty} T P_n = T \) in \( \gamma(H,X) \).

**Example 9.1.16 (Strong measurability).** Let \( S \) be a measure space and \( H \) a separable Hilbert space. For a function \( \Phi : S \to \gamma(H,X) \) define \( \Phi h : S \to X \) by \( (\Phi h)(s) = \Phi(s) h \) for \( h \in H \). The following assertions are equivalent:

1. \( \Phi \) is strongly \( \mu \)-measurable;
2. \( \Phi h \) is strongly \( \mu \)-measurable for all \( h \in H \).

It suffices to prove that (2) implies (1). If \( (h_n)_{n \geq 1} \) is an orthonormal basis for \( H \), then with the notation of Example 9.1.15 for all \( s \in S \) we have

\[
\Phi(s) = \lim_{n \to \infty} \Phi(s) P_n = \lim_{n \to \infty} \sum_{j=1}^{n} (\langle h_j \rangle) \Phi(s) h_j,
\]

with convergence in the norm of \( \gamma(H,X) \). The result now follows from the strong \( \mu \)-measurability of the functions \( s \mapsto \Phi(s) h_j \) on the right-hand side.
Testing against an orthonormal basis

We proceed with a characterisation of $\gamma$-summing and $\gamma$-radonifying operators in terms of orthonormal bases. We formulate the result for separable infinite-dimensional spaces; for finite-dimensional spaces the same result holds with a slightly simpler proof.

Theorem 9.1.17 (Testing against an orthonormal basis). Let $H$ be separable and let $(h_n)_{n \geq 1}$ be any fixed orthonormal basis for $H$.

(1) An operator $T \in \mathcal{L}(H, X)$ belongs to $\gamma_\infty(H, X)$ if and only if for some (equivalently, for all) $1 \leq p < \infty$,

$$
\sup_{N \geq 1} E \left\| \sum_{n=1}^{N} \gamma_n T h_n \right\|^p < \infty.
$$

In this case,

$$
||T||_{\gamma_\infty(H, X)}^p = \sup_{N \geq 1} E \left\| \sum_{n=1}^{N} \gamma_n T h_n \right\|^p.
$$

(2) An operator $T \in \mathcal{L}(H, X)$ belongs to $\gamma(H, X)$ if and only if for some (equivalently, for all) $1 \leq p < \infty$,

$$
\sum_{n \geq 1} \gamma_n T h_n \text{ converges in } L^p(\Omega; X).
$$

In this case, the sum converges almost surely and

$$
||T||_{\gamma_p(H, X)} = E \left\| \sum_{n \geq 1} \gamma_n T h_n \right\|^p.
$$

Proof. (1): We only need to prove the ‘if’ part. Let $\{h'_1, \ldots, h'_k\}$ be an orthonormal system in $H$. Then we can write $h'_j = \sum_{n \geq 1} a_{jn} h_n$ with $a_{jn} = (h'_j| h_n)$. For each $N$ the $k \times N$ matrix $A_N$ with coefficients $(a_{jn})_{j,n=1}^{k,N}$ satisfies $\|A_N\| \leq 1$. It follows from Fatou’s lemma and Proposition 6.1.23 that

$$
E \left\| \sum_{j=1}^{k} \gamma_j T h'_j \right\|^p \leq \liminf_{N \to \infty} E \left\| \sum_{j=1}^{k} \sum_{n=1}^{N} a_{jn} T h_n \right\|^p \leq \sup_{N \geq 1} E \left\| \sum_{n=1}^{N} \gamma_n T h_n \right\|^p.
$$

It follows that

$$
||T||_{\gamma_\infty(H, X)}^p \leq \sup_{N \geq 1} E \left\| \sum_{n=1}^{N} \gamma_n T h_n \right\|^p.
$$

The reverse estimate trivially holds and the proof of (1) is complete.

(2): Let $P_n$ denote the orthogonal projection in $H$ onto the linear span of $\{h_1, \ldots, h_n\}$. By Proposition 9.1.3 for all $m < n$ we have
\[ E\left\| \sum_{j=m+1}^{n} \gamma_j Th_j \right\|_p^p = \|TP_n - TP_m\|_{\gamma_p(H,X)}^p. \] (9.11)

To prove the ‘only if’ part, we note that the result of Example 9.1.15 implies if \( T \in \gamma(H,X) \), then \( \lim_{n \to \infty} TP_n = T \) in \( \gamma(H,X) \) and therefore the right-hand side of (9.11) tends to zero as \( m, n \to \infty \). This proves the convergence of the sum \( \sum_{n \geq 1} \gamma_n Th_n \) in \( L^p(\Omega; X) \).

To prove the ‘if’ part, note that the convergence of the sum \( \sum_{n \geq 1} \gamma_n Th_n \) and identity (9.11) imply that the sequence of finite rank operators \( (TP_n)_{n \geq 1} \) is a Cauchy sequence in \( \gamma(H,X) \). Its limit equals \( T \), since \( \lim_{n \to \infty} TP_n h = Th \) for all \( h \in H \).

The almost sure convergence follows from Corollary 6.4.4.

Remark 9.1.18. Many authors take part (2) as the definition of the space \( \gamma(H,X) \). The drawback of this approach, at least on the theoretical side, is that it leads to redundant separability assumptions. On the other hand, in Proposition 9.1.7 we have shown that in the approach taken here, one can always reduce to the separable case. In applications, on the other side, it has the advantage that summability needs to be checked only for one fixed choice of an orthonormal basis. For example, in Corollary 9.1.27 we shall establish the \( \gamma \)-radonification of the indefinite integral \( I : L^2(0, 1) \to C^\alpha[0, 1] \) for all \( \alpha \in (0, 1/2) \) by exploiting properties of the Haar basis.

Using the notion of summability developed in Chapter 4 we can prove the following version of the above theorem for general Hilbert spaces \( H \):

**Theorem 9.1.19 (Testing against a maximal orthonormal system).** Let \( H \) be a Hilbert space with a maximal orthonormal system \( (h_i)_{i \in I} \) and let \( (\gamma_i)_{i \in I} \) be a family of independent standard Gaussian random variables with the same index set. A bounded operator \( T : H \to X \) belongs to \( \gamma(H,X) \) if and only if

\[
\sum_{i \in I} \gamma_i Th_i
\]

is summable in \( L^2(\Omega; X) \). In this situation we have

\[
\|T\|_{\gamma(H,X)}^2 = E\left\| \sum_{i \in I} \gamma_i Th_i \right\|^2.
\]

**Proof.** We begin with the ‘if’ part. Since \( \sum_{i \in I} \gamma_i Th_i \) is summable, the set \( I_0 = \{ i \in I : Th_i \neq 0 \} \) is countable. If \( I_0 \) is finite, then \( T \) has finite rank and the result is clear. Suppose therefore that \( I_0 \) is countably infinite, and let \( \phi : \mathbb{N} \to I_0 \) be an enumeration. Let \( H_0 = \{ h_i : i \in I_0 \} \). It is immediate from the definition of summability that \( \sum_{k \geq 0} \gamma_{\phi(k)} Th_{\phi(k)} \) is convergent. By Theorem 9.1.17 this implies that \( T|_{H_0} \in \gamma(H_0, X) \) and
\[ E \left\| \sum_{i \in I} \gamma_i Th_i \right\|^2 = E \left\| \sum_{i \in I_0} \gamma_i Th_i \right\|^2 = \| T \|_{\gamma(H_0, X)}^2. \]

Since \( T|_{H_0} \oplus 0 = T \) the result and the required norm identity for \( T \) follows from Example 9.1.12.

To prove the ‘only if’ part, choose a finite rank operators \( T_n : H \to X \) such that \( T_n \to T \) in \( \gamma(H, X) \). The set \( I_0 := \bigcup_{n \geq 1} \{ i \in I : T_n h_i \neq 0 \} \) is countable. Therefore, the linear subspace \( H_0 = \text{span}\{ h_i : i \in I_0 \} \) of \( H \) is separable. Moreover, since for each \( n \geq 1 \) and \( i \in I \setminus I_0 \), \( T_n h_i = 0 \) we obtain that \( Th_i = 0 \) for all \( i \in I \setminus I_0 \). By Example 9.1.11, \( T|_{H_0} \in \gamma(H_0, X) \) and hence Theorem 9.1.17 implies that \( \sum_{i \in I} \gamma_i Th_i = \sum_{i \in I_0} \gamma_i Th_i \) is summable in \( L^2(\Omega; X) \).

### 9.1.e Coincidence \( \gamma_\infty(H, X) = \gamma(H, X) \) when \( c_0 \nsubseteq X \)

In various situations it is easier to prove that an operator belongs to \( \gamma_\infty(H, X) \) than to \( \gamma(H, X) \). A typical situation occurs when one uses the \( \gamma \)-multiplier theorem (Theorem 9.5.1 below), which allows one to prove that certain pointwise multipliers \( M : S \to L(X,Y) \) map \( \gamma(L^2(S), X) \) into \( \gamma_\infty(L^2(S), Y) \). In such situations one may use the following theorem to obtain that the operator in fact belongs to \( \gamma(H, X) \).

**Theorem 9.1.20.** Let \( X \) be a Banach space that does not contain a closed subspace isomorphic to \( c_0 \). Then \( \gamma_\infty(H, X) = \gamma(H, X) \).

**Proof.** Let \( T \in \gamma_\infty(H, X) \). Let us first the case of a separable Hilbert space \( H \), and let \( (h_n)_{n \geq 1} \) be an orthonormal basis for \( H \). Clearly,

\[ \sup_{N \geq 1} \left\| \sum_{n=1}^N \gamma_n Th_n \right\|_{L^p(\Omega; X)} < \infty. \]

The theorem of Hoffmann–Jørgensen and Kwapien, or more precisely its Corollary 6.4.12, now implies that \( \sum_{n \geq 1} \gamma_n Th_n \) converges in \( L^p(\Omega; X) \) and almost surely. By Theorem 9.1.17(2), this implies that \( T \in \gamma(H, X) \)

Next consider the non-separable case. We claim that there exists a separable closed subspace \( H_0 \) of \( H \) such that \( T \) vanishes on \( H_0^\perp \). To end this let \( H_1 := N(T) \) be the null space of \( T \) and let \( (h_i)_{i \in I} \) be a maximal orthonormal system for \( H_0 := H_1^\perp \). We want to prove that \( H_0 \) is separable, i.e., that the index set \( I \) is countable. Suppose the contrary. Then there exists an integer \( N \geq 1 \) such that \( \| Th_i \| \geq 1/N \) for uncountably many \( i \in I \). Put \( J := \{ i \in I : \| Th_i \| \geq 1/N \} \). Let \( (j_n)_{n \geq 1} \) be any sequence in \( J \) with no repeated entries. For all \( N \geq 1 \) we have

\[ E \left\| \sum_{n=1}^N \gamma_n Th_{j_n} \right\|^2 \leq \| T \|^2_{\gamma_\infty(H, X)}. \]
Hence, by Corollary 6.1.17,
\[
E \left\| \sum_{n=1}^{N} \varepsilon_n T h_{j_n} \right\|^2 \leq \frac{1}{\|h_1\|^2} \|T\|^2_{\gamma_\infty(H,X)}.
\]
This means that the random variables \( S_N := \sum_{n=1}^{N} \varepsilon_n T h_{j_n} \) are bounded in \( L^2(\Omega;X) \), and again by Corollary 6.4.12 the sum \( \sum_{n=1}^{\infty} \varepsilon_n T h_{j_n} \) converges almost surely. But this is only possible when \( \lim_{n \to \infty} T h_{j_n} = 0 \), contradicting the fact that \( j_n \in J \) for all \( n \geq 1 \). This proves the claim.

By the right-ideal property and the result in the separable case \( T|_{H_0} \in \gamma_\infty(H_0,X) = \gamma(H_0,X) \). Now the result follows from Example 9.1.12.

The assumption that \( X \) should not contain an isomorphic copy of \( c_0 \) cannot be omitted, as is demonstrated by the next example.

Example 9.1.21. In this example the scalar field is real, but it is straightforward to modify it to the complex setting. We shall prove that the multiplication operator \( T : \ell^2 \to c_0 \) defined by
\[
T((\alpha_n)_{n \geq 1}) := (\alpha_n / \sqrt{\log(n+1)})_{n \geq 1}
\]
is \( \gamma \)-summing but fails to be \( \gamma \)-radonifying.

By the basic Gaussian tail estimate \( P(|\gamma| > t) \leq e^{-t^2/2} \) (see (E.8) and Lemma E.2.17), for all \( t > 0 \) and any choice of constants \( c_n > 0 \) we have
\[
P\left\{ \sup_{1 \leq n \leq N} \frac{|\gamma_n|^2}{c_n} > t \right\} \leq \sum_{n=1}^{N} P(|\gamma_n|^2 > c_n t) \leq \sum_{n=1}^{N} e^{-\frac{1}{2} c_n t}.
\]
With \( c_n = \log(n+1) \geq \log 2 \) this gives, for \( t > 0 \),
\[
P\left\{ \sup_{1 \leq n \leq N} \frac{|\gamma_n|^2}{\log(n+1)} > t \right\} \leq \sum_{n=1}^{N} e^{-\frac{1}{2} t \log(n+1)}.
\]
Integrating over \( t > 0 \) gives, using the bound above for \( t > 4 \) and a trivial bound for \( t \in [0,4] \),
\[
E \left( \sup_{1 \leq n \leq N} \frac{|\gamma_n|^2}{\log(n+1)} \right) \leq 4 + \sum_{n=1}^{N} \int_{4}^{\infty} e^{-\frac{1}{2} t \log(n+1)} \, dt
\]
\[
= 4 + \sum_{n=1}^{N} \frac{2}{(n+1)^2 \log(n+1)} \leq C < \infty.
\]
Let \( (u_n)_{n \geq 1} \) be the standard unit basis of \( \ell^2 \). Then
\[
\sup_{N \geq 1} E \left\| \sum_{n=1}^{N} \gamma_n T u_n \right\|_{c_0} = \sup_{N \geq 1} E \left( \sup_{1 \leq n \leq N} \frac{|\gamma_n|^2}{\log(n+1)} \right) < \infty.
\]
Hence by Theorem 9.1.17(1) the operator $T$ is $\gamma$-summing.

To prove that $T$ is not $\gamma$-radonifying, consider the partial sums $\xi_k := \sum_{n=k}^{2k} \gamma_n T u_n$. By an estimate for the maximum of Gaussian variables, (E.10), we have

$$E \max_{k \leq n \leq 2k} |\gamma_n|^2 \geq \frac{1}{5} \log(k+1).$$

Therefore, we find that for every $k \geq 1$,

$$\|\xi_k\|^2_{L^2(\Omega; c_0)} = E \left( \max_{k \leq n \leq 2k} \frac{|\gamma_n|^2}{\log(n+1)} \right) \geq 5^{-1} \log(k+1) \geq \frac{1}{5}.$$

Thus the series $\sum_{n \geq 1} \gamma_n T u_n$ fails to converge in $L^2(\Omega; c_0)$, and hence $T$ is not $\gamma$-radonifying.

9.1.f Trace duality

In this section we describe a natural pairing between $\gamma(H, X)$ and $\gamma(H^*, X^*)$, the so-called trace duality.

Recall from Appendix D that $\mathcal{C}^1(H)$ denotes the Banach space of trace class operators on $H$. The trace $\text{tr}(T)$ of an operator $T \in \mathcal{C}^1(H)$ is defined by

$$\text{tr}(T) = \sum_{i \in I} (Th_i|h_i),$$

where $(h_i)_{i \in I}$ is any maximal orthonormal system in $H$, and it satisfies

$$|\text{tr}(T)| \leq \|T\|_{\mathcal{C}^1(H)}$$

(see Proposition D.2.5). The careful reader should be warned that Appendix D is written with the implicit convention of a complex inner product that is linear in the second variable and conjugate-linear in the first one. Since the opposite convention is in force in this chapter, the formulas from Appendix D should be used with corresponding simple modifications.

**Proposition 9.1.22.** For all $T \in \gamma(H, X)$ and $S \in \gamma(H^*, X^*)$ we have $S^*T \in \mathcal{C}^1(H)$ and

$$|\text{tr}(S^*T)| \leq \|S^*T\|_{\mathcal{C}^1(H)} \leq \|S\|_{\gamma(H^*, X^*)}\|T\|_{\gamma(H, X)}.$$

This result admits an extension to the case $T \in \gamma_\infty(H, X)$ and $S \in \gamma_\infty(H^*, X^*)$; this will be discussed in the Notes.

**Proof.** Since $T$ and $S$ are both compact (Proposition 9.1.6), $S^*T$ is also compact and hence it has a singular value decomposition (cf. (D.1)):

$$S^*T = \sum_{n \geq 1} \sigma_n(|f_n)g_n$$
where \( \tau_1 \geq \tau_2 \geq \cdots \geq 0 \), and \( (f_m)_{m \geq 1} \) and \( (g_m)_{m \geq 1} \) are both orthonormal systems in \( H \). Let \( (g^*_n)_{n \geq 1} \) be the orthonormal system in \( H^* \) defined by \( \langle h, g^*_n \rangle = (h|g_n) \). It follows that

\[
\sum_{n=1}^{N} \tau_n = \sum_{n=1}^{N} \langle S^* T f_n, g^*_n \rangle = E \left( \sum_{n=1}^{N} \gamma_n T f_n, \sum_{n=1}^{N} \gamma_n S g^*_n \right) \\
\leq \|T\|_{\gamma(H,X)} \|S\|_{\gamma(H^*,X^*)}.
\]

Passing to the limit \( N \to \infty \) we infer that \( S^* T \in \mathcal{C}_1(H) \) and

\[
\|S^* T\|_{\mathcal{C}_1(H)} = \sum_{n \geq 1} \tau_n \leq \|T\|_{\gamma(H,X)} \|S\|_{\gamma(H^*,X^*)}.
\]

Finally, the estimate \(|\text{tr}(S^* T)| \leq \|S^* T\|_{\mathcal{C}_1(H)}|\) is in Proposition D.2.5. \( \square \)

To obtain a converse we will assume that \( X \) is \( K \)-convex.

**Proposition 9.1.23.** Let \( X \) be \( K \)-convex and suppose that \( Y \subseteq X^* \) is a closed subspace that is norming for \( X \). Let \( T \in \mathcal{L}(H,X) \). If for all finite rank operators \( S : H^* \to Y \) we have

\[ |\text{tr}(S^* T)| \leq C \|S\|_{\gamma(H^*,X^*)}, \]

then \( T \in \gamma(H,X) \) and \( \|T\|_{\gamma(H,X)} \leq C K_X^* \), where \( K_X \) is the Gaussian \( K \)-convexity constant of \( X \).

Two cases of interest are \( Y = X^* \), or the case \( X = Z^* \) and \( Y = Z \), where \( Z \) is a given Banach space.

**Proof.** Fix an orthonormal sequence \( (h_n)_{n=1}^{N} \) in \( H \) and a number \( \varepsilon > 0 \). For any sequence \( (x^*_n)_{n=1}^{N} \) in \( Y \), Proposition 9.1.3 shows that the operator \( S := \sum_{n=1}^{N} h_n \otimes x^*_n \) has norm

\[
\|S\|_{\gamma(H^*,X^*)} = \left\| \sum_{n=1}^{N} \gamma_n x^*_n \right\|_{L^2(\Omega;X^*)}.
\]

On the other hand, by the Gaussian version of Corollary 7.4.6 in Section 7.4.e we can pick the sequence \( (x^*_n)_{n=1}^{N} \) in \( Y \) so that the above norm is at most 1, while

\[
\left\| \sum_{n=1}^{N} \gamma_n T h_n \right\|_{L^2(\Omega;X)} \leq K_X^* \left| \sum_{n=1}^{N} \langle T h_n, x^*_n \rangle \right| + \varepsilon
\]

\[ = K_X^* |\text{tr}(S^* T)| + \varepsilon \leq K_X^* C + \varepsilon,
\]

where the last step used the assumption of the proposition. It follows that \( T \in \gamma_\infty(H,X) \) and \( \|T\|_{\gamma_\infty(H,X)} \leq C K_X^* \).

Finally, by Proposition 7.4.12, \( K \)-convex spaces cannot contain an isomorphic copy of \( c_0 \). An appeal to Theorem 9.1.20 therefore shows that \( T \in \gamma(H,X) \). \( \square \)
9.1.24 (Trace duality). For all \( S \in \gamma(H^*, X^*) \) the mapping \( \phi_S : T \mapsto \text{tr}(S^*T) \) defines an element \( \phi_S \in (\gamma(H, X))^* \) of norm

\[
\|\phi_S\| \leq \|S\|_{\gamma(H^*, X^*)}.
\]

If \( X \) is \( K \)-convex, then \( \phi : S \mapsto \phi_S \) establishes an isomorphism of Banach spaces

\[
\gamma(H^*, X^*) \cong (\gamma(H, X))^*
\]

and for all \( S \in \gamma(H^*, X^*) \) we have

\[
\|\phi_S\| \leq \|S\|_{\gamma(H^*, X^*)} \leq K_X^2 \|\phi_S\|.
\]

Proof. The first assertion follows from Proposition 9.1.22. It remains to prove that if \( X \) is \( K \)-convex, then \( \phi \) is surjective and \( \|S\|_{\gamma(H^*, X^*)} \leq K_X^2 \|\phi_S\| \).

Let \( \Lambda \in (\gamma(H, X))^* \) be given. We claim that the bounded operator \( S : H^* \to X^* \) defined by \( \langle x, Sh^* \rangle = \langle h^* \otimes x, \Lambda \rangle \) belongs to \( \gamma(H^*, X^*) \) and that

\[
\text{tr}(S^*T) = \Lambda(T), \quad T \in \gamma(H, X).
\]

The identity (9.12) is clear for \( T = h^* \otimes x \) and extends to all finite rank operators \( T : H \to X \) by linearity. Moreover, for a finite rank operator \( T : H \to X \) it follows that

\[
|\text{tr}(S^*T)| = |\Lambda(T)| \leq \|\Lambda\| \|T\|_{\gamma(H, X)}.
\]

Since \( T \) was arbitrary, it follows from Proposition 9.1.23 with \( X \) replaced by \( X^* \) and norming subspace \( Y = X \) of \( X^{**} \), that \( S \in \gamma(H^*, X^*) \), and

\[
\|S\|_{\gamma(H^*, X^*)} \leq K_X^2 \|\Lambda\|.
\]

Now (9.12) follows by density and continuity. Clearly, this implies \( \phi_S = \Lambda \). This completes the proof. \( \Box \)

9.1.g Interpolation

In this section we discuss complex and real interpolation of the spaces \( \gamma(H, X) \) assuming that \( X \) is \( K \)-convex. The discrete case has already been treated in Theorem 7.4.16. We use the notation of Appendix C; in particular we recall that the real interpolation space \( (X_0, X_1)_{\theta, p_0, p_1} = (X_0, X_1)_{\theta, p_0, p_1} \) coincides with \( (X_0, X_1)_{\theta, p} \) with equivalent norms when \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \) (see Theorem C.3.14).

Theorem 9.1.25. Let \( H \) be a Hilbert space and let \( (X_0, X_1) \) be an interpolation couple of Banach spaces, and assume that both \( X_0 \) and \( X_1 \) are \( K \)-convex. Let \( \theta \in (0, 1) \) and \( p_0, p_1, p \in (1, \infty) \) satisfy \( \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1} \). Then:
(1) we have $[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta = \gamma^p(H,[X_0,X_1])_\theta$ isometrically, and for all $T \in \gamma^p(H,[X_0,X_1])_\theta$ we have

$$
\|T\|_{\gamma^p(H,X_0)} \leq \|T\|_{[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta} \\
\leq (K^\gamma_{p_0,X_0})^{1-\theta}(K^\gamma_{p_1,X_1})^\theta \|T\|_{\gamma^p(H,[X_0,X_1])_\theta}.
$$

(2) we have $(\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1))_\theta,\psi_{p_0,p_1} = \gamma^p(H,(X_0,X_1),\theta,p_0,p_1)$ isometrically, and for all $T \in \gamma^p(H,X_0)$ we have

$$
\|T\|_{\gamma^p(H,X_0,X_1)} \leq \|T\|_{(\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1))_\theta,\psi_{p_0,p_1}} \\
\leq (K^\gamma_{p_0,X_0})^{1-\theta}(K^\gamma_{p_1,X_1})^\theta \|T\|_{\gamma^p(H,(X_0,X_1),\theta,p_0,p_1)}.
$$

In both (1) and (2), the first inequality does not require any $K$-convexity assumptions.

Proof. (1): For all $\theta \in (0,1)$ and $q \in [1,\infty)$ we have a continuous embedding $\gamma^q(H,[X_0,X_1])_\theta \to \gamma^2(H,X_0 + X_1)$. Therefore $[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta \to \gamma^2(H,X_0 + X_1)$ as well. Since any $T \in \gamma^2(H,X_0 + X_1)$ is supported on a separable closed subspace of $H$, below it suffices to consider separable $H$.

We claim that the space of finite rank operators $H \otimes (X_0 \cap X_1)$ is dense in $[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta$ and $\gamma^p(H,[X_0,X_1])_\theta$. Indeed, for the former note that by Corollary C.2.8 $\gamma(H,X_0) \cap \gamma(H,X_1)$ is dense in $[\gamma(H,X_0),\gamma(H,X_1)]_\theta$. By using a suitable sequence of finite rank projections $P_n : H \to H$ (see Example 9.1.15) one obtains that $H \otimes (X_0 \cap X_1)$ is dense in $\gamma(H,X_0) \cap \gamma(H,X_1)$. The density of $H \otimes (X_0 \cap X_1)$ in $\gamma^p(H,X_0)$ follows from the density of $H \otimes [X_0,X_1]_\theta$ in $\gamma(H,[X_0,X_1])_\theta$ and the density of $X_0 \cap X_1$ in $[X_0,X_1]_\theta$ (Corollary C.2.8).

Now the proof of the theorem can be completed in a similar way as in Theorem 7.4.16. Fix an orthonormal basis $(h_n)_{n \geq 1}$ for $H$. For a Banach space $Y$ and $q \in [1,\infty)$, consider the isometric embedding $R_N : \gamma^q(H,Y) \to L^q(\Omega;Y)$ by $R_N = \sum_{n=1}^N \gamma_n h_n$. If $Y$ is $K$-convex and $q \in (1,\infty)$, define $E_N : L^q(\Omega;Y) \to \gamma^q(H,Y)$ by $E_N f = \sum_{n=1}^N h_n \otimes \gamma(\pi_{q,n} N f)$. Then by the Gaussian version of $K$-convexity (Corollary 7.4.20), we have

$$
\|E_N f\|_{\gamma^q(H,Y)} = \|\pi_{q,n} N f\|_{L^q(\Omega;Y)} \leq K^q_{q,Y} \|f\|_{L^q(\Omega;Y)}
$$

and thus $\|E_N f\|_{L^q(\Omega;Y),\gamma^q(H,Y)} \leq K^q_{q,Y}$. Since $E_N R_N = I$, it follows that

$$
\|T\|_{[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta} = \|E_N R_N T\|_{[\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)]_\theta} \\
\leq (K^\gamma_{p_0,X_0})^{1-\theta}(K^\gamma_{p_1,X_1})^\theta \|R_N T\|_{[\gamma^{p_0}(H,X_0),L^p(\Omega;X_0)]_\theta} \\
= (K^\gamma_{p_0,X_0})^{1-\theta}(K^\gamma_{p_1,X_1})^\theta \|R_N T\|_{L^p(\Omega;[X_0,X_1])_\theta} \\
= (K^\gamma_{p_0,X_0})^{1-\theta}(K^\gamma_{p_1,X_1})^\theta \|T\|_{\gamma^p(H,[X_0,X_1])_\theta}.
$$

Also,
9.1 Radonifying operators

\[ \|T\|_{\gamma^p(H,[X_0,X_1]|_\sigma)} = \|R_N T\|_{L^p(\Omega;[X_0,X_1]|_\sigma)} = \|R_N T\|_{[L^{p_0}(\Omega;X_0),L^{p_1}(\Omega;X_1)]|_\sigma} \leq \|T\|_{\gamma^{p_0}(H,X_0),\gamma^{p_1}(H,X_1)|_\sigma}; \]

this inequality does not require any \( K \)-convexity assumptions. This completes the proof for complex interpolation. The proof for real interpolation proceeds along the same lines. \( \square \)

9.1.h The indefinite integral and Brownian motion

In this subsection we present a classical example of a \( \gamma \)-radonifying operator which is connected to the construction of the Wiener process or Brownian motion. We recall from Section 2.5 the fractional Sobolev norm

\[ \|f\|_{W^{\alpha,p}(0,1;X)} := \|f\|_{L^p(0,1;X)} + [f]_{W^{\alpha,p}(0,1;X)}, \]

where

\[ [f]_{W^{\alpha,p}(0,1;X)} := \left( \int_0^1 \int_0^1 \frac{\|f(t) - f(s)\|^p}{|t-s|^\alpha p+1} \, ds \, dt \right)^{1/p}. \]

**Proposition 9.1.26 (\( \gamma \)-radonification of the indefinite integral).** Let \( 0 < \alpha < \frac{1}{2} \) and \( 1 \leq p < \infty \). The indefinite integral

\[ (Jf)(t) := \int_0^t f(s) \, ds \]

is \( \gamma \)-radonifying from \( L^2(0,1) \) to \( W^{\alpha,p}(0,1) \).

For the proof (and also for reference in our subsequent considerations), we recall the basic identity

\[ \left\| \sum_{n=1}^N a_n \gamma_n \right\|_{L^p(\Omega)} = \|\gamma\|_{L^p(\Omega)} \left( \sum_{n=1}^N |a_n|^2 \right)^{1/2}. \quad (9.13) \]

If \((S, \mathcal{A}, \mu)\) be a measure space and \( p \in [1, \infty) \), Fubini’s theorem implies that for all \( x_1, \ldots, x_N \in L^p(S) \), we have

\[ \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(\Omega;L^p(S))} = \|\gamma\|_{L^p(\Omega)} \left( \sum_{n=1}^N |x_n|^2 \right)^{1/2} \left\| x_n \right\|_{L^p(S)}. \quad (9.14) \]

**Proof of Proposition 9.1.26.** We apply (9.14) to both parts of the Sobolev norm.

Let \( h_1, \ldots, h_N \) be an orthonormal system in \( L^2(0,1) \). For all \( 0 \leq s < t \leq 1 \),

\[ \sum_{n=1}^N \left| Jh_n(t) - Jh_n(s) \right|^2 = \sum_{n=1}^N \left| (h_n \mathbf{1}_{[s,t]}) \right|^2 \leq \| \mathbf{1}_{[s,t]} \|^2_{L^2(0,1)} = t - s. \quad (9.15) \]
Taking $s = 0$ and using (9.14) we find that

$$
E \left\| \sum_{n=1}^{N} \gamma_n Jh_n \right\|_{L^p(0,1)}^p = \| \gamma \|_{L^p(\Omega)}^p \int_{0}^{1} \left( \sum_{n=1}^{N} |Jh_n(t)|^2 \right)^{p/2} dt
\leq \| \gamma \|_{L^p(\Omega)}^p \int_{0}^{1} t^{p/2} dt.
$$

Similarly,

$$
E \left[ \sum_{n=1}^{N} \gamma_n Jh_n \right]_{W^{\alpha,p}(0,1)}^p = \| \gamma \|_{L^p(\Omega)}^p \int_{0}^{1} \int_{0}^{1} |t-s|^{-\alpha p-1} \left( \sum_{n=1}^{N} |Jh_n(t) - Jh_n(s)|^2 \right)^{p/2} ds dt
\leq \| \gamma \|_{L^p(\Omega)}^p \int_{0}^{1} \int_{0}^{1} |t-s|^{-\alpha p-1} |t-s|^{p/2} ds dt
= C_{p,\alpha} \| \gamma \|_{L^p(\Omega)}^p,
$$

where we use that $\alpha < 1/2$ to see that the last integral is finite. Taking the supremum over all finite orthonormal systems $\{h_1, \ldots, h_N\}$ in $L^2(0,1)$, the result follows from Theorem 9.1.20. Here we use that $W^{\alpha,p}$ does not contain an isomorphic copy of $c_0$, because it has cotype $p \vee 2$. \hfill \Box

From the last part of the proof one can also deduce that $J$ does not belong to the space $\gamma(0,1; W^{2,p}_{1/2}(0,1))$. Indeed, if $(h_n)_{n \geq 1}$ is an orthonormal basis for $L^2(0,1)$ we can take the supremum over all $N \geq 1$ in the last estimate and obtain equality in (9.15). Incorporating this into the above computation we find that the sum $\sum_{n=1}^{N} \gamma_n Jh_n$ diverges in $L^p(\Omega; W^{2,p}_{1/2}(0,1))$ as $N \to \infty$.

For $0 < \alpha < 1$ we define $C^\alpha[0,1]$ as the space of Hölder continuous functions $f : [0,1] \to K$ of exponent $\alpha$. This is a Banach space with respect to the norm

$$
\| f \|_{C^\alpha[0,1]} := \| f \|_{\infty} + \sup_{0 \leq s < t \leq 1} \frac{| f(t) - f(s) |}{(t-s)^{\alpha}}.
$$

**Corollary 9.1.27.** The indefinite integral is $\gamma$-radonifying from $L^2(0,1)$ to $C^\alpha[0,1]$ for all $0 < \alpha < 1$.\hfill \Box

This result follows from Proposition 9.1.26 for large enough $p$ and the well-known Sobolev embedding $W^{\alpha,p}(0,1) \hookrightarrow C^{\alpha - \frac{1}{p}}[0,1]$. A more direct argument will be presented below. As a consequence of Proposition 9.1.26 and Theorem 9.1.17 the series $\xi := \sum_{n \geq 1} \gamma_n Jh_n$ converges in $L^p(\Omega; C^\alpha[0,1])$ for all $\alpha \in (0,1/2)$ and almost surely in $C^\alpha[0,1]$, say on a set $\Omega_0 \in \mathcal{A}$ with $P(\Omega_0) = 1$. Define $B : [0,1] \times \Omega \to \mathbb{R}$ by $B(t, \omega) = \xi(\omega)(t)$ when $\omega \in \Omega_0$ and zero otherwise. Then $B$ is a standard Brownian motion on $\Omega \times [0,1]$. Indeed, $B(0,\omega) = 0$ and for $s,t \in [0,1]$, we have
\[ E(B(s, \cdot)B(t, \cdot)) = \sum_{n \geq 1} (Jh_n)(s)(Jh_n)(t) \]
\[ = \sum_{n \geq 1} (h_n[1_{[0, s]}]) (h_n[1_{[0, t]}]) = (1_{[0, s]}[1_{[0, t]}]) = \min\{s, t\}. \]

Moreover, \(B\) has \(\alpha\)-Hölder continuous paths for each \(0 \leq \alpha < 1/2\).

In order to give a direct proof of Corollary 9.1.27 we use a lemma on the almost sure boundedness of Gaussian sequences.

**Lemma 9.1.28.** If \((\gamma_n)_{n \geq 1}\) is a Gaussian sequence, then for all \(\delta > 1\) we have
\[ \lim_{n \to \infty} \frac{|\gamma_n|}{\sqrt{\log(n + 1)}} \leq \sqrt{2\delta} \text{ almost surely.} \]

**Proof.** For all \(t > 0\),
\[ \mathbb{P}\{|\gamma_n| > t\} = \frac{2}{\sqrt{2\pi}} \int_t^\infty e^{-u^2/2} \, du \leq \frac{2}{t\sqrt{2\pi}} \int_t^\infty ue^{-u^2/2} \, du = \frac{2}{t\sqrt{2\pi}} e^{-t^2/2}. \]

Fix \(\delta > 1\). For all \(n \geq 1\) we have \(2\delta \log(n + 1) > 1\) and therefore
\[ \mathbb{P}\{|\gamma_n| > \sqrt{2\delta \log(n + 1)}\} < \sqrt{2/\pi} (n + 1)^{-\delta}. \]

The Borel-Cantelli lemma now implies that with probability one, \(|\gamma_n| > \sqrt{2\delta \log(n + 1)}\) for at most finitely many \(n \geq 1\). \(\square\)

Let \((h_n)_{n \geq 1}\) be the Haar basis of \(L^2(0, 1)\), defined by \(h_1 = 1\) and \(h_n := \phi_{jk}\) for \(n \geq 2\), where \(n = 2^j + k\) with \(j = 0, 1, 2, \ldots\) and \(k = 1, \ldots, 2^j\), and
\[ \phi_{jk} := 2^{j/2} 1_{\left[\frac{k-1}{2^j}, \frac{k}{2^j}\right]} - 2^{j/2} 1_{\left[\frac{k-1/2}{2^j}, \frac{k+1/2}{2^j}\right]}, \]

Note that \(\phi_{jk}\) is supported on the interval \([\frac{k-1}{2^j}, \frac{k}{2^j}]\). The sequence \((h_n)_{n \geq 1}\) is orthonormal in \(L^2(0, 1)\). To see that \((h_n)_{n \geq 1}\) is a basis in \(L^2(0, 1)\), note that if \((h|h_n)_{L^2(0,1)} = 0\) for all \(n \geq 1\), then \(h\) annihilates all dyadic step functions. Since these step functions are dense in \(L^2(0, 1)\) it follows that \(h = 0\).

**Proof of Corollary 9.1.27.** The crux of this proof is to prove the convergence of the sum \(\sum_{n \geq 1} \gamma_n Jh_n\), where \(h_n\) are the Haar functions introduced above.

By Theorem 9.1.17 and the second part of Theorem 6.4.1 it suffices to prove that the sum \(\sum_{n=2}^{\infty} \gamma_n Jh_n = \sum_{j=0}^{\infty} \sum_{k=1}^{2^j} \gamma_{2^j+k} J\phi_{jk}\) converges in \(C^0[0,1]\) almost surely.

**Step 1** - Let \(0 \leq s < t \leq 1\) for the moment and let \(j_0 \geq 1\). Let \(j_1 \geq 1\) be the unique index such that \(2^{-j_1} \geq t - s > 2^{-j_1 + 1}\) and write
\[ \sum_{j=j_0}^{\infty} \sum_{k=1}^{2^j} |\gamma_{2^j+k}(\omega)| \frac{J\phi_{jk}(t) - J\phi_{jk}(s)}{(t-s)^\alpha} \]
where \(C(\omega) := \sup_{j,k} |\gamma_{2j+k}(\omega)|/\sqrt{j} < \infty\) almost surely by Lemma 9.1.28.

We estimate \((I)\) and \((II)\) separately. As for \((I)\), if \(j_1 \leq j_0\), then \((I) = 0\), so we may assume that \(j_0 < j_1\). For all \(j_0 \leq j < j_1\), we have \(|J\phi_{j,k}(t) - J\phi_{j,k}(s)| \leq 2^{j/2}(t-s)\); and for all but at most two indices \(k\) we have \(J\phi_{j,k}(t) = J\phi_{j,k}(s) = 0\). Since \(t - s \approx 2^{-j_1} \leq 2^{-j_0}\) and \(\alpha \in (0, 1/2)\), we obtain

\[
(I) \leq C(\omega) \sum_{j=j_0}^{j_1-1} \sum_{k=1}^{2^{j/2}} \sqrt{j} \frac{|J\phi_{j,k}(t) - J\phi_{j,k}(s)|}{(t-s)^\alpha}
\]

\[
\lesssim C(\omega) \sum_{j=j_0}^{j_1-1} \sqrt{j} \cdot 2^{j/2}(t-s)^{1-\alpha}
\]

\[
\lesssim C(\omega) 2^{j/2} j_1^{3/2} 2^{-j_1(1-\alpha)} = C(\omega) j_1^{3/2} j_1^{(1-\alpha)/2}
\]

\[
\lesssim C(\omega) j_1^{3/2} j_1^{(\alpha-1)/2}.
\]

As for \((II)\), for all \(j \geq j_1\) we have \(t - s > 1/2j\), so \(t\) and \(s\) belong to different sub-intervals of length \(1/2j\). Therefore, \(J\phi_{j,k}(t) = J\phi_{j,k}(s) = 0\) for all but two indices \(k \in \{1, \ldots, 2^j\}\), and for these two indices we either have \(0 \leq J\phi_{j,k}(t) \leq 2^{-j/2-1}\) and \(J\phi_{j,k}(s) = 0\) or the other way around; in either case \(|J\phi_{j,k}(t) - J\phi_{j,k}(s)| \leq 2^{-j/2-1}\). As a consequence, for almost all \(\omega \in \Omega\) we obtain the estimate

\[
(II) \leq C(\omega) \sum_{j=j_0 \vee j_1}^{\infty} \sum_{k=1}^{2^{j/2}} \sqrt{j} \frac{|J\phi_{j,k}(t) - J\phi_{j,k}(s)|}{(t-s)^\alpha}
\]

\[
\lesssim C(\omega) \cdot 2^{j_1/2} \sum_{j=j_0 \vee j_1}^{\infty} \sqrt{j} \cdot 2^{-j/2} \lesssim C(\omega) 2^{j_1/2} \sqrt{j_0} \sqrt{2^{-j_1/2}}
\]

\[
\lesssim C(\omega) \sqrt{j_0} \sqrt{2^{j_1} j_0^{(\alpha-1)/2}} \lesssim C(\omega) j_0 \sqrt{2^{j_0} j_0^{(\alpha-1)/2}}.
\]

Collecting terms we find, for almost all \(\omega \in \Omega\),

\[
\sup_{0 \leq s < t \leq 1} \sum_{j=j_0}^{\infty} \sum_{k=1}^{2^j} |\gamma_{2^j+k}(\omega)| \frac{|J\phi_{j,k}(t) - J\phi_{j,k}(s)|}{(t-s)^\alpha} \leq C(\omega) j_0^{3/2} j_0^{(\alpha-1)/2},
\]

and this tends to 0 as \(j_0 \to \infty\), since \(\alpha < 1/2\).

**Step 2** – For all \(0 < t \leq 1\) we have, since \(Jf(0) = 0\),

\[
|Jf(t)| = \frac{|Jf(t) - Jf(0)|}{t^\alpha}, \quad t^\alpha \leq \sup_{0 < \tau \leq 1} \frac{|Jf(\tau) - Jf(0)|}{\tau^\alpha}.
\]

**Step 3** – By Steps 1 and 2 the sum \(\sum_{j=0}^{\infty} \sum_{k=1}^{2^j} \gamma_{2^j+k} f\phi_{j,k}\) converges in \(C^\alpha[0, 1]\) almost surely. As we have noticed before, the theorem is a consequence of this fact.
9.2 Functions representing a $\gamma$-radonifying operator

Let $(S, \mathcal{A}, \mu)$ be a measure space. In this section we take a closer look at the spaces $\gamma(H, X)$ and $\gamma_\infty(H, X)$ in the particular case when $H = L^2(S)$. In order to simplify notation we shall write

$$\gamma(S; X) := \gamma(L^2(S), X), \quad \gamma_\infty(S; X) := \gamma_\infty(L^2(S), X).$$

As we have pointed out in the introduction, under the identification of $L^2(S)$ with its Banach space dual we may think of the space $L^2(S) \otimes X$ in two ways: as the space of square integrable functions $f : S \to X$ with finite-dimensional range in $X$, or as the space of finite rank operators from $L^2(S)$ to $X$. The function $h \otimes x$ (with $h \in L^2(S)$ and $x \in X$) then corresponds to the operator defined by

$$(h \otimes x)g := \int_S g(s)h(s)x \, d\mu(s), \quad g \in L^2(S). \quad (9.16)$$

Thus, as an operator, $h \otimes x$ is the operator of integration against the functions $t \mapsto (h \otimes x)(t) = h(t)x$.

9.2.a Definitions and basic properties

The identification (9.16) invites us to think of $\gamma(S; X)$ as a space of $X$-valued generalised functions (distributions) on $S$. The immediate question that arises is how to recognise those functions $f : S \to X$ that define an element of $\gamma(S; X)$.

**Definition 9.2.1.** A function $f : S \to X$ is said to be weakly in $L^p$ if for all $x^* \in X^*$ the function $\langle f, x^* \rangle$ is $\mu$-measurable and belongs to $L^p(S)$.

Recall from Theorem 1.2.37 that if $f : S \to X$ is strongly $\mu$-measurable and weakly in $L^2$, then for all $g \in L^2(S)$ the function $s \mapsto g(s)f(s)$ is Pettis integrable. It thus makes sense to define the bounded operator

$$\mathbb{I}_f : L^2(S) \to X, \quad g \mapsto \mathbb{I}_fg := \int_S g(s)f(s) \, d\mu(s),$$

where the integral is well defined in the Pettis sense. We shall call $\mathbb{I}_f$ the **Pettis integral operator** with kernel $f$. With these notation, (9.16) becomes

$$\mathbb{I}_{(h \otimes x)}g = \int_S g(s)h(s)x \, d\mu(s).$$

Identifying $L^2(S)$ and its dual as usual, the adjoint mapping $\mathbb{I}_f^* : X^* \to L^2(S)$ is given by $\mathbb{I}_f^* x^* = \langle f, x^* \rangle$. In particular, by (9.7),

$$\| \langle f, x^* \rangle \|_{L^2(S)} \leq \| \mathbb{I}_f \|_{L^2(S), X} \| x^* \|_{X^*} \leq \| \gamma \|^{-1}_p \| \mathbb{I}_f \|_{\gamma_\infty(L^2(S), X)} \| x^* \|. \quad (9.17)$$
The following proposition is obvious from the definitions and Corollary 1.1.25, which says that two strongly \( \mu \)-measurable functions \( f_1, f_2 \) coincide \( \mu \)-almost everywhere as soon as the scalar functions \( \langle f_1, x^* \rangle, \langle f_2, x^* \rangle \) coincide almost everywhere for every \( x^* \) in a weak* dense subspace of \( X^* \).

**Proposition 9.2.2.** Let \( Y \) be a weak dense subspace of \( X^* \). Let \( f_1, f_2 : S \to X \) be strongly \( \mu \)-measurable and such that for all \( x^* \in X^* \) the functions \( \langle f_1, x^* \rangle \) and \( \langle f_2, x^* \rangle \) belong to \( L^2(S) \). Then the following are equivalent:

1. for all \( x^* \in Y \), \( \langle f_1, x^* \rangle = \langle f_2, x^* \rangle \) almost everywhere;
2. \( f_1 = f_2 \) almost everywhere;
3. \( \mathbb{1}_{f_1} = \mathbb{1}_{f_2} \).

**Definition 9.2.3.** A function \( f : S \to X \) is said to belong to, or be in, \( \gamma(S; X) \) (respectively, \( \gamma_\infty(S; X) \)) if it satisfies the following two conditions:

1. \( f : S \to X \) is strongly \( \mu \)-measurable and weakly in \( L^2 \);
2. the Pettis integral operator \( \mathbb{1}_f : L^2(S) \to X \) belongs to \( \gamma(S; X) \) (respectively, \( \gamma_\infty(S; X) \)).

In this situation we write ‘\( f \in \gamma(S; X) \)’, respectively ‘\( f \in \gamma_\infty(S; X) \)’, and

\[
\|f\|_{\gamma^p(S;X)} := \|f\|_{\gamma(S;X)}, \quad \|f\|_{\gamma_\infty^p(S;X)} := \|f\|_{\gamma_\infty(S;X)}.
\]

The reason for including strong measurability in part 9.2.3 is that then Pettis’s theorem (Theorem 1.2.37) applies and guarantees that the Pettis integral operator \( \mathbb{1}_f \) is well defined.

By (9.17), for \( f \in \gamma_\infty(S; X) \) the following estimate holds:

\[
\|\langle f, x^* \rangle\|_{L^2(S)} \leq \|\gamma\|^{-1}_p \|f\|_{\gamma_\infty(S;X)} \|x^*\|, \quad x^* \in X^*.
\]

(9.18)

It follows from Examples 9.1.11 and 9.1.12 that if \( A \in \mathcal{A} \), then \( f|_A \in \gamma(A; X) \) if and only if \( 1_A f \in \gamma(S; X) \) and that

\[
\|f|_A\|_{\gamma^p(A;X)} = \|1_A f\|_{\gamma(S;X)}, \quad p \in [1, \infty).
\]

(9.19)

A similar result holds for \( \gamma_\infty(S; X) \).

**Example 9.2.4.** Let \( f = \sum_{n=1}^N h_n \otimes x_n \), where \( h_1, \ldots, h_N \in L^2(S) \) are orthonormal in \( L^2(S) \) and \( x_1, \ldots, x_N \in X \). Then by Proposition 9.1.3,

\[
\|f\|_{\gamma^p(S;X)} = \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(T;X)}.
\]

In particular, for a \( \mu \)-simple function of the form \( f = \sum_{n=1}^N \frac{1}{\mu(A_n)} 1_{A_n} \otimes x_n \), where the sets \( A_n \in \mathcal{A} \) are disjoint with positive finite measure, we have

\[
\left\| \sum_{n=1}^N \frac{1}{\mu(A_n)} 1_{A_n} \otimes x_n \right\|_{\gamma^p(S;X)} = \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^p(T;X)}.
\]
Proposition 9.2.5 (Density). \( \mu \)-simple functions are dense in \( \gamma(S; X) \).

Proof. By the density of finite rank operators in \( \gamma(S; X) \) and linearity, it suffices to show that every rank one operator \( T = g \otimes x \), where \( g \in L^2(S) \) and \( x \in X \), can be approximated by operators of the form \( \mathbb{I}_{f} \), where \( f : S \rightarrow X \) is \( \mu \)-simple.

Choose \( \mu \)-simple functions \( (g_n)_{n \geq 1} \) in \( L^2(S) \) such that \( \lim_{n \to \infty} g_n = g \) in \( L^2(S) \) and let \( f_n := g_n \otimes x \in \gamma(S; X) \). Then, by Proposition 9.1.3,

\[
\|T - \mathbb{I}_{f_n}\|_{\gamma(S; X)} = \|(g - g_n) \otimes x\|_{\gamma(S; X)} = \|g - g_n\|_{L^2(S)} \|x\|,
\]

and the result follows. \( \square \)

A refinement of this result will be proved in Proposition 9.2.8 below. The reader should be warned that in general not every operator \( T \in \gamma_\infty(L^2(S), X) \) has the form \( \mathbb{I}_{f} \) for some strongly \( \mu \)-measurable function \( f : S \rightarrow X \) that is weakly in \( L^2 \) (see Example 9.3.5). However, in the case of a discrete measure space every operator has this form.

Example 9.2.6. Consider an operator \( T \in \gamma(\ell^2, X) \) and define \( f : \mathbb{N} \rightarrow X \) by \( f(n) := Tu_n \), where \( (u_n)_{n \geq 1} \) is the standard unit basis of \( \ell^2 \). Then \( T = \mathbb{I}_{f} \).

The following elementary convergence result will be frequently used to identify a limit of a sequence in \( \gamma(S; X) \).

Lemma 9.2.7. Let \( T \in \gamma(S; X) \) and let \( (f_n)_{n \geq 1} \) be a sequence of functions in \( \gamma(S; X) \). Suppose that \( \lim_{n \to \infty} \mathbb{I}_{f_n} = T \) in \( \gamma(S; X) \). Let \( f : S \rightarrow X \) be strongly measurable and weakly in \( L^2(S) \). If for all \( x^* \in X^* \) we have \( (f_n, x^*) \to (f, x^*) \) almost everywhere, then \( T = \mathbb{I}_{f} \).

Proof. It suffices to show that for all \( x^* \in X^* \) we have \( T^*x^* = (f, x^*) \).

Fix an element \( x^* \in X^* \). By (9.7),

\[
\|(f_n, x^*) - T^*x^*\|_{L^2(S)} \leq \|\mathbb{I}_{f_n} - T\|_{\gamma(S; X)} \|x^*\|
\]

and the latter converges to zero. Therefore, \( (f_n, x^*) \to T^*x^* \) in \( L^2(S) \). Choosing a subsequence \( (f_{n_k})_{k \geq 1} \) such that \( (f_{n_k}, x^*) \to T^*x^* \) almost everywhere, it follows that \( (f, x^*) = T^*x^* \). \( \square \)

We conclude with a useful approximation result.

Proposition 9.2.8. If \( f : S \rightarrow X \) belongs to \( \gamma(S; X) \), then there exists a sequence of \( \mu \)-simple functions \( f_n : S \rightarrow X \) with the following properties:

1. \( f_n \rightarrow f \) in \( \gamma(S; X) \);
2. \( f_n \rightarrow f \) \( \mu \)-almost everywhere on \( S \).
Proof. We prove the proposition in three steps.

Step 1 – First we consider the case $\mu(S) < \infty$. By normalising $\mu$ we may then assume that $\mu(S) = 1$.

Off a set of arbitrarily small measure, the strongly $\mu$-measurable function $f$ belongs to $L^\infty(S;X)$, and an approximation result in this space, stated in Lemma 1.2.19, guarantees that for each $\varepsilon > 0$ there exists a $\mu$-simple function $g$ and a set $B \in \mathcal{A}$ with $\mu(B) > 1 - \varepsilon$ such that $\sup_{s \in B} \|f(s) - g(s)\| < \varepsilon$. We use this observation to find a sequence of $\mu$-simple functions $(f_n)_{n \geq 1}$ and a sequence of measurable sets $(B_n)_{n \geq 1}$ such that

$$\sup_{s \in B_n} \|f_n(s) - f(s)\| < \frac{1}{n} \quad \text{and} \quad \mu(S \setminus B_n) < 2^{-n-1}.$$  

Upon replacing $B_n$ by $\bigcap_{j \geq n} B_j$, the sets $(B_n)_{n \geq 1}$ can be taken to be increasing with $\mu(S \setminus B_n) < 2^{-n}$. For each $n \geq 1$, let $(A_{nm})_{m=1}^{M_n}$ be the atoms of the $\sigma$-algebra generated by the sets $B_1, \ldots, B_n$ and the functions $f_1, \ldots, f_n$. Let

$$P_n f = \sum_{m=1}^{M_n} 1_{A_{nm}} \otimes \frac{1}{\mu(A_{nm})} \int_{A_{nm}} f \, d\mu.$$  

The set $B = \bigcup_{n \geq 1} B_n$ satisfies $\mu(B) = 1$. Now fix $s \in B$ and choose an arbitrary $\varepsilon > 0$. Let $N \geq 1$ be so large that $\frac{2}{N} < \varepsilon$ and $s \in B_N$. Fix an arbitrary $n \geq N$ and choose $m$ such that $s \in A_{nm}$. Note that $\|f - f_N\| < 1/N$ on $A_{nm}$. Then also $\|P_n f - P_n f_N\| < 1/N$ on $A_{nm}$. But for $n \geq N$ we have $P_n f_N = f_N$ and therefore

$$\|f(s) - P_n f(s)\| \leq \|f(s) - f_N(s)\| + \|P_n f_N(s) - P_n f(s)\| < \frac{1}{N} + \frac{1}{N} < \varepsilon.$$  

This shows that $P_n f \to f$ $\mu$-almost everywhere.

Step 2 – If $\mu(S) = \infty$, Proposition 1.1.15 guarantees that $f$ vanishes off a $\sigma$-finite subset of $S$, so without loss of generality we may assume that $\mu$ is $\sigma$-finite to begin with. Then we can find a sequence of disjoint sets $S_1, S_2, \ldots$ in $\mathcal{A}$ such that $\mu(S_m) < \infty$ and $\bigcup_{m \geq 1} S_m = S$. Applying Step 2 to each set $S_m$, we find a sequence $(P_{mn} f)_{n \geq 1}$ supported in $S_m$ such that $\lim_{n \to \infty} P_{mn} f = f$ almost everywhere on $S_m$. The function $P_n f := \sum_{m=1}^{n} 1_{S_m} P_{mn} f$ then has the desired properties.

Step 3 – The convergence $P_n f \to f$ in $\gamma(S;X)$ is a consequence of Theorem 9.1.14 since we may regard the operators as self-adjoint operators in $L^2(S)$ as well and there we have $P_n h = \sum_{m=1}^{n} 1_{S_m} P_{mn} h \to h$ in the norm of $L^2(S)$. \( \square \)

9.2.b Square integrability versus $\gamma$-radonification

Let $(S, \mathcal{A}, \mu)$ be a measure space. Recall the notation $\gamma(S;X) := \gamma(L^2(S),X)$ introduced before, where we agreed to say that a function $f : S \to X$ belongs
to $\gamma(S; X)$ if it is strongly $\mu$-measurable and weakly in $L^2$ and the associated Pettis integral operator $\mathbb{I}_f : L^2(S) \to X$ belongs to $\gamma(S; X)$.

We proceed with a characterisation of the functions $f : S \to K$ in $\gamma(S; K)$ for a Hilbert space $K$. Somewhat informally, the next result asserts that

$$\gamma(S; K) = L^2(S; K).$$

This is one of the reasons why $\|f\|_{\gamma(S;K)}$ is sometimes called a ‘square function norm’. In Theorems 9.2.10 and 9.2.11 below we will see that one-sided continuous inclusions $L^2(S;X) \hookrightarrow \gamma(S;X)$ and $\gamma(S;X) \hookrightarrow L^2(S;X)$ hold for a Banach space $X$ if $X$ has type 2 and cotype 2, respectively. In Section 9.3 we will see another reason why $\gamma(S;X)$ is called a square function space.

**Proposition 9.2.9.** Let $(S, \mathcal{A}, \mu)$ be a measure space and let $K$ be a Hilbert space. Then:

1. if $T \in \gamma(S; K)$, the $T = \mathbb{I}_f$ for a unique $f \in L^2(S; K)$;
2. if $f : S \to K$ is strongly measurable and weakly $L^2$ and $\mathbb{I}_f \in \gamma(S; K)$, then $f \in L^2(S; K)$.

In this situation we have $\|f\|_{\gamma(S;K)} = \|f\|_{L^2(S;K)}$.

**Proof.** Let $T : L^2(S) \to K$ have finite rank, say $T = \sum_{n=1}^{N} h_n \otimes k_n$ with $h_1, \ldots, h_N$ orthonormal in $L^2(S)$. Then for all $g \in L^2(S)$ we have

$$Tg = \sum_{n=1}^{N} \left( \int_{S} h_n g \, d\mu \right) k_n,$$

which shows that $T = \mathbb{I}_f$ with $f = \sum_{n=1}^{N} h_n \otimes k_n$, where now we interpret $h_n \otimes k_n$ as the function $s \mapsto h_n(s)k_n$. Furthermore, by Example 9.2.4 we have

$$\|T\|_{\gamma(S; K)}^2 = \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n k_n \right\|^2 = \sum_{n=1}^{N} \|k_n\|^2 = \|f\|_{L^2(S; K)}^2.$$

Since the finite rank operators are dense in $\gamma(S; K)$ this gives (1). To prove (2) we note that if $\mathbb{I}_f \in \gamma(S; K)$, then by (1) we have $\mathbb{I}_f = \mathbb{I}_g$ for some $g \in L^2(S; K)$. But then for all $k^* \in K^*$ we have $\langle f, k^* \rangle = \mathbb{I}_f^* k^* = \mathbb{I}_g^* k^* = \langle g, k^* \rangle$ and therefore $f = g$ $\mu$-almost everywhere by Corollary 1.1.25. In particular, $f \in L^2(S; K)$. \qed

In Proposition 9.2.9 we have seen that $\gamma(S; X) = L^2(S; X)$ isometrically if $X$ is a Hilbert space. In the rest of this subsection we shall investigate the situation for Banach spaces $X$ and we will show that the preceding identity characterises Hilbert spaces.

Recall that $\gamma_{p,X}$ and $\gamma_{q,X}$ denote the Gaussian type $p$ and Gaussian cotype $q$ constants (see Section 7.1.d).
Theorem 9.2.10. Let $X$ be a Banach space and let $(S, \mathcal{A}, \mu)$ be a measure space.

1. If $X$ has type 2, then the identity mapping $f \otimes x \mapsto f \otimes x$ extends to a continuous embedding $L^2(S;X) \hookrightarrow \gamma(S;X)$. Moreover,

$$\|f\|_{\gamma(S;X)} \leq \tau_{2,X}^\gamma \|f\|_{L^2(S;X)}, \quad f \in L^2(S;X).$$

2. If $\dim(L^2(S)) = \infty$ and there exists a constant $\tau > 0$ such that for all $\mu$-simple functions $f : S \to X$ we have

$$\|f\|_{\gamma(S;X)} \leq \tau \|f\|_{L^2(S;X)},$$

then $X$ has type 2 and constant $\tau_{2,X}^\gamma \leq \tau$.

The above result and Theorem 9.2.11 below can be used to give a short proof of Theorem 7.1.20.

Proof. (1): By density it suffices to show that the estimate in (1) holds for every $\mu$-simple function $f := \sum_{n=1}^N |S_n|^{-1/2} 1_{S_n} \otimes x_n$, where $(S_n)_{n=1}^N$ is a disjoint sequence in $\mathcal{A}$. By Example 9.2.4,

$$\|f\|_{\gamma(S;X)} = \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^2(\mu;X)} \leq \tau_{2,X}^\gamma \left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2} = \tau_{2,X}^\gamma \|f\|_{L^2(S;X)}.$$

(2): Fix a sequence $(x_n)_{n=1}^N$ in $X$ and choose a sequence of disjoint sets $(S_n)_{n=1}^N$ in $\mathcal{A}$ with $0 < \mu(S_n) < \infty$; the latter is possible since $\dim(L^2(S)) = \infty$. Let $f := \sum_{n=1}^N |S_n|^{-1/2} 1_{S_n} \otimes x_n$ as before. Then

$$\left( \mathbb{E} \left\| \sum_{n=1}^N \gamma_n x_n \right\|^2 \right)^{1/2} = \|f\|_{\gamma(S;X)} \leq \tau \|f\|_{L^2(S;X)} = \tau \left( \sum_{n=1}^N \|x_n\|^2 \right)^{1/2}.$$

In Sections 9.7.a and 9.7.b we will show that for Banach spaces with type $p$ certain spaces of smooth functions embed in $\gamma(0, 1; X)$. Moreover, such results characterise the type $p$ property.

The next result is the ‘dual’ version of Theorem 9.2.10 and is proved in the same way.

Theorem 9.2.11. Let $X$ be a Banach space and let $(S, \mathcal{A}, \mu)$ be a measure space.

1. If $X$ has cotype 2, then the identity mapping $f \otimes x \mapsto f \otimes x$ extends to a continuous embedding $\gamma(S;X) \hookrightarrow L^2(S;X)$ and

$$\|f\|_{L^2(S;X)} \leq c_{2,X}^\gamma \|f\|_{\gamma(S;X)}, \quad f \in \gamma(S;X).$$
(2) If \( \dim(L^2(S)) = \infty \) and there exists a constant \( c \) such that for all \( \mu \)-simple functions \( f : S \to X \) we have

\[
\|f\|_{L^2(S;X)} \leq c \|f\|_{\gamma(S;X)},
\]

then \( X \) has cotype 2 and constant \( c_{2,X}^2 \leq c \).

We can now prove a converse to Proposition 9.2.9, where it has been observed that \( \gamma(S;X) = L^2(S;X) \) isometrically if \( X \) is a Hilbert space. This converse asserts, somewhat informally, that if \( \gamma(S;X) \simeq L^2(S;X) \), then \( X \) is isomorphic to a Hilbert space.

**Corollary 9.2.12.** Let \( X \) be a Banach space and suppose that \( \dim(L^2(S)) = \infty \). If there are constants \( c \) and \( \tau \) such that for all \( \mu \)-simple functions \( f : S \to X \) we have

\[
c^{-1} \|f\|_{L^2(S;X)} \leq \|f\|_{\gamma(S;X)} \leq \tau \|f\|_{L^2(S;X)},
\]

then there exists a Hilbert space \( H \) and an isomorphism \( J : X \to H \) such that \( \|J\| = 1 \), \( \|J^{-1}\| = c \tau \).

**Proof.** By Theorems 9.2.10 and 9.2.11, \( X \) has type 2 with constant \( \tau_{2,X}^2 \leq \tau \) and cotype 2 with constant \( c_{2,X}^2 \leq c \). Therefore, the result follows from Kwapien’s theorem (Theorem 7.3.1).

One may wonder about the role of the exponent 2 in the above results. The following result shows that the type 2 and cotype 2 properties in both second parts of Theorems 9.2.10 and 9.2.11 already follow under much weaker assumptions.

**Theorem 9.2.13.** Let \( X \) be a Banach space.

(1) If there exists a constant \( \tau \geq 0 \) such that for all \( \mu \)-simple functions \( f : (0,1) \to X \) we have

\[
\|f\|_{\gamma(0,1;X)} \leq \tau \|f\|_{L^\infty(0,1;X)},
\]

then \( X \) has type 2 and \( \tau_{2,X}^2 \leq \tau \).

(2) If there exists a constant \( c \geq 0 \) such that for all \( \mu \)-simple functions \( f : (0,1) \to X \) we have

\[
\|f\|_{L^1(0,1;X)} \leq c \|f\|_{\gamma(0,1;X)},
\]

then \( X \) has cotype 2 and \( c_{2,X}^2 \leq c \).

**Proof.** Let \( (x_n)_{n=1}^N \) be a sequence in \( X \) with at least one non-zero element. Choose a disjoint sequence \( (S_n)_{n=1}^N \) of Borel sets in \( (0,1) \) with

\[
|S_n| = \frac{\|x_n\|^2}{\sum_{n=1}^N \|x_n\|^2}
\]
and let \( f := \sum_{n=1}^{N} |S_n|^{-1/2} 1_{S_n} \otimes x_n \). In case (1) it follows that
\[
\left( E \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|^2 \right)^{1/2} = \| f \|_{L^1(0,1;X)} \leq \tau \| f \|_{L^\infty(0,1;X)} = \tau \left( \sum_{n=1}^{N} \| x_n \|^2 \right)^{1/2}.
\]
In case (2) it follows that
\[
\left( \sum_{n=1}^{N} \| x_n \|^2 \right)^{1/2} = \| f \|_{L^1(0,1;X)} \leq \epsilon \| f \|_{\gamma(0,1;X)} = \epsilon \left( E \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|^2 \right)^{1/2}.
\]

9.2.c Trace duality and the \( \gamma \)-Hölder inequality

We now specialise the trace duality discussed in Section 9.1.f to \( H = L^2(S) \). This leads to an interesting inequality of Hölder type.

**Theorem 9.2.14.** Let \((S, \mathcal{A}, \mu)\) be a measure space.

(1) If \( f : S \to X \) and \( g : S \to X^* \) belong to \( \gamma(S;X) \) and \( \gamma(S;X^*) \) respectively, then \( (f, g) \in L^1(S) \),
\[
\int_S \langle f, g \rangle \, d\mu = \text{tr}(I_f^*g),
\]
and
\[
\| (f, g) \|_{L^1(S)} \leq \| f \|_{\gamma(S;X)} \| g \|_{\gamma(S;X^*)}.
\]

(2) Let \( X \) be \( K \)-convex and let \( Y \subseteq X^* \) be a closed subspace that is norming for \( X \). A strongly measurable and weakly \( L^2 \) function \( f : S \to X \) belongs to \( \gamma(S;X) \) if and only if
\[
\left| \int_S \langle f, g \rangle \, d\mu \right| \leq C \| g \|_{\gamma(S;X^*)}
\]
for all \( g \in L^2(S) \otimes Y \), and in this case we have \( \| f \|_{\gamma(S;X)} \leq K_X^* C \).

**Proof.** We first establish (1) in two steps:

**Case of simple functions \( f \) and \( g \):** We can express \( f \) and \( g \) in the form
\[
f = \sum_{n=1}^{N} \frac{1}{\sqrt{\mu(S_n)}} 1_{S_n} \otimes x_n \quad \text{and} \quad g = \sum_{n=1}^{N} \frac{1}{\sqrt{\mu(S_n)}} 1_{S_n} \otimes x_n^*,
\]
where \( S_n \in S \) are disjoint with finite positive measure, \( x_n \in X \) and \( x_n^* \in X^* \). Choose scalars \( \epsilon_n \in \mathbb{K} \) of modulus one such that \( \epsilon_n \langle x_n, x_n^* \rangle = |\langle x_n, x_n^* \rangle| \). Then
\[
\| (f, g) \|_{L^1(S)} = \sum_{n=1}^{N} |\langle x_n, x_n^* \rangle| = \sum_{n=1}^{N} \epsilon_n \langle x_n, x_n^* \rangle.
\]
9.2 Functions representing a \( \gamma \)-radonifying operator

\[
\leq \left\| \sum_{n=1}^{N} \epsilon_n \gamma_n x_n \right\|_{L^2(\Omega; X)} \left\| \sum_{n=1}^{N} \gamma_n x_n^* \right\|_{L^2(\Omega; X^*)} = \|f\|_{\gamma(S; X)} \|g\|_{\gamma(S; X^*)}.
\]

To prove the identity for the trace note that

\[
\|I_g^*I_f\|_{\mathcal{C}^1(H)} \leq \|f\|_{\gamma(S; X)} \|g\|_{\gamma(S; X^*)}
\]

by Proposition 9.1.22. Extending \((1_{S_n}/\sqrt{\mu(S_n)})_{n=1}^{N}\) to an orthonormal basis \((h_i)_{i\in I}\) for \(L^2(S)\),

\[
\int_S (f, g) \, d\mu = \sum_{n=1}^{N} \langle x_n, x_n^* \rangle = \sum_{i\in I} \langle I_I^* I_f, I_I^* I_g \rangle_h = \text{tr}(I_I^* I_f).
\]

**Approximation by simple functions:** Suppose that we already know the result for some fixed \(g : S \to X^*\) in \(\gamma(S; X^*)\) and for all simple \(f : S \to X\). We deduce the result for the same \(g\) and a general \(f : S \to X\) in \(\gamma(S; X^*)\) as follows: By Proposition 9.2.8 we can find simple functions \(f_n : S \to X\) such that \(f_n \to f\) in \(\gamma(S; X)\) and \(\mu\)-almost everywhere. By assumption, we have

\[
\|\langle f_m, g \rangle - \langle f_n, g \rangle\|_{L^1(S)} \leq \|f_m - f_n\|_{\gamma(S; X)} \|g\|_{\gamma(S; X^*)} \to 0
\]
as \(m, n \to \infty\). Therefore, \((\langle f_n, g \rangle)_{n \geq 1}\) converges in \(L^1(S)\) to a function \(h\), say. On the other hand, we also know that \(\langle f_n, g \rangle \to \langle f, g \rangle\) \(\mu\)-almost everywhere. Thus in fact \(\langle f, g \rangle = h \in L^1(S)\), and hence \(\langle f_n, g \rangle \to \langle f, g \rangle\) in \(L^1(S)\). From this convergence as well as from \(f_n \to f\) in \(\gamma(S; X)\), (1) easily follows using the trace estimate of Proposition 9.1.22.

Note that simple exchanging the roles of \(f\) and \(g\), the same argument also shows that if the result holds for some fixed \(f : S \to X\) in \(\gamma(S; X)\) and for all simple \(g : S \to X^*\), then it holds for the same \(f\) and a general \(g : S \to X^*\) in \(\gamma(S; X^*)\).

Let now \(g\) be simple and fixed. Then we know the result when also \(f\) is simple, and therefore, by the previous approximation, when \(f\) is arbitrary. Then let \(f\) be arbitrary and fixed. By what we just said, we know the result when \(g\) is simple, and therefore, by the previous approximation, when \(g\) is arbitrary. This completes the proof of (1).

(2): We have already proved that the ‘only if part’ holds with constant \(C = \|f\|_{\gamma(S; X)}\); \(K\)-convexity is not needed here.

To prove the ‘if’ part we assume that \(X\) is \(K\)-convex. Let \(R : L^2(S) \to X^*\) be a finite rank operator taking values in \(Y\), say \(R = \sum_{n=1}^{N} h_n \otimes x_n^*\) with \((h_n)_{n=1}^{N}\) orthonormal in \(L^2(S)\) and \((x_n^*)_{n=1}^{N}\) a sequence in \(Y\). Let \(g : S \to Y\) be given by \(g(s) = \sum_{n=1}^{N} h_n(s)x_n^*\). Since \(R^*1_f\) is a finite rank operator on \(L^2(S)\) taking its range in the span of \((h_n)_{n=1}^{N}\), its trace is well defined and given by
\[ \text{tr}(R^*1_f) = \sum_{n=1}^{N} (1_f h_n, x_n^*), \]

As a consequence, the assumption in (2) gives us
\[ |\text{tr}(R^*1_f)| = \left| \int_S \langle f, g \rangle \mu(s) \right| \leq C \|g\|_{\gamma(S; X^*)} = C \|R\|_{\gamma(S; X^*)}, \]

The result now follows from Proposition 9.1.23.

\section*{9.3 Square function characterisations}

In this section we show that the norm of \( \gamma(H, X) \) has an equivalent square function interpretation when \( X \) is a Banach function space with finite cotype. In Section 9.3.a this will be demonstrated for \( X = L^p(S) \) and in Section 9.3.b for the general case. Moreover, we will characterise those functions \( f : S \to X \) belonging to \( \gamma(S; X) \).

\subsection*{9.3.a Square functions in \( L^p \)-spaces}

We begin with the concrete case when \( X = L^p(S) \) with \( p \in [1, \infty) \). We have the following characterisation:

\[ \textbf{Proposition 9.3.1.} \text{ Let } 1 \leq p < \infty. \text{ For a bounded operator } T \in \mathcal{L}(H, L^p(S)) \text{ the following assertions are equivalent:} \]

\begin{enumerate}
  \item \( T \in \gamma(H, L^p(S)) \);
  \item \( T \in \gamma\infty(H, L^p(S)) \);
  \item we have
    \[ \sup \left\| \left( \sum_{n=1}^{N} |Th_n|^2 \right)^{1/2} \right\|_{L^p(S)} < \infty, \]
\end{enumerate}

where the supremum is over all finite orthonormal systems \( \{h_1, \ldots, h_N\} \) in \( H \).

In this case,
\[ \|T\|_{\gamma^p(H, L^p(S))} = \sup \left\| \left( \sum_{n=1}^{N} |Th_n|^2 \right)^{1/2} \right\|_{L^p(S)}. \] (9.20)

\textbf{Proof.} The equivalence (1) \( \Leftrightarrow \) (2) follows from the more general coincidence of \( \gamma(H, X) \) and \( \gamma\infty(H, X) \) whenever \( X \) does not contain a copy of \( c_0 \) (Theorem 9.1.20); indeed, the space \( X = L^p(S) \), having finite cotype (Corollary 7.1.6), cannot contain a copy of \( c_0 \), which has no finite cotype (Corollary 7.1.10).

Taking \( x_n = Th_n \) for orthonormal \( h_n \in H \) in (9.14) we obtain the equivalence (2) \( \Leftrightarrow \) (3) as well as the identity (9.20) for the norms. \hfill \Box
In the case of a separable Hilbert spaces $H$ with orthonormal basis $(h_n)_{n \geq 1}$, we furthermore obtain the identity
\[
\|T\|_{\mathcal{L}(H; L^p(S))} = \|\gamma\|_{L^p(\Omega)} \left(\sum_{n \geq 1} |T h_n|^2\right)^{1/2} \|\phi\|_{L^p(S)}.
\] (9.21)

Any function $\phi \in L^p(S; H^*)$ defines a bounded operator $T_\phi \in \mathcal{L}(H; L^p(S))$ by the prescription $(T_\phi h)(s) := \langle h, \phi(s) \rangle$. We will show next that $T_\phi \in \gamma(H, L^p(S))$ and that all operators in $\gamma(H, L^p(S))$ have this form. Somewhat informally, the next proposition asserts that the mapping $\phi \mapsto T_\phi$ establishes an isomorphism of Banach spaces
\[
L^p(S; H^*) \simeq \gamma(H, L^p(S)).
\]
The reason for working with $L^p(S; H^*)$ and duality rather than with $L^p(S; H)$ and the inner product is that presently the mapping $\phi \mapsto T_\phi$ is linear; otherwise this mapping would be conjugate-linear. Over the real scalar field there is of course no difference.

**Proposition 9.3.2.** Let $1 \leq p < \infty$. Let $\phi : L^p(S; H^*)$ and define $T \in \mathcal{L}(H; L^p(S))$ by $(T h)(s) = \langle h, \phi(s) \rangle$. Then $T \in \gamma(H, L^p(S))$ and
\[
\|T\|_{\gamma(H, L^p(S))} = \|\gamma\|_{L^p(\Omega)} \|\phi\|_{L^p(S; H^*)}.
\] (9.22)

Conversely, if $T \in \gamma(H, L^p(S))$, then there exists a unique $\phi : L^p(S; H^*)$ such that $(T h)(s) = \langle h, \phi(s) \rangle$ for almost all $s \in S$.

**Proof.** Fix a function $\phi \in L^p(S; H^*)$. By strong measurability and the result of Example 9.1.12 we may assume that $H^*$, and hence $H$, is separable. In that case the norm in $\gamma^p(H, L^p(S))$ can be calculated using any orthonormal basis $(h_n)_{n \geq 1}$ for $H$ (see Theorem 9.1.17). Let $(h_n^*)_{n \geq 1}$ be the orthonormal basis in $H^*$ determined by the conditions $\langle h_n, h_m^* \rangle = \delta_{m,n}$. Let $I \subseteq \mathbb{N}$ be a finite index set. By (9.14),
\[
\left\|\sum_{n \in I} \gamma_n T h_n\right\|_{L^p(I; L^p(S))} = \|\gamma\|_{L^p(\Omega)} \left(\sum_{n \in I} |\langle h_n, \phi \rangle|^2\right)^{1/2} \|\phi\|_{L^p(S)}.
\] (9.23)

Noting that
\[
\left\|\left(\sum_{n \geq 1} |\langle h_n, \phi \rangle|^2\right)^{1/2}\right\|_{L^p(S)} = \|\phi\|_{L^p(S; H)},
\]
(9.23) implies that $\sum_{n \geq 1} \gamma_n T h_n$ converges in $L^p(\Omega; L^p(S))$. Taking $I = \{1, \ldots, N\}$ and passing to the limit $N \to \infty$, (9.22) follows as well.

In the converse direction, let $T \in \gamma^p(H; L^p(S))$ be given. By Proposition 9.1.17 we may again assume that $H$ is separable. Let $(h_n)_{n \geq 1}$ be an orthonormal basis of $H$; then $\sum_{n \geq 1} \gamma_n T h_n$ converges in $L^p(\Omega; L^p(S))$ by Theorem 9.1.17.
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Define \( \phi_N \in H^* \otimes L^p(S) \) by \( \phi_N := \sum_{n=1}^{N} h_n^* \otimes Th_n \). Using (9.23) we see that \( (\phi_N)_{N \geq 1} \) is a Cauchy sequence in \( L^p(S; H^*) \) and therefore it converges to some \( \phi \in L^p(S; H^*) \). For all \( h \in H \) which belong to the linear span of \( (h_n)_{n \geq 1} \) we clearly have \( Th = \langle h, \phi \rangle \). This identity extends to general \( h \in H \) by approximation. Uniqueness of \( \phi \) follows from Corollary 1.1.25.

For \( H = L^2(T) \), the above lemma takes the form

\[
L^p(S; L^2(T)) \simeq \gamma(T, L^p(S))
\]

upon identifying \( L^2(S) \) with its Banach space dual by identifying \( h \in L^2(S) \) with the functional in \( (L^2(S))^* \) given by

\[
g \mapsto \int_S gh \, d\mu.
\]

The norm of \( L^p(S; L^2(T)) \) is often called a square function norm.

**Corollary 9.3.3.** Let \( (S, \mathcal{A}, \mu) \) be a finite measure space and \( H \) a Hilbert space. For all \( T \in \mathcal{L}(H, L^\infty(S)) \) and \( 1 \leq p < \infty \) we have \( T \in \gamma(H, L^p(S)) \) and

\[
\|T\|_{\gamma(H, L^p(S))} \leq (\mu(S))^{1/p} \|\gamma\|_{L^p(T)} \|T\|_{\mathcal{L}(H, L^\infty(S))}.
\]

**Proof.** Let \( (h_n)_{n=1}^{N} \) be an orthonormal system in \( H \). Fixing \( c \in \ell^2_N \), for \( \mu \)-almost all \( s \in S \) we have

\[
\left| \sum_{n=1}^{N} c_n(Th_n)(s) \right| \leq \left\| \sum_{n=1}^{N} c_nTh_n \right\|_{\infty}
\]

\[
\leq \|T\|_{\mathcal{L}(H, L^\infty(S))} \left\| \sum_{n=1}^{N} c_nh_n \right\|_{H} = \|T\|_{\mathcal{L}(H, L^\infty(S))} \|c\|_{\ell^2_N}.
\]

Taking the supremum over a countable dense set in the unit ball of \( \ell^2_N \) we obtain the following estimate, valid for \( \mu \)-almost all \( s \in S \):

\[
\left( \sum_{n=1}^{N} |(Th_n)(s)|^2 \right)^{1/2} \leq \|T\|_{\mathcal{L}(H, L^\infty(S))}.
\]

Hence,

\[
\left\| \left( \sum_{n=1}^{N} |Th_n|^2 \right)^{1/2} \right\|_{L^p(S)} \leq \mu(S)^{1/p} \|T\|_{\mathcal{L}(H, L^\infty(S))}.
\]

By (9.21) the result follows from this.

A neat application of Corollary 9.3.3 is the \( \gamma \)-radonification of Sobolev embeddings.
Example 9.3.4 (Sobolev embeddings). Let $D \subseteq \mathbb{R}^d$ be open with finite Lebesgue measure. If $\alpha > d/2$ and $D$ is regular enough, it is well-known that we have the Sobolev embedding $W^{\alpha, 2}(D) \hookrightarrow L^\infty(D)$, and it follows from Corollary 9.3.3 that for all $p \in [1, \infty)$ the embedding

$$W^{\alpha, 2}(D) \hookrightarrow L^p(D)$$

is $\gamma$-radonifying.

Example 9.3.5 (Weighted indefinite integrals). Let $X = L^p(0, 1)$ with $p \in [1, \infty)$. Let $k : (0, 1) \times (0, 1) \to \mathbb{K}$ be a measurable function such that

$$\text{ess sup}_{t \in (0, 1)} \int_0^1 |k(t, s)|^2 \, ds < \infty. \tag{9.24}$$

Let $T : L^2(0, 1) \to L^p(0, 1)$ be the operator given by

$$(Tg)(t) = \int_0^1 k(t, s)g(s) \, ds. \tag{9.25}$$

Then by Hölder’s inequality $T \in \mathcal{L}(L^2(0, 1), L^\infty(0, 1))$ and therefore $T \in \gamma(0, 1; L^p(0, 1))$ by Corollary 9.3.3.

Incidentally, this example shows that not every operator $T \in \gamma(S; L^p(0, 1))$ has the form $I_f$ for some strongly measurable function $f : S \to L^p(0, 1)$. Indeed, let $p \in (2, \infty)$ and $\alpha \in (1/p, 1/2)$ and let $k(t, s) = |t-s|^{-\alpha}$. It is clear that this kernel satisfies (9.24). Now suppose that the operator $T$ defined by (9.25) is of the form $T = I_f$ for some strongly measurable function $f : (0, 1) \to L^p(0, 1)$ which is weakly $L^2$. Then for all $g \in L^p(0, 1)$ and $h \in L^2(0, 1)$ we have, using that $k(s, t) = k(t, s),$

$$\int_0^1 \int_0^1 k(t, s)g(s)h(t) \, ds \, dt = \langle Th, g \rangle = \langle h, T^*g \rangle = \langle h, \langle f, g \rangle \rangle.$$

It follows that for almost all $t \in (0, 1)$ we have $(f(s))(t) = k(t, s)$ for almost all $s \in (0, 1)$. But then, after choosing a jointly measurable function representing $f$, by Fubini’s theorem this implies that, for almost all $s \in (0, 1)$, we have $(f(s))(t) = k(t, s)$ for almost all $t \in (0, 1).$ Hence $\|f(s)\|_{L^p(0, 1)} = \infty$ for almost all $s \in (0, 1)$.

This phenomenon cannot occur if $X$ has cotype 2, since for any Banach space $X$ with cotype 2 we have a continuous inclusion $\gamma(0, 1; X) \hookrightarrow L^2(0, 1; X)$ (see Theorem 9.2.11).

9.3.b Square functions in Banach function spaces

Our next aim is to extend the isomorphism
of Section 9.3.6 to the setting where $L^p(S)$ is replaced by an arbitrary Banach function space with finite cotype. For the definition Banach function spaces the reader is referred to Appendix F.

In order to formulate the next result we need the following notation. For a Banach function space $E(S;X)$ over a measure space $(S,\mathcal{A},\mu)$ and a Banach space $X$, we denote by $E(S;X)$ the space of all strongly $\mu$-measurable functions $\phi : S \to X$ for which

$$\|\phi\|_{E(S;X)} := \|s \mapsto \|\phi(s)\|_X\|_{E(S)}$$

is finite. Arguing in the standard proof of for the completeness of $L^p(S;X)$-spaces, one easily shows that $E(S;X)$ is a Banach space. In the proof of the next theorem we will need the simple fact that if $f_n \to f$ in $E(S;X)$, then there exists a subsequence such that $f_{n_k} \to f$ $\mu$-almost everywhere. As for $L^p(S;X)$ the proof of this fact is a by-product of the completeness proof.

**Theorem 9.3.6.** Let $E(S)$ be a Banach function space with finite cotype. Then the mapping $U : E(S;H^*) \to \mathcal{L}(H,E(S))$ defined by

$$(Uf)h := \langle h, f(\cdot) \rangle, \quad h \in H,$$

defines an isomorphism of Banach spaces

$$E(S;H^*) \simeq \gamma(H,E(S)).$$

Furthermore, for an operator $T \in \mathcal{L}(H,E(S))$ the following assertions are equivalent:

1. $T \in \gamma(H,E(S))$;
2. there exists a function $0 \leq g \in E(S)$ such that for all finite orthonormal systems $(h_n)_{n=1}^N$ we have

$$\left(\sum_{n=1}^N |Th_n|^2\right)^{1/2} \leq g \quad \mu\text{-almost everywhere};$$

3. there exists a function $0 \leq g \in E(S)$ such that for all $h \in H$ we have

$$|Th| \leq \|h\|_H g \quad \mu\text{-almost everywhere};$$

4. there exists a function $k \in E(S;H^*)$ such that for all $h \in H$ we have

$$Th = \langle h, k(\cdot) \rangle \quad \mu\text{-almost everywhere.}$$

If $H$ is separable with an orthonormal basis $(h_n)_{n \geq 1}$, then we have the further equivalence
(5) The function \( \left( \sum_{n \geq 1} |Th_n|^2 \right)^{1/2} \) belongs to \( E(S) \).

In this situation, in (4) we may take \( k = \left( \sum_{n \geq 1} |Th_n|^2 \right)^{1/2} \) and we have

\[
\|T\|_{\gamma(H, E(S))} \approx_{E(S)} \|k\|_{E(S; H^*)} = \left\| \left( \sum_{n \geq 1} |Th_n|^2 \right)^{1/2} \right\|_{E(S)}.
\]

In the proof we will use that for all \( x_1, \ldots, x_N \in E(S) \) we have

\[
\left\| \sum_{n=1}^N |x_n|^2 \right\|_{E(S)} \approx_{E(S)} \sum_{n=1}^N |x_n|^2 \leq C \sum_{n=1}^N \gamma_n x_n \leq \sum_{n=1}^N \gamma_n x_n \right\|_{L^2(Q; E(S))}.
\]

The first estimate is the Khintchine–Maurey inequality (see Theorem 7.2.13) and the second estimate follows from Corollary 7.2.10.

Proof. Since \( E(S) \) has finite cotype, it does not contain a closed subspace isomorphic to \( c_0 \) (which fails to have finite cotype by Corollary 7.1.10). Therefore, by Theorem 9.1.20, \( \gamma_\infty(H, E(S)) = \gamma(H, E(S)) \); this will be used several times below.

(2)⇒(1): Let \( (h_n)_{n=1}^N \) be a finite orthonormal system \( (h_n)_{n=1}^N \) in \( H \). By (9.27), applied with \( x_n := Th_n \), (2) implies that

\[
E \left\| \sum_{n=1}^N \gamma_n Th_n \right\|_{E(S)}^2 \leq C^2 \|g\|_{E(S)}^2 < \infty.
\]

Since this is uniform over all finite orthonormal system in \( H \), this means that \( T \in \gamma_\infty(H, E(S)) \).

(1)⇒(3): By Proposition 9.1.7, \( T \) is supported on some separable closed subspace \( H' \) of \( H \), say with orthonormal basis \( (h'_n)_{n \geq 1} \). By a Cauchy sequence argument and letting \( N \to \infty \) in (9.27) with \( x_n = Th'_n \), we see that the function \( g = \left( \sum_{n \geq 1} |Th'_n|^2 \right)^{1/2} \) is well defined and belongs to \( E(S) \). Now let \( h \in H \) be arbitrary and write \( h = h' + (h')^\perp \) along the orthogonal decomposition \( H = H' \oplus (H')^\perp \). Then

\[
|Th| = |Th'| = \left| \sum_{n \geq 1} (h'|h'_n)Th'_n \right| \\
\leq \left( \sum_{n \geq 1} |(h'|h'_n)|^2 \right)^{1/2} \left( \sum_{n \geq 1} |Th'_n|^2 \right)^{1/2} \leq \|h'\|g \leq \|h\|g.
\]

(3)⇒(4) for separable \( H \): Choose a countable dense set \( H_0 \) in \( H \) which is closed under taking \( \mathbb{Q} \)-linear combinations. Let \( N \in \mathcal{S} \) be a \( \mu \)-null set such that for all \( s \in \mathcal{S} \) and for all \( h \in H_0 \), \( |Th(s)| \leq g(s)\|h\|_H \) and \( h \mapsto Th(s) \) is \( \mathbb{Q} \)-linear on \( H_0 \). For each fixed \( s \in \mathcal{S} \), the mapping \( h \mapsto Th(s) \) therefore
has a unique extension to an element \( k(s) \in H^* \) of norm \( \leq g(s) \) with \( Th(s) = \langle h, k(s) \rangle \) for all \( h \in H_0 \). Note that the right-hand side is \( \mu \)-measurable as a function of \( s \) since this is true for the left-hand side. By an approximation argument we obtain that for all \( h \in H \) we have \( Th(s) = \langle h, k(s) \rangle \) for \( \mu \)-almost all \( s \in S \).

\((4) \Rightarrow (2)\): Let \( (h_n)_{n=1}^N \) be an orthonormal sequence in \( H \) and let \( g = \|k\|_{H^*} \). Let \( N \in \mathcal{A} \) be a \( \mu \)-null set such that for all \( s \in \mathbb{C}N \) and all \( 1 \leq n \leq N \) we have \( Th_n(s) = \langle h_n, k(s) \rangle \). Then for \( s \in \mathbb{C}N \),

\[
\left( \sum_{n=1}^N |Th_n(s)|^2 \right)^{1/2} = \left( \sum_{n=1}^N |\langle h_n, k(s) \rangle|^2 \right)^{1/2} \leq \|k\|_{H^*} = g(s).
\]

This gives \((2)\). If \( H \) is separable with orthonormal basis \( (h_n)_{n \geq 1} \), equality is obtained in the preceding estimate if we pass to the limit \( N \to \infty \). This proves the last identity in \((9.26)\) if \( H \) is separable. The first part of \((9.26)\) for separable \( H \) follows by taking an orthonormal basis \( (h_n)_{n \geq 1} \) for \( H \) and letting \( N \) tend to infinity in \((9.27)\).

This completes the proofs of \((3) \Rightarrow (4) \Rightarrow (2)\) under the assumption that \( H \) is separable.

\((3) \Rightarrow (1)\) for general \( H \): The above argument proves that if \((3)\) holds, then the restriction of \( T \) to any separable closed subspace \( H' \) of \( H \) belongs to \( \gamma(H', E(S)) \) and satisfies \( \|T\|_{\gamma(H', E(S))} \leq C\|g\|_{E(S)} \). This implies that \( T \in \gamma_\infty(H, E(S)) \) and \( \|T\|_{\gamma_\infty(H, E(S))} \leq C\|g\|_{E(S)} \) and \((1)\) follows.

We have now completed the proof of the equivalences \((1) \iff (2) \iff (3)\), and, incidentally, the equivalence of these conditions with \((9.3.6)\).

\((1) \Rightarrow (4)\) for general \( H \): As in the proof of \((1) \Rightarrow (3)\) we may assume that \( H \) is separable, and for separable \( H \) the proof of all equivalences has already been established.

Let \((S, \mathcal{A}, \mu) \) and \((T, \mathcal{B}, \nu) \) be \( \sigma \)-finite measure spaces and \( E(S) \) a Banach function space over \((S, \mathcal{A}, \mu) \). As a variation on an observation in Proposition 1.2.25, the next lemma shows that strongly \( \nu \)-measurable functions \( T \to E(S) \) can be identified with jointly measurable functions on \( T \times S \).

**Lemma 9.3.7.** Let \((S, \mathcal{A}, \mu) \) and \((T, \mathcal{B}, \nu) \) be \( \sigma \)-finite measure spaces. Let \( E(S) \) be a Banach function space over \((T, \mathcal{B}, \nu) \). For each strongly \( \mu \)-measurable function \( f : T \to E(S) \), there exists a jointly \( \nu \times \mu \)-measurable function \( g : T \times S \to \mathbb{K} \) such that for \( \nu \)-almost all \( t \in T \) the identity \( g(t, s) = f(t)(s) \) holds for \( \mu \)-almost all \( s \in S \).

**Proof.** It suffices to consider the case of real scalars. By applying the invertible transformation in the range of our functions, we may assume that \( |f(t)(s)| < 1 \). By Lemma 2.1.4 we can find a sequence \((f_n)_{n \geq 1} \) of countably valued \( \nu \)-simple functions such that for \( \nu \)-almost all \( t \in T \), \( \|f_n(t)(\cdot) -
By Parseval’s identity, for all \( t \in T \),
\[
\| \sum_{n \geq 1} |f(t)\cdot - g_n(t,\cdot)| \|_{E(S)} \leq \sum_{n \geq 1} \| f(t)\cdot - g_n(t,\cdot) \|_{E(S)} < \infty.
\]
Thus for \( \nu \)-almost all \( t \in T \), for \( \mu \)-almost all \( s \in S \) we have \( \sum_{n \geq 1} |f(t)(s) - g_n(t, s)| < \infty \). Therefore, by Fubini’s theorem, \( (g_n)_{n \geq 1} \) converges \( \nu \times \mu \) almost everywhere, and we can put \( g(t, s) := \lim_{n \to \infty} g_n(t, s) \) for those \((t, s)\) for which this limit exists and zero otherwise. Clearly, \( g \) has the required properties. \( \square \)

We will now specialise Theorem 9.3.6 to the case \( H = L^2(T) \), identifying \( (L^2(T))^* = L^2(T) \) as usual.

**Theorem 9.3.8.** Let \((S, \mathcal{A}, \mu)\) and \((T, \mathcal{B}, \nu)\) be \( \sigma \)-finite measure spaces. Let \( E(S) \) be a Banach function space over \((S, \mathcal{A}, \mu)\) with finite cotype. For a strongly \( \nu \)-measurable function \( f : T \to E(S) \), the following assertions are equivalent:

1. \( \mathbb{I}_f \in \gamma(L^2(T), E(S)) \);
2. \( f \in E(S; L^2(T)) \).

In this case we have \( \| \mathbb{I}_f \|_{\gamma(L^2(T), E)} \approx \| f \|_{E(S; L^2(T))} \).

**Proof.** We begin with the observation that in both implications \((1) \Rightarrow (2)\) and \((2) \Rightarrow (1)\) there is no loss of generality in assuming that \( L^2(T) \) is separable. Indeed, for the first implication we note that \( \mathbb{I}_f \) is separably supported, and this allows us to pass to a \( \mu \)-countably generated sub-\( \sigma \)-algebra. For the second implication we argue similarly, now using that the strongly measurable functions \( f \) is \( \nu \)-essentially separably valued. This proves our claim. We may therefore fix an orthonormal basis \( (h_n)_{n \geq 1} \) in \( L^2(T) \) and put

\[
x_n := \int_T f(t)h_n(t) \, d\mu(t).
\]

By Proposition 1.2.25 we have

\[
x_n(s) = \int_T g(t, s)h_n(t) \, d\nu(t)
\]

for \( \mu \)-almost all \( s \in S \) and all \( n \geq 1 \).

Let \( g : T \times S \to K \) be as in Lemma 9.3.7. Note that \( \langle g(t, \cdot), x^* \rangle = \langle f(t), x^* \rangle \) for all \( x^* \in E^*(S) \).

\((1) \Rightarrow (2)\): Define

\[
f_n(t)(s) := \sum_{k=1}^n h_k(t)x_k(s).
\]

By Parseval’s identity, for all \( 0 \leq m \leq n \) we have
Observe that by Theorem $\text{kh}$ which can be seen as in Proposition $\text{Proposition}$. Here we used the fact that for $m \hookrightarrow N$ of sets of finite measure whose union covers $E$. Indeed, let $E$ everywhere convergent subsequence we find that $E$. By the assumption and Theorem $\text{Theorem}$ we find that there exists a function $F \in E(S; L^2(T))$ such that $F = \lim_{n \to \infty} f_n$ in $E(S; L^2(T))$. Taking an almost everywhere convergent subsequence we find that $f = F$. The final identity follows by taking $m = 0$ and letting $n \to \infty$.

(2) $\Rightarrow$ (1): Let $f \in E(S; L^2(T))$. We claim that $f$ is weakly in $L^2(T)$. Indeed, let $x^* \in E^*(S)$ with $\|x^*\| \leq 1$ be fixed. Since $(T, \mathcal{P}, \nu)$ is $\sigma$-finite there is an exhausting sequence for $T$, i.e., an increasing sequence $(C_m)_{m \geq 1}$ of sets of finite measure whose union covers $T$. For each $m \geq 1$, let $A_m = \{t \in T : \|f(t)\|_{E(S)} \leq m\} \cap C_m$. Then $1_{A_m} \langle f(\cdot), x^* \rangle$ belongs to $L^2(T)$ and for all $m, N \geq 1$ and all $h \in L^2(T)$ of norm one we have

$$\left| \langle h, 1_{A_m} \langle f(\cdot), x^* \rangle \rangle \right| = \left| \left( \int_T h(t) 1_{A_m} f(t) \, d\mu(t), x^* \right) \right|$$

$$= \left| \left( s \mapsto \int_T h(t) 1_{A_m} g(t, s) \, d\mu(t), x^* \right) \right|$$

$$\leq \left\| \langle g(\cdot, s), 1_{A_m} h \rangle \right\|_{E(S)}$$

$$\leq \left\| \langle g(\cdot, s) \|_{L^2(T)} \| 1_{A_m} h \|_{L^2(T)} \right\|_{E(S)}$$

Here we used the fact that for $\mu$-almost all $s \in S$,

$$\left( \int_T 1_{A_m} f(t) h(t) \, d\mu(t) \right)(s) = \int_T 1_{A_m} g(t, s) h(t) \, d\nu(t),$$

which can be seen as in Proposition $\text{Proposition}$.

Taking the supremum over all $\|h\| \leq 1$ and letting $m \to \infty$, we obtain $\|\langle f, x^* \rangle\|_{L^2(T)} \leq \|f\|_{E(S; L^2(T))}$. This proves the claim.

Since $f$ is weakly in $L^2$, the operator $\mathbb{1}_f : L^2(T) \to E(S)$ is bounded. Observe that by Theorem $\text{Theorem}$ and Bessel's inequality (applied $\mu$-almost everywhere in $S$) we have

$$\left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^2(\Omega; E)} \leq E \left\| s \mapsto \left( \sum_{n=1}^N |x_n(s)|^2 \right)^{1/2} \right\|$$

$$= \left\| s \mapsto \left( \sum_{n=1}^N |\langle g(\cdot, s), h_n \rangle|^2 \right)^{1/2} \right\|_{E(S)}$$
9.4 Function space properties

In this section we will prove a number of further results which collectively show that spaces of \(\gamma\)-radonifying operators display many similarities with spaces of (generalised) measurable functions.

9.4.a Convergence theorems

We will show that operator sequences in \(\mathcal{L}(H \hookrightarrow X)\) satisfy convergence criteria analogous to the dominated convergence theorem and Fatou’s lemma from real analysis. We begin with an extension of the covariance domination result of Theorem 6.1.25. Somewhat informally it expresses that an operator that is ‘pointwise’ dominated by a \(\gamma\)-radonifying operator is itself a radonifying operator. This is yet another analogy of the \(\gamma\)-radonifying norm with Banach function space norms, but the pointwise domination in the sense of evaluating functions at every point is replaced by the application of the adjoint operators on every vector in the dual space.

**Theorem 9.4.1 (Domination).** Let \(H_1\) and \(H_2\) be Hilbert spaces and let \(T_1 \in \mathcal{L}(H_1 \hookrightarrow X)\) and \(T_2 \in \mathcal{L}(H_2 \hookrightarrow X)\). If

\[
\|T_1^* x^*\|_{H_1^*} \leq \|T_2^* x^*\|_{H_2^*}, \quad x^* \in X^*,
\]

then \(T_2 \in \gamma(H_2, X)\) implies \(T_1 \in \gamma(H_1, X)\) and for all \(1 \leq p < \infty\) we have

\[
\|T_1\|_{\gamma^p(H_1, X)} \leq \|T_2\|_{\gamma^p(H_2, X)}.
\]

In fact, there exists a linear contraction \(U \in \mathcal{L}(H_1, H_2)\) such that \(T_1 = T_2 U\), and hence \(\mathcal{R}(T_1) \subseteq \mathcal{R}(T_2)\).

The analogous result for \(\gamma_\infty(H, X)\) also holds and can be obtained with the same proof.

**Proof.** Put \(\bar{H}_1 = \overline{\mathcal{R}(T_1^*)}\) and \(\bar{H}_2 = \overline{\mathcal{R}(T_2^*)}\). By the assumption the mapping

\[
j : T_2^* x^* \mapsto T_1^* x^*
\]

is well defined and extends to a linear contraction from \(\bar{H}_2\) to \(\bar{H}_1\). We extend \(j\) to a contraction in \(\mathcal{L}(H_2^*, H_1^*)\) by setting

\[
j \equiv 0 \quad \text{on the orthogonal complement of } \bar{H}_2.
\]
Now let $U = j^* \in \mathcal{L}(H_1, H_2)$ where we identify $H_i^{**}$ with $H_i$ for $i = 1, 2$. Then for all $h \in H_1$ and $x^* \in X^*$ we have $\langle T_2U h, x^* \rangle = \langle h, j^*T_2^*x^* \rangle = \langle h, T_1^*x^* \rangle$. Hence $T_2U = T_1$ and the result follows from the right ideal property (Theorem 9.1.10).

**Theorem 9.4.2** ($\gamma$-Dominated convergence). Let $T_n, T \in \mathcal{L}(H, X)$ satisfy $\lim_{n \to \infty} T_n^* x^* = T^* x^*$ in $H^*$ for all $x^* \in X^*$. If there exists $U \in \gamma(H, X)$ such that

$$\|T_n^* x^*\|_{H^*} \leq \|U^* x^*\|_{H^*}$$

for all $n \geq 1$ and $x^* \in X^*$, then $T_n, T \in \gamma(H, X)$ and $\lim_{n \to \infty} T_n = T$ in $\gamma(H, X)$.

Using Example 9.1.21 one may check that the convergence assertion is false if $\gamma(H, X)$ is replaced by $\gamma_\infty(H, X)$.

**Proof.** Clearly, $\| (T_n - T)^* x^*\| \leq \|V^* x^*\|$, where $V = 2U$. By Theorem 9.4.1 we have $T_n, T \in \gamma(H, X)$ and $T_n - T = V U_n$ for suitable contractions $U_n \in \mathcal{L}(H)$ given by the analogues of (9.28) and (9.29) in this situation, i.e., $U_n = j_n^*$, where $j_n : V^* x^* \mapsto (T_n - T)^* x^*$ and $j_n$ annihilates $R(V^*)^\perp$. Therefore

$$\| T_n - T \|_{\gamma(H, X)} = \| V U_n \|_{\gamma(H, X)}.$$

We claim that $\lim_{n \to \infty} U_n^* h^* = 0$ for all $h^* \in R(V^*)$. Indeed, if $h^* = V^* x^*$ this follows from (9.28) and the assumption of the theorem, for

$$\lim_{n \to \infty} U_n^* V^* x^* = \lim_{n \to \infty} (T_n^* - T^*) x^* = 0.$$

Since $\sup_{n \geq 1} \| U_n \| \leq 1$ this extends to $\lim_{n \to \infty} U_n^* h^* = 0$ for all $h^* \in \overline{R(V^*)}$ and the claim follows. Now the result follows from Theorem 9.1.14. □

Applying the result of Theorem 9.4.2 to functions $\phi_n, \phi : S \to X$ we obtain the following corollary.

**Corollary 9.4.3.** Suppose $\phi_n, \phi : S \to X$ satisfy $\lim_{n \to \infty} \langle \phi_n, x^* \rangle = \langle \phi, x^* \rangle$ in $L^2(S)$ for all $x^* \in X^*$. If there exists $\psi \in \gamma(S; X)$ such that

$$\| \langle \phi_n, x^* \rangle \|_{L^2(S)} \leq \| \langle \psi, x^* \rangle \|_{L^2(S)}$$

for all $n \geq 1$ and $x^* \in X^*$, then $\phi_n \in \gamma(S; X)$ and $\lim_{n \to \infty} \phi_n = \phi$ in $\gamma(S; X)$.

**Example 9.4.4** (Multiplication by bounded functions). If $\phi \in \gamma(S; X)$ and $f \in L^\infty(S)$, then $f \phi \in \gamma(S; X)$ and

$$\|f \phi\|_{\gamma(S; X)} \leq \|f\|_{L^\infty(S)} \|\phi\|_{\gamma(S; X)}.$$

Moreover, if $(f_n)_{n \geq 1}$ is a bounded sequence in $L^\infty(S)$ satisfying $\lim_{n \to \infty} f_n = f$ almost everywhere, then

$$\lim_{n \to \infty} \|f_n \phi - f \phi\|_{\gamma(S; X)} = 0.$$
An interesting special case is provided next.

**Example 9.4.5 (Truncation).** If \( \phi \in \gamma(S; X) \), then
\[
\lim_{n \to \infty} \| \phi - 1_{\{\|\phi\| \leq n\}} \phi \|_{\gamma(S; X)} = 0.
\]

We continue with an analogue of Fatou’s lemma:

**Proposition 9.4.6 (\( \gamma \)-Fatou lemma).** Let \( (T_n)_{n \geq 1} \) be a bounded sequence in \( \gamma(H, X) \). If \( T \in \mathcal{L}(H, X) \) is an operator such that
\[
\lim_{n \to \infty} \langle T_n h, x^* \rangle = \langle Th, x^* \rangle, \quad h \in H, \ x^* \in X^*,
\]
then \( T \in \gamma(H, X) \) and for all \( 1 \leq p < \infty \) we have
\[
\|T\|_{\gamma_p(H, X)} \leq \liminf_{n \to \infty} \|T_n\|_{\gamma_p(H, X)}.
\]

**Proof.** Let \( \{h_1, \ldots, h_K\} \) be an orthonormal system in \( H \). For a fixed \( \omega \in \Omega \),
\[
\left\| \sum_{k=1}^K \gamma_k(\omega) T_h k \right\| = \sup_{x^* \in B_{X^*}} \left| \left\langle \sum_{k=1}^K \gamma_k(\omega) T_h k, x^* \right\rangle \right|
\]
\[
= \sup_{x^* \in B_{X^*}} \lim_{n \to \infty} \left| \left\langle \sum_{k=1}^K \gamma_k(\omega) T_n h_k, x^* \right\rangle \right| \leq \liminf_{n \to \infty} \left\| \sum_{k=1}^K \gamma_k(\omega) T_n h_k \right\|.
\]
Taking \( p \)th powers and applying the usual Fatou’s lemma, we deduce that
\[
\mathbb{E} \left\| \sum_{k=1}^K \gamma_k T_h k \right\|^p \leq \liminf_{n \to \infty} \mathbb{E} \left\| \sum_{k=1}^K \gamma_k T_n h_k \right\|^p \leq \liminf_{n \to \infty} \left\| T_n \right\|_{\gamma_p(H, X)}^p.
\]
Taking the supremum over all finite orthonormal systems proves the proposition. \( \square \)

If \( H = L^2(S) \) we may replace the weak convergence assumption by a pointwise convergence assumption:

**Corollary 9.4.7.** Let \( \phi_n : S \to X \) be functions in \( \gamma(S; X) \) with
\[
\sup_n \|\phi_n\|_{\gamma(S; X)} < \infty,
\]
and let \( \phi : S \to X \) be a strongly \( \mu \)-measurable function such that for all \( x^* \in X^* \) we have
\[
\lim_{n \to \infty} \langle \phi_n, x^* \rangle = \langle \phi, x^* \rangle \quad \text{almost everywhere.}
\]
Then \( \phi \in \gamma(S; X) \) and for all \( 1 \leq p < \infty \) we have
\[
\|\phi\|_{\gamma_p(S; X)} \leq \liminf_{n \to \infty} \|\phi_n\|_{\gamma_p(S; X)}.
\]
Proof. We begin by noting that for all $x^* \in X^*$ we have $\|\langle \phi_n, x^* \rangle\|_{L^2(S)} \leq \|\phi_n\|_{\gamma_0(S;X)}\|x^*\|$.

We claim that for all $f \in L^2(S)$ and $x^* \in X^*$ we have

$$\lim_{n \to \infty} \int_S f(\phi_n, x^*) \, d\mu = \int_S f(\phi, x^*) \, d\mu.$$ 

To prove this fix an element $x^* \in X^*$. Using the reflexivity of $L^2(S)$, every subsequence $(\phi_{nk})$ of $(\phi_n)$ has a further subsequence $(\phi_{nk})$ such that $\langle \phi_{nk}, x^* \rangle \to g$ weakly in $L^2$ for some function $g \in L^2(S)$. By the almost everywhere convergence $\langle \phi_n, x^* \rangle \to \langle \phi, x^* \rangle$ we see that $g = \langle \phi, x^* \rangle$.

The above being true for every subsequence $(\phi_{nk})$, the claim has been proved. This means that the assumptions of Proposition 9.4.6 are satisfied and the result follows.

\[ \square \]

9.4.b Fubini-type theorems

In this section we consider ‘Fubini type’ isomorphisms of the form

$$L^p(S; \gamma(H, X)) \simeq \gamma(H, L^p(S; X)),$$

$$\gamma(G, \gamma(H, X)) \simeq \gamma(H, \gamma(G, X)),$$

which will be shown to hold for every Banach space $X$. The special case of the first isomorphism for $X = \mathbb{K}$ has already been established in Section 9.3.a.

Theorem 9.4.8 ($\gamma$-Fubini isomorphism). Let $(S, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space, let $H$ be a Hilbert space, and let $1 \leq p < \infty$. The mapping $U : L^p(S; \gamma(H, X)) \to \mathcal{L}(H, L^p(S; X))$ defined by

$$(Uf)h := f(\cdot,h), \quad h \in H,$$

defines an isometry of Banach spaces

$$L^p(S; \gamma^p(H, X)) \simeq \gamma^p(H, L^p(S; X)).$$

Proof. Let $f \in L^p(S; \gamma(H, X))$ be a $\mu$-simple function of the form $f = \sum_{m=1}^M \mathbf{1}_{S_m} \otimes U_m$, where $U_m = \sum_{n=1}^N h_n^* \otimes x_{mn}$ with $(h_n^*)_{n=1}^N$ orthonormal in $H^*$. Since each $f(s)$ is a finite rank operator, by (9.10) and Fubini’s theorem we obtain

$$\|Uf\|_{\gamma^p(H,L^p(S;X))} = \left( \mathbb{E} \left\| \sum_{n=1}^N \gamma_n (Uf)h_n \right\|_{L^p(S;X)}^p \right)^{1/p}$$

$$= \left( \int_S \mathbb{E} \left\| \sum_{n=1}^N \gamma_n f h_n \right\|_p^p \, d\mu \right)^{1/p}$$

$$= \left( \int_S \|f\|_{\gamma^p(H,X)}^p \, d\mu \right)^{1/p} = \|f\|_{L^p(S;\gamma^p(H,X))}.$$
Since $\mu$-simple functions $f$ of the above form are dense, this computation shows that $U$ extends to an isometry from $L^p(S; \gamma^p(H, X))$ onto a closed subspace of $\gamma^p(H, L^p(S; X))$. To show that this operator is surjective it is enough to show that its range is dense. However,

$$U \left( \sum_{m=1}^{M} 1_{S_m} \otimes \left( \sum_{n=1}^{N} h_n^* \otimes x_{mn} \right) \right) = \sum_{n=1}^{N} h_n^* \otimes \left( \sum_{m=1}^{M} 1_{S_m} \otimes x_{mn} \right),$$

for all $S_n \in \mathcal{A}$ with $\mu(S_n) < \infty$, orthonormal $h_1^*, \ldots, h_N^* \in H^*$, and arbitrary $x_{mn} \in X$. The elements appearing on the right hand side are dense in $\gamma^p(H, L^p(S; X))$.

**Proposition 9.4.9.** Let $G$ and $H$ be Hilbert spaces and $X$ be a Banach space. The mapping $g \mapsto (h \mapsto (g \otimes x))$ extends to an isometric isomorphism of Banach spaces

$$\gamma^p(G, \gamma^p(H, X)) \approx \gamma^p(H, \gamma^p(G, X)).$$

**Proof.** Let $g_1, \ldots, g_M \in G$ and $h_1, \ldots, h_N \in H$ be orthonormal systems and $(x_{mn})_{m,n=1}^{M,N} \subseteq X$. Then,

$$\left\| \sum_{m=1}^{M} g_m \otimes \left( \sum_{n=1}^{N} h_n \otimes x_{mn} \right) \right\|_{\gamma^p(G, \gamma^p(H, X))}^p = \EEE \left\| \sum_{m=1}^{M} g_m \sum_{n=1}^{N} \gamma^p_{mn} x_{mn} \right\|_{\gamma^p(H, \gamma^p(G, X))}^p.$$

Now we apply Fubini's theorem and rewrite the resulting expression as the norm of $\gamma^p(H, \gamma^p(G, X))$. \qed

Let $G$ and $H$ be Hilbert spaces. On $G \otimes H$, we define an inner product by

$$(g_1 \otimes h_1 \mid g_2 \otimes h_2) := (g_1 \mid g_2)(h_1 \mid h_2).$$

We write $G \otimes_2 H$ for the completion of $G \otimes H$ with respect to the norm induced by the above inner product.

**Theorem 9.4.10 (\(\gamma\)-Fubini theorem).** Let $G$ and $H$ be infinite dimensional Hilbert spaces. For a Banach space $X$ the following assertions are equivalent:

1. $X$ has Pisier’s contraction property;
2. the mapping

$$g \otimes (h \otimes x) \mapsto (g \otimes h) \otimes x$$

extends to an isomorphism of Banach spaces

$$\gamma(G, \gamma(H, X)) \approx \gamma(G \otimes_2 H, X).$$

**Proof.** For elements in the algebraic tensor products, the equivalence of norms is merely a restatement of the inequalities in Corollary 7.5.19. The general result follows by approximation. \qed
As an immediate consequence we have the following result.

**Corollary 9.4.11.** Let \((S_1, \mathscr{A}_1, \mu_1)\) and \((S_2, \mathscr{A}_2, \mu_2)\) be \(\sigma\)-finite measure spaces. If \(X\) has Pisier’s contraction property, then

\[
\gamma(L^2(S_1)), \gamma(L^2(S_2), X) \simeq \gamma(L^2(S_1 \times S_2), X).
\]

In certain special situations the use of Pisier’s contraction property can be avoided. The next example will be useful in Chapter 10.

**Example 9.4.12.** Let \((S, \mathscr{A}, \mu)\) be a measure space, \(H\) a Hilbert space and \(X\) a Banach space. For a fixed function \(g \in L^2(S)\) of norm one, the mapping \(\sum_{n=1}^N h_n \otimes x_n \mapsto \sum_{n=1}^N (g \otimes h_n) \otimes x_n\) extends to an isometry of \(\gamma(H, X)\) into \(\gamma(L^2(S; H), X)\). This allows us to interpret \(g \otimes T\), for every operator \(T \in \gamma(H, X)\), as an element of \(\gamma(L^2(S; H), X)\), and under this identification we have

\[
\|g \otimes T\|_{\gamma(L^2(S; H), X)} = \|g \otimes T\|_{\gamma(S; \gamma(H, X))} = \|g\|_{L^2(S)}\|T\|_{\gamma(H, X)}.
\]

The second identity is a trivial consequence of Proposition 9.1.3. To prove the first equality, we apply Proposition 9.1.3 twice:

\[
\left\| \sum_{n=1}^N (g \otimes h_n) \otimes x_n \right\|_{\gamma(L^2(S; H), X)} = \left\| \sum_{n=1}^N g_n x_n \right\|_{L^2(H, X)} \|g\|_{L^2(S)}
\]

\[
= \left\| \sum_{n=1}^N h_n \otimes x_n \right\|_{\gamma(L^2(S; H), X)} \|g\|_{L^2(S)}.
\]

### 9.4.c Partitions, type and cotype

An elementary property of the \(L^p\)-norms is the following identity for any measurable partition \(\{S_j\}_{j \geq 1} \subseteq \mathcal{A}\) of the underlying measure space \((S, \mathcal{A}, \mu)\):

\[
\|f\|_{L^p(S, \mu)} = \left( \sum_{j \geq 1} \|f|_{S_j}\|_{L^p(S_j, \mu)}^p \right)^{1/p}.
\]

The following result provides conditions for the analogous inequalities ‘\(\leq\)’ and ‘\(\geq\)’ for the \(\gamma\)-norm.

**Proposition 9.4.13.** Let \((S, \mathcal{A}, \mu)\) be a measure space.

1. Let \(X\) have type \(p \in [1, 2]\). Let \(\{S_j\}_{j \geq 1} \subseteq \mathcal{A}\) be a partition of \(S\). Then for all \(R \in \gamma(L^2(S), X)\) we have

\[
\|R\|_{\gamma(L^2(S), X)} \leq \kappa_{2, p} \gamma_{p} X \left( \sum_{j \geq 1} \|R|_{S_j}\|_{L^2(S_j, \mu)}^p \right)^{1/p}.
\]


Let $X$ have cotype $q \in [2, \infty]$ and let $(S_j)_{j \geq 1} \subseteq \mathcal{A}$ be disjoint. Then for all $R \in \gamma(L^2(S), X)$ we have

$$
\left( \sum_{j \geq 1} \|R|_{S_j}\|_{\gamma(L^2(S), X)}^q \right)^{1/q} \leq \kappa_{q,2}c_q, X \|R\|_{\gamma(L^2(S), X)},
$$

with the obvious modification if $q = \infty$.

**Proof.** (1) We may assume that $\mu(S_j) > 0$ for all $j$. Fixing $R$, we may also assume that $\Sigma$ is countably generated. As a result, $L^2(S)$ is separable and we may choose an orthonormal basis $(h_{jk})_{j,k \geq 1}$ for $L^2(S)$ in such a way that for each $j$ the sequence $(h_{jk})_{k \geq 1}$ is an orthonormal basis for $L^2(S_j)$. Let $(\gamma_{jk})_{j,k \geq 1}$ and $(r_{jk})_{j,k \geq 1}$ be a doubly-indexed Gaussian sequence and a Rademacher sequence on probability spaces $(\Omega, \mathbb{P})$ and $(\Omega', \mathbb{P}')$, respectively. By a standard randomisation argument,

$$
\|R\|_{\gamma(L^2(S), X)} = \left( \mathbb{E} \left\| \sum_{j,k \geq 1} \gamma_{jk}R|h_{jk}\right\|^2 \right)^{1/2}
$$

$$
= \left( \mathbb{E} \left\| \sum_{j,k \geq 1} \gamma_{jk}R|_{S_j}|h_{jk}\right\|^2 \right)^{1/2}
$$

$$
= \left( \mathbb{E} \left\| \sum_{j \geq 1} r_{jk} \sum_{k \geq 1} \gamma_{jk}R|_{S_j}|h_{jk}\right\|_{L^2(\Omega; X)}^2 \right)^{1/2}
$$

$$
\leq \tau_{p,L^2(\Omega; X)} \left( \sum_{j \geq 1} \left\| \sum_{k \geq 1} \gamma_{jk}R|_{S_j}|h_{jk}\right\|_{L^2(\Omega; X)}^p \right)^{1/p}
$$

$$
= \kappa_{2,p} \tau_{p,X} \left( \sum_{j \geq 1} \|R|_{S_j}\|_{\gamma(L^2(S), X)}^p \right)^{1/p}.
$$

(2): This is proved similarly. \qed}

### 9.5 The $\gamma$-multiplier theorem

In this section we will study under what conditions an operator-valued function $M : S \to \mathcal{L}(X, Y)$ acts as a ‘pointwise’ multiplier from $\gamma(S; X)$ to $\gamma(S; Y)$. We have already seen one such example in Example 9.4.4. The general case is more complicated and in general it is not sufficient that the range of $M$ is uniformly bounded. Below it will be shown that in the most common situations $M$ is bounded as a pointwise multiplier if and only if its range is essentially $\gamma$-bounded.

To warm up we consider the discrete case $S = \mathbb{N}$ with the counting measure. We fix $1 \leq p < \infty$. By Theorem 9.1.17 we know that $f \in \gamma(n; X)$ if and only if the sum $\sum_{n \geq 1} \gamma_n f(n)$ converges in $L^p(\Omega; X)$, in which case
Square functions and radonifying operators

\[ \|f\|_{\gamma_p(S;X)} = \left\| \sum_{n \geq 1} \gamma_n f(n) \right\|_{L^p(\Omega;X)}. \]

By considering finitely supported functions \( f \), we see that

\[ \|Mf\|_{\gamma_p(S;Y)} \leq C \|f\|_{\gamma_p(S;X)} \]

holds if and only if for all \( 1 \leq m \leq n \) and all \( x_m, \ldots, x_n \in X \) we have

\[ \left\| \sum_{j=m}^{n} \gamma_j M(j) x_j \right\|_{L^p(\Omega;Y)} \leq C \left\| \sum_{j=m}^{n} \gamma_j x_j \right\|_{L^p(\Omega;X)}. \quad (9.30) \]

This is clearly true if the range of \( M \) is \( \gamma \)-bounded, with constant \( C \) equal to its \( \gamma \)-bound. Conversely, (9.30) is almost the definition of \( \gamma \)-boundedness of the range of \( M \), except that (9.30) does not automatically involve possible repetitions of operators \( M(j) \), unless \( M \) takes each value infinitely many times. However, if \( X \) has finite cotype, then (9.30) implies that the range of \( M \) is \( \gamma \)-bounded: Following the lines of the proof that \( \gamma \)-boundedness implies \( R \)-boundedness under finite cotype (Theorem 8.1.3), (9.30) implies a similar estimate with Rademacher variables \( \varepsilon_j \) in place of the Gaussian \( \gamma_j \) under the same assumption. But Proposition 8.1.5 guarantees that the resulting \( R \)-boundedness type estimate with distinct operators \( M(j) \) already implies the full \( R \)-boundedness involving possible repetition. This then implies \( \gamma \)-boundedness, again by (Theorem 8.1.3).

9.5.a Sufficient conditions for pointwise multiplication

We will now extend the preceding considerations to general measure spaces \( (S, \mathcal{A}, \mu) \). Unlike in the discrete case this requires quite subtle approximation arguments.

The proof of our first main result relies on the \( \gamma \)-Fatou lemma (Proposition 9.4.6). This explains why a mapping from \( \gamma(S;X) \) into \( \gamma_\infty(S;Y) \) is obtained (rather than from \( \gamma(S;X) \) into \( \gamma(S;Y) \)).

**Theorem 9.5.1 (\( \gamma \)-Multiplier theorem).** Suppose that \( M : S \to L^p(X,Y) \) is strongly \( \mu \)-measurable (in the sense of Definition 8.5.1) and has \( \gamma \)-bounded range \( \mathcal{M} := \{ M(s) : s \in S \} \). Then for every function \( \phi : S \to X \) in \( \gamma(S;X) \), the function \( M\phi : S \to Y \) belongs to \( \gamma_\infty(S;Y) \) and

\[ \|M\phi\|_{\gamma_\infty(S;Y)} \leq \gamma_p(\mathcal{M}) \|\phi\|_{\gamma_p(S;X)}. \quad (9.31) \]

Furthermore, the mapping \( \tilde{M} : \phi \mapsto M\phi \) has a unique extension to a bounded operator

\[ \tilde{M} : \gamma_p(L^2(S),X) \to \gamma_\infty^p(L^2(S),Y) \]

of norm \( \|\tilde{M}\| \leq \gamma_p(\mathcal{M}) \).
In various situations the range space $\gamma_\infty(S;Y)$ can be replaced by $\gamma(S;Y)$; see Corollaries 9.5.2 and 9.5.3 below.

For the theorem to be applicable, it suffices to know that $M$ has $\gamma$-bounded range on $S \setminus N$ for some $\mu$-null set $N$, provided one replaces $\gamma(\{M(s) : s \in S\})$ by $\gamma(\{M(s) : s \in S \setminus N\})$. This rather obvious observation will be used in the sequence without further comment.

**Proof.** Let $\phi : S \to X$ be a $\mu$-simple function which we keep fixed throughout Steps 1 and 2 below.

By virtue of the strong $\mu$-measurability of the functions $Mx_j$, where $x_1, \ldots, x_j$ span a finite-dimensional subspace on $X$ in which $\phi$ takes its values, we may assume that the $\sigma$-algebra $\mathcal{A}$ is $\mu$-essentially countably generated. This implies that $L^2(S)$ is separable, say with orthonormal basis $(g_m)_{m \geq 1}$.

**Step 1** – In this step we consider the special case where $M$ is $\mu$-simple. By passing to a common refinement we may assume that

$$M = \sum_{j=1}^k 1_{A_j} \otimes x_j,$$

with disjoint sets $A_j \in \mathcal{A}$ of finite positive measure; we then have $\mathcal{M} = \{M_1, \ldots, M_k\}$. Clearly,

$$M\phi = \sum_{j=1}^k \frac{1}{\sqrt{\mu(A_j)}} 1_{A_j} \otimes M_j x_j.$$

This is a $\mu$-simple function with values in $Y$ which therefore defines an element $M\phi \in \gamma^p(S;Y)$. By Example 9.2.4 we obtain

$$\|M\phi\|_{\gamma^p(S;Y)}^p = E \left\| \sum_{j=1}^k \gamma_j M_j x_j \right\|^p \leq (\gamma^p(\mathcal{M}))^p E \left\| \sum_{j=1}^k \gamma_j x_j \right\|^p = (\gamma^p(\mathcal{M}))^p \|\phi\|_{\gamma^p(S;X)}^p.$$

**Step 2** – Let $(S_j)_{j \geq 1}$ be a collection of disjoint sets in $\mathcal{A}$ of finite positive measure that $\mu$-essentially generates $\mathcal{A}$. By adjoining finitely many sets if necessary and passing to a refinement we may assume that $\phi$ is $\mu|_{\mathcal{A}_{k_0}}$-measurable for some $k_0 \geq 1$, where for $k \geq 1$ we set $\mathcal{A}_k := \sigma(S_1, \ldots, S_k)$. For a bounded strongly measurable function $\psi : S \to X$ let

$$P_k\psi := \sum_{j=1}^k \frac{1_{S_j}}{\mu(S_j)} \int_{S_j} \psi \, d\mu.$$

Define the functions $M_k : S \to \mathcal{L}(X,Y)$ by $M_k x = P_k(Mx)$. By the Gaussian version of Example 8.5.3, $\gamma^p(M_k(s) : s \in S) \leq \gamma^p(\mathcal{M})$ and therefore Step 1 implies that
\[ \|M_k \phi\|_{\gamma^p(S;Y)} \leq \gamma^p(\mathcal{M}) \|\phi\|_{\gamma_p(S;X)}. \] (9.32)

It is easily checked that for all \( k \geq k_0 \) and \( f \in L^2(S) \) we have \( \mathbb{I}_{M_k \phi} f = \mathbb{I}_{M \phi} P_k f \). Since \( P_k \to I \) strongly on \( L^2(S) \) (the convergence being evident for \( \mu \)-simple functions built on the sets \( S_j \)), for all \( f \in L^2(S) \) we obtain

\[ \lim_{k \to \infty} \mathbb{I}_{M_k \phi} f = \mathbb{I}_{M \phi} f \]

in \( Y \). As a consequence of this and (9.32), the \( \gamma \)-Fatou lemma (Proposition 9.4.6) implies that \( \mathbb{I}_{M \phi} \in \gamma_\infty(L^2(S), Y) \) and

\[ \|M \phi\|_{\gamma_\infty(S;Y)} \leq \liminf_{k \to \infty} \|M_k \phi\|_{\gamma_\infty(S;Y)} \leq \gamma^p(\mathcal{M}) \|\phi\|_{\gamma_p(S;X)}. \]

**Step 3** – In Steps 1 and 2 we have shown that (9.31) holds for all \( \mu \)-simple functions \( \phi : S \to X \). By the density of the \( \mu \)-simple functions in \( \gamma(S;X) \) it follows that the mapping \( \tilde{M} \mathbb{I}_\phi := \mathbb{I}_{M \phi} \) has a unique extension to an operator from \( \gamma^p(S;X) \) into \( \gamma_\infty(S;Y) \) of norm at most \( \gamma^p(\mathcal{M}) \).

**Step 4** – We prove that for all functions \( \phi : S \to X \) in \( \gamma(S;X) \), the pointwise product \( M \phi \) is weakly in \( L^2 \). (Clearly it is strongly \( \mu \)-measurable.)

By Proposition 9.2.8 we can find a sequence of \( \mu \)-simple functions \( \phi_n : S \to Y \) in \( \gamma(S;X) \) such that \( \phi_n \to \phi \) in \( \gamma(S;X) \) and almost everywhere on \( S \). Thus also \( M \phi_n \to M \phi \) almost everywhere, and hence in particular \( \langle M \phi_n, y^* \rangle \to \langle M \phi, y^* \rangle \) almost everywhere for each \( y^* \in Y^* \). On the other hand, by (9.18), we also find, for fixed \( y^* \in Y^* \) and \( m, n \geq 1 \), that

\[ \|\langle M \phi_n, y^* \rangle - \langle M \phi_m, y^* \rangle\|_{L^2(S)} = \|\langle (M \phi_n - \phi_m), y^* \rangle\|_{L^2(S)} \leq \|M(\phi_n - \phi_m)\|_{\gamma_\infty(S;Y)}\|y^*\| \leq \gamma(\mathcal{M})\|\phi_n - \phi_m\|_{\gamma(\mathcal{M})}. \]

Therefore, \( ((M \phi_n, y^*))_{n \geq 1} \) is a Cauchy sequence, and hence convergent, in \( L^2(S) \). But the \( L^2(S) \)-limit must coincide with the pointwise almost everywhere limit, and hence \( \langle M \phi, y^* \rangle = \lim_{n \to \infty} \langle M \phi_n, y^* \rangle \) in \( L^2(S) \). In particular, \( \langle M \phi, y^* \rangle \in L^2(S) \), and hence \( \mathcal{M} \phi \) is weakly in \( L^2(S) \), as claimed.

**Step 5** – Finally we prove that for all functions \( \phi : S \to X \) in \( \gamma(S;X) \), we have \( \tilde{M} \mathbb{I}_\phi = \mathbb{I}_{M \phi} \), that is, the abstract extension coincides with pointwise multiplication by \( M \).

By definition of the abstract extension, we have

\[ \tilde{M} \mathbb{I}_\phi = \lim_{n \to \infty} \tilde{M} \mathbb{I}_{\phi_n} = \lim_{n \to \infty} \mathbb{I}_{M \phi_n}, \]

where the limit is in \( \gamma_\infty(L^2(S), Y) \), and \emph{a fortiori} in \( \mathcal{L}(L^2(S), Y) \). Taking adjoints and evaluating against \( y^* \in Y^* \), it follows in particular that

\[ (\tilde{M} \mathbb{I}_\phi)^* y^* = \lim_{n \to \infty} \mathbb{I}_{M \phi_n}^* y^* = \lim_{n \to \infty} \langle M \phi_n, y^* \rangle = \langle M \phi, y^* \rangle = \mathbb{I}_{M \phi}^* y^* \]

where the limits are in \( L^2(S) \). Valid for every \( y^* \in Y^* \), this shows that \( (\tilde{M} \mathbb{I}_\phi)^* = \mathbb{I}_{M \phi}^* \) and hence \( \tilde{M} \mathbb{I}_\phi = \mathbb{I}_{M \phi} \), which concludes the proof. \( \Box \)
Under additional assumptions, $\tilde{M}$ takes values in $\gamma(S; Y)$:

**Corollary 9.5.2.** In addition to the conditions of Theorem 9.5.1, assume that $D \subseteq X$ is a dense set and $\mathcal{C}$ is an algebra of sets $\mu$-essentially generating $\mathcal{A}$ such that for all $x \in D$ and $C \in \mathcal{C}$ with $\mu(C) < \infty$ we have $1_C M x \in \gamma(S; Y)$. Then $\tilde{M}$ maps $\gamma(S; X)$ into $\gamma(S; Y)$.

In applications this subtlety is important; on $(\mathbb{R}_+, +)$ it permits us to check the condition just for finite intervals $(a, b)$.

**Proof.** By assumption $\tilde{M}$ maps all functions of the form $1_C \otimes x$, where $C \in \mathcal{C}$ and $x \in D$, into $\gamma(S; Y)$. Note that every $E \in \mathcal{A}$ of finite $\mu$-measure is arbitrarily close in $\mu$-measure to some $C \in \mathcal{C}$, and hence $1_E$ is arbitrarily close in $L^2(S)$ to some indicator of the type $1_C$. And clearly every $x \in X$ is arbitrarily close to some $x' \in D$ by definition of density. Since $||\phi \otimes x||_{\gamma(S; X)} = ||\phi||_{L^2(S)} ||x||$, it follows at once that every indicator $1_E \otimes x$ is arbitrarily close in $\gamma(S; X)$ to some $1_C \otimes x'$, where $C \in \mathcal{C}$ and $x' \in D$. By the continuity of $\tilde{M}$ (established in Theorem 9.5.1), $\tilde{M}$ maps all $1_E \otimes x$ into $\gamma(S; Y)$, and hence by linearity it maps all simple functions into $\gamma(S; Y)$. By the density of simple functions in $\gamma(S; X)$ and the continuity of $\tilde{M}$ again, we conclude that $\tilde{M} : \gamma(S; X) \to \gamma(S; Y)$, as claimed.

As a consequence of Theorem 9.1.20 we also have the following corollary:

**Corollary 9.5.3.** In addition to the conditions of Theorem 9.5.1, assume that $Y$ does not contain a copy of $c_0$. Then $\tilde{M}$ maps $\gamma(S; X)$ into $\gamma(S; Y)$.

### 9.5.b Necessity of $\gamma$-boundedness

We proceed with a converse to Theorem 9.5.1, which is most conveniently phrased in the setting of a metric measure space, i.e., a complete separable metric space $(S, d)$ with a measure $\mu$ on the Borel $\sigma$-algebra $\mathcal{B}(S)$ that is locally finite in the sense that every point $s \in S$ has an open neighbourhood of finite $\mu$-measure.

For $\mu$-almost all $s \in S$ it is possible to find an $R > 0$ such that

$$0 < \mu(B(s, r)) < \infty \quad \text{for all } 0 < r < R.$$ 

To see this, define the topological support $\text{supp}(\mu)$ to be the smallest closed set with the property that its complement has $\mu$-measure 0. Note that $\text{supp}(\mu)$ equals the intersection of all closed sets whose complements have $\mu$-measure 0; the union of these complements can be covered by countably many sets from this union and therefore has $\mu$-measure 0. Now to prove the claim we note that if $s \in \text{supp}(\mu)$, then $\mu(B(s, r)) > 0$ for all $r > 0$, for otherwise this ball would belong to the complement of $\text{supp}(\mu)$. By choosing $r > 0$ small enough we can also guarantee that $\mu(B(s, r)) < \infty$. 

A function \( M : S \to \mathcal{L}(X,Y) \) is said to be strongly locally integrable if \( Mx : S \to Y \) is locally integrable for all \( x \in X \). Note that if \( M \) is locally bounded, then it is strongly locally integrable.

A point \( s \in \text{supp}(\mu) \) will be called a strong Lebesgue point for such a strongly locally integrable function \( M : S \to \mathcal{L}(X,Y) \) if for all \( x \in X \) we have

\[
\lim_{r \downarrow 0} \frac{1}{\mu(B(s,r))} \int_{B(s,r)} Mx \, d\mu = M(s)x.
\]

**Example 9.5.4.** Let \((S, \mathcal{A}, \mu)\) be a metric measure space and let \( M : S \to \mathcal{L}(X,Y) \) be strongly continuous. Then every \( s \in \text{supp}(\mu) \) is a strong Lebesgue point of \( M \).

To see this, fix \( s \in \text{supp}(\mu) \) and choose arbitrary \( x \in X \) and \( \varepsilon > 0 \). Let \( \delta > 0 \) be so small that for all \( t \in B(s,\delta) \) we have \( \|M(s)x - M(t)x\| < \varepsilon \). Then for all sufficiently small \( r \in (0,\delta) \),

\[
\left\| M(s)x - \frac{1}{\mu(B(s,r))} \int_{B(s,r)} M(t)x \, d\mu(t) \right\|
= \frac{1}{\mu(B(s,r))} \left\| \int_{B(s,r)} M(s)x - M(t)x \, d\mu(t) \right\|
\leq \frac{1}{\mu(B(s,r))} \int_{B(s,r)} \|M(s)x - M(t)x\| \, d\mu(t)
\leq \frac{1}{\mu(B(s,r))} \int_{B(s,r)} \varepsilon \, d\mu(t) = \varepsilon.
\]

**Example 9.5.5.** Suppose that \( X \) is separable and let \( S \) be an open subset of \( \mathbb{R}^n \). Let \( \lambda \) denote the Lebesgue measure on \( S \). If \( M : S \to \mathcal{L}(X,Y) \) is strongly \( \lambda \)-measurable (in the sense of Definition 8.5.1) and essentially locally bounded, then almost every \( s \in S \) is a strong Lebesgue point for \( M \).

Let \( S_0 \subseteq S \) be a measurable set such \( \lambda(S \setminus S_0) = 0 \) and \( M \) is locally bounded on \( S_0 \). Let \( \{x_k : k \geq 1\} \subseteq X \) be a countable dense subset. For fixed \( k \geq 1 \), by the classical Lebesgue differentiation theorem (see Theorem 2.3.4) we can find a measurable set \( S_k \subseteq S \) with \( \lambda(S \setminus S_k) = 0 \) such that for all \( s \in S_k \) we have

\[
\lim_{r \downarrow 0} \frac{1}{\lambda(B(s,r))} \int_{B(s,r)} \|Mx_k - M(s)x_k\| \, d\lambda = 0. \tag{9.33}
\]

Since \( M \) is locally bounded, on the set \( \bigcap_{k \geq 0} S_k \) the relation \((9.33)\) holds with \( x_k \) replaced by an arbitrary \( x \in X \). Since \( \lambda(S \setminus \bigcap_{k \geq 0} S_k) = 0 \) the result follows from this.

The Lebesgue differentiation theorem holds for more general measure spaces, and the above example can be extended to such situations. We refer to the Notes for a discussion of this point.
9.5 The \(\gamma\)-multiplier theorem

**Proposition 9.5.6.** Let \((S, \mathcal{A}, \mu)\) be a non-atomic metric measure space and let \(M : S \rightarrow \mathcal{L}(X, Y)\) be a strongly locally integrable function. If there exists a constant \(C \geq 0\) such that for all \(\mu\)-simple functions \(\phi : S \rightarrow X\) the function \(M\phi\) belongs to \(\gamma_\infty(S;Y)\) and

\[
\|M\phi\|_{\gamma_\infty(S;Y)} \leq C \|\phi\|_{\gamma(S;X)},
\]

then

\[
\mathcal{M} = \{M(s) : s \text{ is a strong Lebesgue point for } M\}
\]

is \(\gamma\)-bounded, with \(\gamma^0(\mathcal{M}) \leq C\).

**Proof.** Pick arbitrary \(M_1, \ldots, M_N \in \mathcal{M}\), say \(M_n = M(s_n)\) for certain strong Lebesgue points \(s_1, \ldots, s_N \in \text{supp}(\mu)\) and pick \(x_1, \ldots, x_N \in X\). Let \(R > 0\) be such that \(0 < \mu(B(s_j, r)) < \infty\) for all \(1 \leq j \leq n\) and \(0 < r < R\).

For \(s_0 \in S\) and \(0 < \delta < r < R\) consider the annulus

\[
A(s_0, \delta, r) := B(s_0, r) \setminus B(s_0, \delta) = \{s \in S : \delta \leq d(s, s_0) < r\}.
\]

Thanks to the non-atomicity assumption we have \(\mu(A(s_0, \delta, r)) > 0\) for small enough \(\delta\), and for those \(\delta\) we may define the vector \(y(s_0, \delta, r; x) \in Y\) by

\[
y(s_0, \delta, r; x) := \frac{1}{\mu(A(s_0, \delta, r))} \int_{A(s_0, \delta, r)} M x \, d\mu.
\]

These annuli will be used to circumvent the problem that some of the points \(s_n\) might coincide (cf. Remark 9.5.7 below).

Let \(\varepsilon > 0\) be fixed. Let \(\rho := \min\{d(s_m, s_n) : 1 \leq m, n \leq N, s_m \neq s_n\} \wedge R\) and \(\delta_0 := \rho/2\). Since \(s_1\) is a strong Lebesgue point and \(\mu(\{s_1\}) = 0\) by the non-atomicity assumption, we can choose numbers \(0 < \delta_1 < r_1 < \delta_0\) such that \(\mu(A(s_1, \delta_1, r_1)) > 0\) and

\[
\|y(s_1, \delta_1, r_1; x_1) - M(s_1)x_1\| < \frac{\varepsilon}{N}.
\]

In the same way we can recursively choose numbers \(\delta_n > 0\) and \(r_n > 0\) such that for all \(n = 1, \ldots, N\),

1. \(\delta_n < r_n < \delta_{n-1}\),
2. \(\mu(A(s_n, \delta_n, r_n)) > 0\),
3. \(\|y(s_n, \delta_n, r_n; x_n) - M(s_n)x_n\| < \varepsilon/N\).

Put \(A_n := A(s_n, \delta_n, r_n)\) and \(y_n := y(s_n, \delta_n, r_n; x_n)\). The definition of \(\rho\) and the fact that we have imposed \(r_n < \rho/2\) guarantee that the sets \(A_n, n = 1, \ldots, N\), are disjoint. Define

\[
\phi := \sum_{n=1}^{N} \frac{1}{\sqrt{\mu(A_n)}} 1_{A_n} \otimes x_n, \quad \psi := \sum_{n=1}^{N} \frac{1}{\sqrt{\mu(A_n)}} 1_{A_n} \otimes M(s_n)x_n.
\]
For functions $\zeta : S \to X$ belonging to $\gamma_\infty(S; X)$ we define the $\mu$-simple function $P\zeta : S \to X$ by
\[
P\zeta := \sum_{n=1}^{N} \frac{1}{\mu(A_n)} \mathbf{1}_{A_n} \otimes \int_{A_n} \zeta \, d\mu.
\]
For $f \in L^2(S)$ we have $I_{P\zeta} f = I_{\zeta} Pf$, where on the right-hand side we consider $P$ as a projection in $L^2(S)$, and therefore, by the right ideal property,
\[
\|P\zeta\|_{\gamma_\infty(S; Y)} = \|I_{\zeta} \circ P\|_{\gamma_\infty(S; Y)} \leq \|I_{\zeta}\|_{\gamma_\infty(S; Y)} = \|\zeta\|_{\gamma_\infty(S; Y)}.
\]
(9.35)
It is easily checked that
\[
PM\phi = \sum_{n=1}^{N} \frac{1}{\sqrt{\mu(A_n)}} \mathbf{1}_{A_n} \otimes y_n
\]
and therefore, by (9.34),
\[
\|\psi - PM\phi\|_{\gamma_\infty(S; Y)} = \left\| \sum_{n=1}^{N} \gamma_n (M(s_n)x_n - y_n) \right\|_{L^2(\Omega; Y)} < \varepsilon.
\]
By the disjointness of the sets $A_n$ (in (a) and (c) below) and (9.35) (in (b)),
\[
\left\| \sum_{n=1}^{N} \gamma_n M(s_n)x_n \right\|_{L^2(\Omega; Y)} \leq \|\psi\|_{\gamma_\infty(S; Y)} \leq \|PM\phi\|_{\gamma_\infty(S; Y)}
\]
\[
\leq \varepsilon + \|M\phi\|_{\gamma_\infty(S; Y)} \leq \varepsilon + C\|\phi\|_{\gamma(S; X)}
\]
\[
= \varepsilon + C \left( \mathbb{E} \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|^2 \right)^{1/2}.
\]
Since $\varepsilon > 0$ was arbitrary, this completes the proof. \hfill $\Box$

Remark 9.5.7 (The role of annuli). If, in the above proof, we used balls rather than the annuli $A_n$, a problem with repeating entries will occur if $s_m = s_n$ for certain $m \neq n$. The proof makes essential use of the fact that the functions $\mathbf{1}_{A_n} / \sqrt{\mu(A_n)}$ are orthonormal in $L^2(S)$; the corresponding assertion for the indicators of balls would fail in this case.

Remark 9.5.8 (The case when $X$ has finite cotype). If $X$ has finite cotype, then a subset of $\mathcal{L}(X, Y)$ is $\gamma$-bounded if and only if it is $R$-bounded (Theorem 8.6.4). In order to test $R$-boundedness of $\mathcal{M}$, by Proposition 8.1.5 it suffices to check the $R$-boundedness inequality for pairwise distinct operators. In the proof of the proposition it then suffices to consider distinct points $s_n$. In this situation there is no need to use annuli, and if one works with balls there is no need to exclude atoms. Hence, the non-atomicity assumption is redundant.
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if $X$ has finite cotype (at the expense of extra constants in the estimate due to changing back and forth to Rademacher sums).

It is an open problem whether the analogue of Proposition 8.1.5 for $\gamma$-boundedness holds.

As an application of the $\gamma$-multiplier theorem we show next that as soon as we have a square function estimate for (say) the Lebesgue measure, it holds for every Borel measure. We formulate the result for strongly continuous functions $M$; the reader may check that an analogous result holds if $Mx \in L^\infty(S;Y)$ for all $x \in X$ (strong boundedness is needed to pass from (3) to (2); it guarantees that $M$ is locally integrable with respect to every locally finite measure $\mu$).

**Corollary 9.5.9.** Let $(S, \mathcal{A}, \mu)$ be a metric measure space and let $(T, \mathcal{B}, \nu)$ be a measure space. Fix $1 \leq p < \infty$ and let $M : S \to L^p(T)$ be strongly continuous. The following assertions are equivalent:

1. there exists a constant $C \geq 0$ such that for all $\phi \in L^p(T; L^2(S, \mu))$ we have $M\phi \in L^p(T; L^2(S, \mu))$ and
   \[ \|M\phi\|_{L^p(T; L^2(S, \mu))} \leq C \|\phi\|_{L^p(T; L^2(S, \mu))}; \]

2. there exists a constant $C \geq 0$ such that for all locally finite Borel measures $\lambda$ on $S$ satisfying $\text{supp} (\lambda) \subseteq \text{supp} (\mu)$ and all $\phi \in L^p(T; L^2(S, \lambda))$ we have $M\phi \in L^p(T; L^2(S, \lambda))$ and
   \[ \|M\phi\|_{L^p(T; L^2(S, \lambda))} \leq C \|\phi\|_{L^p(T; L^2(S, \lambda))}; \]

3. $\mathcal{M} = \{ M(s) : s \in \text{supp} (\mu) \}$ is $\gamma$-bounded.

**Proof.** Recall from (9.22) that
\[ \|\phi\|_{\gamma(T, L^p(S))} = \|\gamma\|_{L^p(T)} \|\phi\|_{L^p(S; L^2(T))}. \quad (9.36) \]

1. $\Rightarrow$ 3: Let $\phi : S \to L^p(T)$ be $\mu$-simple. It follows from the assumption in (1) and (9.36) that
   \[ \|M\phi\|_{\gamma_p(S, \mu; L^p(T))} \leq C \|\phi\|_{\gamma_p(S, \mu; L^p(T))}. \]

Hence Proposition 9.5.6 implies that $\gamma_p(\mathcal{M}) \leq C$.

3. $\Rightarrow$ (2): Since $L^p(T)$ does not contain a copy of $c_0$, by Theorem 9.1.20 we have $\gamma_p^\infty (S, \lambda; L^p(T)) = \gamma^p(S, \lambda; L^p(T))$. Hence by Theorem 9.5.1 applied to $(S, \mathcal{B}(S), \lambda)$ (and the observation following its statement) and (9.36),
   \[ \|M\phi\|_{\gamma_p(S, \lambda; L^p(T))} \leq \gamma^p(\mathcal{M}) \|\phi\|_{\gamma_p(S, \lambda; L^p(T))} \leq \gamma^p(\mathcal{M}) \|\phi\|_{L^p(T; L^2(S, \lambda))}. \]

Now the result follows from (9.36).

(2) $\Rightarrow$ (1): This is trivial. \qed

In applications one often takes $(S, \mathcal{A}, \mu)$ to be an open domain in $\mathbb{R}^d$ with the Lebesgue measure, in which case the inclusion of the supports in (2) is automatic.
9.6 Extension theorems

In Chapter 2 we have seen various examples of bounded operators $T$ on spaces $L^2(S)$ whose tensor extension $T \otimes I_X$ fails to extend boundedly to $L^2(S; X)$. These include some of the principal operators in Analysis, such as the Fourier–Plancherel transform, the Hilbert transform, and the Itô isometry. In general, whether or not a given operator has a bounded vector-valued counterpart is closely linked with the geometry of the Banach space $X$. In this section we will show that the tensor extension of any bounded operator on $L^2(S)$ extends boundedly to $(S; X)$, for any Banach space $X$. This is a first demonstration of the general principle that $(S; X)$ is a natural vector-valued analogue of $L^2(S)$ as far as vector-valued Analysis is concerned, much in the same way as randomised boundedness takes over the role of uniform boundedness.

9.6.a General extension results

In this subsection we deal with the general theory that is valid without further assumptions on the Banach space $X$.

As an application of the ideal property we first show that the tensor extension of a bounded operator $U : H_1 \rightarrow H_2$ acts boundedly as an operator from $(H^*_1 \hookrightarrow X)$ to $(H^*_2 \hookrightarrow X)$.

As always, we do not identify Hilbert spaces with their duals and denote by $U^*$ the Banach space adjoint of $U$.

**Theorem 9.6.1.** Let $H_1$ and $H_2$ be Hilbert spaces. For all bounded linear operators $U : H_1 \rightarrow H_2$ the mapping

$$U \otimes I_X : h \otimes x \mapsto Uh \otimes x, \quad h \in H_1, \quad x \in X,$$

has a unique extension to a bounded linear operator $\overline{U} : \gamma(H^*_1, X) \rightarrow \gamma(H^*_2, X)$ of the same norm. For all $T \in \gamma(H^*_1, X)$ we have the identity

$$\overline{U}T = T \circ U^*.$$

**Proof.** For any rank one operator $T = h \otimes x$, where $h \in H_1$ and $x \in X$, and any $g^* \in H^*_2$, we have

$$\overline{U}Tg^* = (Uh \otimes x)g^* = \langle Uh, g^* \rangle x = \langle h, U^*g^* \rangle x = (h \otimes x)U^*g^* = TU^*g^*.$$

By linearity we obtain the identity $\overline{U}T = T \circ U^*$ for all finite rank operators $T : H^*_1 \rightarrow X$. By the right-ideal property it follows that $\|\overline{U}T\|_{\gamma(H^*_1, X)} \leq \|U\|\|T\|_{\gamma(H^*_1, X)}$. By density $\overline{U}$ has a unique extension to a bounded linear operator $\overline{U}$ from $\gamma(H^*_1, X)$ into $\gamma(H^*_2, X)$ of norm $\|\overline{U}\| \leq \|U\|$. The reverse estimate $\|\overline{U}\| \leq \|U\|$ is trivial. $\Box$
At first sight it may seem natural to extend $U$ to an operator $\tilde{U}^t : \gamma(H_1, X) \to \gamma(H_2, X)$ by defining it as the mapping $T \mapsto T \circ U^*$, where $U^*$ is the Hilbert space adjoint of $U$, but this definition does not agree with the tensor extension of $U$ when the scalar field is complex. The simplest way to see this is to observe that over the complex scalars the mapping $U \mapsto \tilde{U}^t$ is conjugate-linear instead of linear; on the other hand, the mapping $U \mapsto U \otimes I_X$ is obviously linear.

**Remark 9.6.2.** The identity $\tilde{U}T = T \circ U^*$ even extends $U \otimes I_X$ to a bounded operator from $\gamma(\mathcal{H}, X)$ into $\gamma(\mathcal{H}^*, X)$. In general however, this extension is non-unique (apart from the case $c_0 \not\subseteq X$, in which case $\gamma(\mathcal{H}^*, X) = \gamma(\mathcal{H}^*, X)$ for any Hilbert space $\mathcal{H}$).

**Example 9.6.3 (The case $H = L^2(S)$).** Next we consider the important special case $H_j = L^2(S_j)$, where $(S_j, \mathfrak{F}_j, \mu_j)$ are measure spaces $(j = 1, 2)$. Let $U : L^2(S_1) \to L^2(S_2)$ be bounded. Suppose that a function $\phi : S_1 \to X$ of the form

\[ \phi = f \otimes x \]

is given, with $f \in L^2(S_1)$ and $x \in X$, and let $\mathbb{I}_\phi : L^2(S) \to X$ be the associated integral operator,

\[ \mathbb{I}_\phi g = \int_S g \phi \, d\mu = \langle f, g \rangle x, \]

identifying in the last identity the function $g \in L^2(S)$ with the functional in the Banach space dual $(L^2(S))^*$ given by the action $h \mapsto \int_S gh \, d\mu$. Then we see that

\[ (\tilde{U}\mathbb{I}_\phi)g = \mathbb{I}_\phi U^*g = \langle f, U^*g \rangle x = \langle U f, g \rangle x = \mathbb{I}_\phi(U \otimes I_X)\phi g. \]

**Example 9.6.4 (Kernel operators).** Let $k : S_1 \times S_2 \to \mathbb{K}$ be a $\mu_1 \times \mu_2$-measurable function which is integrable on sets of finite measure. Suppose that the operator $U_k$, defined on $\mu_1$-simple functions $f : S_1 \to \mathbb{K}$ by

\[ U_k f(t) = \int_{S_1} k(s, t)f(s) \, d\mu_1(s), \]

extends to a bounded operator from $L^2(S_1)$ into $L^2(S_2)$. Then Theorem 9.6.1 provides us with a bounded extension $\tilde{U}_k : \gamma(L^2(S_1), X) \to \gamma(L^2(S_2), X)$ which for $\mu_1$-simple functions $\phi : S_1 \to X$ takes the form

\[ (\tilde{U}_k\mathbb{I}_\phi)(t) = \int_{S_1} k(s, t)\phi(s) \, d\mu_1(s). \]

Note that the Banach space adjoint operator is given by

\[ (U_k^* g)(s) = \int_{S_2} k(s, t)g(t) \, d\mu_2(t); \]

in particular $U_k^* = U_k$ if and only if $k(s, t) = k(t, s)$ (no conjugation; this is because we consider the Banach space adjoint).
Example 9.6.5 (Fourier–Plancherel transform). In this example the scalar field is \( \mathbb{C} \). We apply the above observations to the Fourier–Plancherel isometry \( \mathcal{F} \) on \( L^2(\mathbb{R}^d) \),

\[
\mathcal{F} f(\xi) = \int_{\mathbb{R}^d} \exp(-2\pi i x \cdot \xi) f(x) \, dx, \quad \xi \in \mathbb{R}^d.
\]

As we have seen in Section 2.1, this operator extends to a bounded operator on \( L^2(\mathbb{R}^d; X) \) only if \( X \) is isomorphic to a Hilbert space. In contrast, Theorem 9.6.1 shows that \( \mathcal{F} \) has an isometric extension \( \mathcal{F}^* \) to \( \gamma(L^2(\mathbb{R}^d), X) \) given by \( \mathcal{F}^* f(\xi) = \mathcal{F} f(\xi) \) (cf. the previous example); once again we remind the reader that \( \mathcal{F}^* \) is the Banach space adjoint. By Example 9.6.4, for all simple functions \( \phi : \mathbb{R}^d \to X \) we have

\[
\mathcal{F}^* \phi(\xi) = \int_{\mathbb{R}^d} \exp(-2\pi i x \cdot \xi) \phi(x) \, dx, \quad \xi \in \mathbb{R}^d.
\]

Example 9.6.6 (Young’s inequality). For a fixed \( k \in L^1(\mathbb{R}^d) \), the convolution operator \( C_k : f \mapsto f * k \) is bounded on \( L^2(\mathbb{R}^d) \) and satisfies \( \|C_k\| \leq \|k\|_{L^1(\mathbb{R}^d)} \). Therefore, it extends to a bounded operator \( \widetilde{C}_k \) on \( \gamma(L^2(\mathbb{R}^d), X) \) of the same norm. For all simple functions \( \phi : \mathbb{R}^d \to \mathbb{K} \) we have

\[
C_k \phi(x) = \int_{\mathbb{R}^d} k(y-x) \phi(x) \, dx, \quad x \in \mathbb{R}^d.
\]

We continue with two abstract examples which will play an important role in the next subsection.

Example 9.6.7 (Tensors). When we view an element \( h \in H \) as a bounded operator \( T_h \) from \( \mathbb{K} \) to \( H \), given by \( T_h c = ch \), and identify \( \gamma(\mathbb{K}, X) \) with \( X \) in the natural way, then \( \widetilde{T}_h \in \mathcal{L}(\gamma(H, X)) \) is given by

\[
\widetilde{T}_h x = h \otimes x.
\]

Example 9.6.8 (Evaluations). When we view an element \( h \in H \) as a bounded operator \( E_h \) from \( H^* \) to \( \mathbb{K} \), given by \( E_h h^* = \langle h, h^* \rangle \), and identify \( \gamma(\mathbb{K}, X) \) with \( X \) in the natural way, then \( \widetilde{E}_h \in \mathcal{L}(\gamma(H, X), X) \) is given by

\[
\widetilde{E}_h T = Th.
\]

The final result of this subsection has a different flavour in that it deals with the extension of operators initially defined on the Banach space target \( X \), rather than the Hilbert space domain \( H \), of \( \gamma(H, X) \).

Proposition 9.6.9. Let \( \mathcal{F} \) be a bounded subset of \( \mathcal{L}(X, Y) \) and let \( H \) be a Hilbert space. For each \( T \in \mathcal{F} \) let \( \widetilde{T} \in \mathcal{L}(\gamma(H, X), \gamma(H, Y)) \) be defined by \( \widetilde{T} R := T \circ R \). The collection \( \widetilde{\mathcal{F}} = \{ \widetilde{T} : T \in \mathcal{F} \} \) is bounded, with
If $\mathcal{F}$ is $\gamma$-bounded, then so is $\widehat{\mathcal{F}}$ and we have

$$\gamma(\widehat{\mathcal{F}}) = \gamma(\mathcal{F}).$$

Proof. The boundedness assertion is clear, and we concentrate on the $\gamma$-boundedness. Let $(\gamma_j)_{j \geq 1}$ and $(\widetilde{\gamma}_j)_{j \geq 1}$ be two sequences of independent standard Gaussian random variables, on probability spaces $(\Omega, \mathcal{F}, \mathbb{P})$ and $(\widehat{\Omega}, \widehat{\mathcal{F}}, \widehat{\mathbb{P}})$ respectively. Let $(h_i)_{i=1}^n$ be a finite orthonormal system in $H$. Then

$$\mathbb{E} \mathbb{E} \left\| \sum_{i=1}^n \widetilde{\gamma}_i \sum_{j=1}^k \gamma_j T_j R_j h_i \right\|^2 = \mathbb{E} \mathbb{E} \left\| \sum_{j=1}^k \sum_{i=1}^n \gamma_j \widetilde{\gamma}_i R_j h_i \right\|^2 \leq \gamma^2(\mathcal{F}) \mathbb{E} \mathbb{E} \left\| \sum_{j=1}^k \sum_{i=1}^n \gamma_j R_j h_i \right\|^2 = \gamma^2(\mathcal{F}) \mathbb{E} \mathbb{E} \left\| \sum_{i=1}^n \sum_{j=1}^k \gamma_j R_j h_i \right\|^2 \leq \gamma^2(\mathcal{F}) \mathbb{E} \left\| \sum_{j=1}^k \gamma_j R_j \right\|_{\gamma(H,X)}^2.$$

Taking the supremum over all finite orthonormal systems, we arrive at

$$\mathbb{E} \left\| \sum_{j=1}^k \gamma_j \widetilde{T}_j R_j \right\|_{\gamma(H,Y)}^2 \leq \gamma^2(\mathcal{F}) \mathbb{E} \left\| \sum_{j=1}^k \gamma_j R_j \right\|_{\gamma(H,X)}^2.$$

This proves the inequality $\gamma(\widehat{\mathcal{F}}) \leq \gamma(\mathcal{F})$. The reverse inequality holds trivially. \qed

### 9.6.b $R$-bounded extensions via Pisier’s contraction property

In this and the following subsection we pursue the topic of extending Hilbert space operators to spaces of $\gamma$-radonifying operators in the presence of additional Banach space properties (in contrast to the results of Section 9.6.a that are valid for general spaces).

If $\mathcal{F}$ is a uniformly bounded family of operators in $\mathcal{L}(H_1, H_2)$, the family $\widehat{\mathcal{F}} = \{\widehat{S} : S \in \mathcal{F}\}$ as defined in Theorem 9.6.1 is uniformly bounded in $\mathcal{L}(\gamma(H_1^1, X), \gamma(H_2^2, X))$. In the situation that $X$ has Pisier’s contraction property (see Definition 7.5.1) we can say more: in that case $\mathcal{F}$ is $\gamma$-bounded in $\mathcal{L}(\gamma(H_1^1, X), \gamma(H_2^2, X))$.

Recall from (7.46) that $X$ has Pisier’s contraction property if and only if there exist constants $\alpha_+$ and $\alpha_-$ such that
The least constants in these inequalities will be denoted by \( \alpha_+^\gamma(X) \) and \( \alpha_-^\gamma(X) \).

**Theorem 9.6.10 (Haak–Kunstmann).** Let \( \mathcal{F} \subseteq \mathcal{L}(H_1, H_2) \) be a uniformly bounded family of operators. If \( X \) has Pisier’s contraction property, then its extension \( \mathcal{F} \) is \( \gamma \)-bounded and \( R \)-bounded in \( \mathcal{L}(\gamma(H_1^*, X), \gamma(H_2^*, X)) \) and

\[
\gamma(\mathcal{F}) \leq \alpha_+^\gamma(X) \alpha_-^\gamma(X) \sup_{S \in \mathcal{F}} \|S\|.
\]

**Proof.** Let \( \alpha_+ = \alpha_+^\gamma(X) \) and \( \alpha_- = \alpha_-^\gamma(X) \). Assuming without loss of generality that \( \sup_{S \in \mathcal{F}} \|S\| \leq 1 \), we must prove that for all \( S_1, \ldots, S_N \in \mathcal{L}(H_1, H_2) \) of norm at most one and all \( T_1, \ldots, T_N \in \gamma(H_1^*, X) \),

\[
E \left\| \sum_{n=1}^{N} \gamma_n S_n T_n \right\|_{\gamma(H_1^*, X)}^2 \leq \alpha_+^2 \alpha_-^2 E \left\| \sum_{n=1}^{N} \gamma_n T_n \right\|_{\gamma(H_1^*, X)}^2.
\]

For this purpose it suffices to assume that each of the \( T_n \) has finite rank, and by an orthogonalisation procedure we may even assume that

\[
T_n = \sum_{m=1}^{M} h_m \otimes x_{mn},
\]

where \( (h_m)_{m=1}^{M} \) is some fixed orthonormal system in \( H_1 \).

Choose an orthonormal basis \( (g_k)_{k=1}^{K} \) for the span of \( \{S_n h_m : 1 \leq m \leq M, 1 \leq n \leq N\} \) in \( H_2 \) and denote the corresponding functionals in \( H_2^* \) by \( (g_k^*)_{k=1}^{K} \), i.e., \( (h, g_k^*) := (h|g_k) \). Applying Proposition 9.1.3,

\[
E \left\| \sum_{n=1}^{N} \gamma_n S_n T_n \right\|_{\gamma(H_1^*, X)}^2 = E \left\| \sum_{n=1}^{N} \gamma_n \sum_{m=1}^{M} S_n (h_m \otimes x_{mn}) \right\|_{\gamma(H_1^*, X)}^2
\]

\[
= E E' \left\| \sum_{k=1}^{K} \gamma_k \sum_{n=1}^{N} \sum_{m=1}^{M} \gamma_n (S_n h_m, g_k^*) x_{mn} \right\|^2
\]

\[
= E E' \left\| \sum_{k=1}^{K} \sum_{l=1}^{K} \gamma_k \gamma_l \sum_{n=1}^{N} \sum_{m=1}^{M} \delta_{l} (S_n h_m, g_k^*) x_{mn} \right\|^2
\]

\[
\leq \alpha_-^2 E \left\| \sum_{k=1}^{K} \sum_{l=1}^{K} \gamma_k \gamma_l \sum_{n=1}^{N} \sum_{m=1}^{M} \delta_{l} (S_n h_m, g_k^*) x_{mn} \right\|^2
\]

\[
\leq \alpha_-^2 E \left\| \sum_{n=1}^{N} \sum_{m=1}^{M} \gamma_{mn} x_{mn} \right\|^2.
\]

\[\text{(*)}\]
where (*) follows from Proposition 6.1.23 by considering the matrix $A : \ell^2_{MN} \to \ell^2_{KN}$ with coefficients $a_{(kl),(mn)} = \delta_{ln} \langle S_n h_m, g_k \rangle$. To estimate the operator norm of $A$ we note that if $\sum_{m,n} |c_{mn}|^2 \leq 1$, then by the assumption $\sup_{1 \leq n \leq N} \|S_n\| \leq 1$ and the orthonormality of $(g_k)_{k \geq 1}$ and $(h_m)_{m \geq 1}$,

$$\|Ac\|^2 = \sum_{l=1}^{N} \left| \sum_{k=1}^{K} \sum_{m=1}^{M} \delta_{ln} \langle S_l h_m, g_k \rangle c_{mn} \right|^2 \leq \sum_{l=1}^{N} \left( \sum_{m=1}^{M} \left| c_{lm} h_m \right|^2 \right) \leq \sum_{l=1}^{N} \left( \sum_{m=1}^{M} \left| c_{lm} \right|^2 \right) \leq 1.$$  

This proves the first part of the result.

Pisier’s contraction property implies finite cotype by Corollary 7.5.13. Thus the $R$-boundedness of $\mathcal{F}$ follows from its $\gamma$-boundedness by Theorem 8.1.3, which also contains additional quantitative information. 

We have the following converse to Theorem 9.6.10:

**Proposition 9.6.11.** Let $H_1$ and $H_2$ be infinite-dimensional Hilbert spaces and let $X$ be a Banach space. If the family

$$\mathcal{U} = \{ \bar{U} : U \in \mathcal{L}(H_1, H_2), \|U\| \leq 1 \}$$

is $\gamma$-bounded in $\mathcal{L}(\gamma(H_1^*, X), \gamma(H_2^*, X))$, then $X$ has Pisier’s contraction property and $\alpha_X^\gamma \leq \gamma(\mathcal{U})$.

**Proof.** Fix a sequence $(x_{mn})_{m,n=1}^{M,N}$ in $X$ and let $(a_{mn})_{m,n=1}^{M,N}$ be a scalar sequence with $|a_{mn}| \leq 1$ for all $m, n$. Let $(h_m)_{m=1}^{M}$ be an orthonormal system in $H_1$ and let $(g_n)_{n=1}^{N}$ be an orthonormal system in $H_2$. For $m = 1, \ldots, M$ and $n = 1, \ldots, N$ let $S_n : H_1 \to H_2$ and $T_n : H_1 \to X$ be defined by

$$S_n h_m := a_{mn} g_m \quad \text{and} \quad T_n h_m := x_{mn}.$$  

We extend these definitions by setting $S_n \equiv 0$ and $T_n \equiv 0$ on the orthogonal complement of the linear span of $\{h_1, \ldots, h_N\}$. Then $\|S_n\| \leq 1$, $S^*_n g_m = a_{mn} h_m$ and by Proposition 9.1.3 we have
Inspecting the proof of Theorem 9.6.10 we see that the estimate for the $\gamma$-bound simplifies when one of the Hilbert spaces is the scalar field:

- If $H_1 = \mathbb{K}$, then $\gamma(\mathcal{F}) \leq \alpha_\gamma(X)$;
- If $H_2 = \mathbb{K}$, then $\gamma(\mathcal{F}) \leq \alpha_\gamma(X)$.

Combining Examples 9.6.7 and 9.6.8 with the above, we obtain the following corollary.

**Corollary 9.6.12.** Let $X$ be a Banach space with Pisier’s contraction property and let $H$ be a Hilbert space.

1. For each $h \in H$ define the operator $T_h : X \to \gamma(H^*, X)$ by

   $$T_h x := h \otimes x.$$

   Then the family $\mathcal{F} = \{T_h : \|h\| \leq 1\}$ is $\gamma$-bounded and $\gamma(\mathcal{F}) \leq \alpha_\gamma(X)$.

2. For each $h \in H$ define the operator $E_h : \gamma(H, X) \to X$ by

   $$E_h T := Th.$$

   Then the family $\mathcal{E} = \{E_h : \|h\| \leq 1\}$ is $\gamma$-bounded and $\gamma(\mathcal{E}) \leq \alpha_\gamma(X)$.

Since every Banach space with Pisier’s contraction property has finite cotype (Corollary 7.5.13), one can replace $\gamma$-boundedness by $R$-boundedness at the expense of an additional multiplicative constant.

### 9.6.c R-bounded extensions via type and cotype

In this section we will study the estimates of Corollary 9.6.12 using type and cotype of $X$ instead of Pisier’s contraction property.
Theorem 9.6.13. Let $X$ be a Banach space and let $H$ be an infinite dimensional Hilbert space. For each $h \in H$ define the operator $T_h : X \to \gamma(H^*, X)$ by

$$T_h x := h \otimes x.$$  

The following are equivalent:

1. the family $\mathcal{T} = \{T_h : \|h\| \leq 1\}$ is $R$-bounded;
2. the family $\mathcal{T} = \{T_h : \|h\| \leq 1\}$ is $\gamma$-bounded;
3. the space $X$ has finite cotype.

Furthermore in this case

$$\mathcal{R}(\mathcal{T}) \leq 3\|\gamma\|_{2q, 2} c_{q, X},$$

whenever $X$ has cotype $q$.

Since Pisier’s contraction property implies finite cotype, this result is an improvement of Corollary 9.6.12(1). In the quantitative bound above, $\kappa_{q, 2}$ is the constant from the Kahane–Khintchine inequality.

Proof. (3) $\Rightarrow$ (1): Fix $f_1, \ldots, f_N$ in the unit ball of $H$ and $x_1, \ldots, x_N$ in $X$. Let $\{h_k\}_{k=1}^K$ be an orthonormal basis for the span of $\{f_1, \ldots, f_N\}$ and let $h_k^\ast := \psi_{h_k}$ as in (9.5). Let $X$ have cotype $q \in [2, \infty)$ and fix $r \in (q, \infty)$. For $\xi_n = \sum_{k=1}^K \gamma_k^f (f_n, h_k^\ast)$, from (9.13) we see that $\xi_n \in L'(\Omega')$ and

$$\|\xi_n\|_r = \|\gamma\|_r \left( \sum_{k=1}^K |\langle f_n, h_k^\ast \rangle|^2 \right)^{1/2} = \|\gamma\|_r \|f_n\|_H \leq \|\gamma\|_r.$$  

Therefore, by Proposition 9.1.3 and Theorem 7.2.6, we obtain

$$\left\| \sum_{n=1}^N \varepsilon_n T_{f_n} x_n \right\|_{L^2(\Omega; \gamma(H^*, X))} = \mathbb{E} \left\| \sum_{n=1}^N \varepsilon_n \langle f_n \otimes x_n \rangle \right\|_{L^2(\Omega; \gamma(H^*, X))}$$

$$= \left\| \sum_{k=1}^K \gamma_k' \sum_{n=1}^N \varepsilon_n \langle f_n, h_k^\ast \rangle x_n \right\|_{L^2(\Omega; L^2(\Omega'; X))}$$

$$= \left\| \sum_{n=1}^N \varepsilon_n \xi_n x_n \right\|_{L^2(\Omega'; L^2(\Omega'; X))} \leq \left\| \sum_{n=1}^N \varepsilon_n \xi_n x_n \right\|_{L^r(\Omega'; L^q(\Omega'; X))}$$

$$\leq c_{q, X} \frac{q^{1/q}}{r - q} \|\gamma\|_r \left( \sum_{n=1}^N \varepsilon_n x_n \right)_{L^q(\Omega'; X)} \leq c_{q, X} \frac{q^{1/q}}{r - q} \|\gamma\|_r \kappa_{q, 2} \sum_{n=1}^N \varepsilon_n x_n \right\|_{L^2(\Omega; X)},$$
The claimed estimate follows with \( r = 2q \) and \( 2q^{1/q} \leq 2e^{1/e} < 3 \).

(1)\(\Rightarrow\)(2): This follows from Theorem 8.1.3.

(2)\(\Rightarrow\)(3): Let \( \left( x_n \right)_{n=1}^N \) in \( X \) be arbitrary. Using the notation introduced in the proof of (3)\(\Rightarrow\)(1), it follows from Proposition 9.1.3 that

\[
\mathbb{E}E' \left\| \sum_{n=1}^N \gamma'_n x_n \right\|^2 = \mathbb{E}E' \left\| \sum_{k=1}^N \gamma'_k \sum_{n=1}^N \gamma_n (h_n, h'_k) x_n \right\|^2 \\
= \mathbb{E} \left\| \sum_{n=1}^N \gamma_n T_{h_n} x_n \right\|_{\gamma(H^*,X)}^2 \leq \gamma(\mathcal{T}) \mathbb{E} \left\| \sum_{n=1}^N \gamma_n x_n \right\|^2.
\]

The result follows from this through an application of Proposition 7.5.18.

The next result is an analogue of the \( R \)-boundedness result of Corollary 9.6.12(2) under the assumption that \( X \) has non-trivial type, or equivalently, that \( X \) is \( K \)-convex (see Theorem 7.4.23).

**Theorem 9.6.14.** Let \( X \) be a Banach space and \( H \) be a Hilbert space. For each \( h \in H \) define the operator \( E_h : \gamma(H, X) \to X \) by

\[
E_h T := Th.
\]

If \( X \) has non-trivial type \( p > 1 \), the family \( \mathcal{E} = \{ E_h : \| h \| \leq 1 \} \) is \( R \)-bounded in \( \mathcal{L}(\gamma(H, X), X) \) and

\[
\mathcal{R}(\mathcal{E}) \leq 3 \|\gamma\|_{2p', 2\tau_p, X} K_{2, X},
\]

where \( K_{2, X} \) is the \( K \)-convexity constant of \( X \).

**Proof.** By Proposition 7.1.13, \( X^* \) has finite cotype \( p' \) and \( c_{p', X^*} \leq \tau_{p, X} \).

Therefore, by Theorem 9.6.13 the set

\[
\mathcal{T} := \{ T_h : x^* \mapsto h \otimes x^* ; \| h \|_H \leq 1 \} \subseteq \mathcal{L}(X^*, \gamma(H^*, X^*))
\]

is \( R \)-bounded, and

\[
\mathcal{R}(\mathcal{T}) \leq 3 \|\gamma\|_{2p', 2\tau_p, X, X^*} \leq 3 \|\gamma\|_{2p', 2\tau_p, X}.
\]

Using trace duality (see Theorem 9.1.24, which can be applied here since non-trivial type implies \( K \)-convexity by Theorem 7.4.23), we see that \( \gamma(H^*, X^*) = \gamma(H, X)^* \) with equivalent norms. Moreover, from

\[
\langle E_h S, x^* \rangle = \langle Sh, x^* \rangle = \langle S, h \otimes x^* \rangle = \langle S, T_h x^* \rangle, \quad S \in \gamma(H, X),
\]

we infer that \( E^*_h = T_h \), and hence \( \mathcal{T} = \{ E^* : E \in \mathcal{E} \} = \mathcal{E}^* \) in the notation of Proposition 8.4.1. From this proposition, we deduce that

\[
\mathcal{R}(\mathcal{E}) \leq K_{2, X} \mathcal{R}(\mathcal{E}^*) = K_{2, X} \mathcal{R}(\mathcal{T}) \leq 3 \|\gamma\|_{2p', 2\tau_p, X} K_{2, X}.
\]

\(\square\)
Remark 9.6.15. The results of Corollary 9.6.12(2) and Theorem 9.6.14 are incomparable. Indeed, \( \ell^1 \) satisfies Pisier’s contraction property but does not have non-trivial type (see Corollary 7.1.10 and Proposition 7.5.3), whereas the Schatten classes \( \mathcal{C}^p \) have non-trivial type for all \( p \in (1, \infty) \) (see Proposition 7.1.11 but Pisier’s contraction property only for \( p = 2 \) (see Example 7.6.18)).

It would be interesting to have a necessary and sufficient condition on the Banach space \( X \) in order that the family \( \mathcal{E} = \{ E_h : \| h \| \leq 1 \} \) is \( R \)-bounded or \( \gamma \)-bounded. By considering finite rank operators one sees that the \( \gamma \)-boundedness of \( \mathcal{E} \) is equivalent to the assertion that for all \( (a_{mn})_{m,n=1}^{M,N} \) with \( \sum_{m=1}^M |a_{mn}|^2 \leq 1 \) for all \( 1 \leq n \leq N \) and all \( (x_{mn})_{m,n=1}^{M,N} \) in \( X \) we have

\[
\mathbb{E} \left\| \sum_{n=1}^N \sum_{m=1}^M a_{mn} x_{mn} \right\|^2 \leq C^2 \mathbb{E} \left\| \sum_{m=1}^M \sum_{n=1}^N a_{mn} x_{mn} x_{mn} \right\|^2.
\]

Application to integral operators

As an application of the preceding results, we study the \( R \)-boundedness of families of integral operators associated with certain operator-valued functions \( \phi : S \rightarrow \mathcal{L}(X,Y) \).

To be more precise, suppose that \( \phi : S \rightarrow \mathcal{L}(X,Y) \) has the property that \( \phi x : S \rightarrow Y \) is weakly in \( L^2(S) \) for all \( x \in X \). Then the Pettis integral operator \( I_{\phi x} : L^2(S) \rightarrow Y \) is well defined for every \( x \in X \) (see Section 9.2). Under the stronger assumption that \( \phi x \) belongs to \( \gamma(S;Y) \) for all \( x \in X \) we have the following result.

Corollary 9.6.16. Let \((S, \mathcal{A}, \mu)\) be a measure space and let \( X \) and \( Y \) be Banach spaces, \( Y \) having Pisier’s contraction property or non-trivial type. Let \( \phi : S \rightarrow \mathcal{L}(X,Y) \) be a function with the property that \( \phi x : S \rightarrow Y \) is weakly in \( L^2(S) \) for all \( x \in X \). Then for all \( h \in L^2(S) \) the operator \( V_{\phi, h} : X \rightarrow Y \) defined by

\[
V_{\phi, h} x := I_{\phi x} h = \int_S h(s) \phi(s) x \, d\mu(s)
\]

is bounded. Moreover, the family \( \mathcal{V}_\phi = \{ V_{\phi, h} : \| h \|_2 \leq 1 \} \) is \( R \)-bounded, and

\[
\mathcal{R}(\mathcal{V}_\phi) \leq \mathcal{R}(\mathcal{E}) \| x \mapsto I_{\phi x} \|_{\mathcal{L}(X,\gamma(S;Y))} < \infty,
\]

where \( \mathcal{E} \) is as in Theorem 9.6.14.

Proof. By Corollary 9.6.12(2) (if \( X \) has Pisier’s contraction property) or Theorem 9.6.14 (if \( X \) has non-trivial type), the family \( \mathcal{E} = \{ E_h : \| h \|_2 \leq 1 \} \) is \( R \)-bounded in \( \mathcal{L}(\gamma(S;Y), Y) \).

By assumption each operator \( I_{\phi x} \), as a bounded operator from \( L^2(S) \) to \( X \), belongs to \( \gamma(S;Y) \). By the closed graph theorem, the mapping \( I_{\phi} : X \rightarrow \gamma(S;Y) \) given by \( I_{\phi} x := I_{\phi x} \) is bounded. Since \( V_{\phi, h} = E_h \circ I_{\phi} \), each operator \( V_{\phi, h} \) is bounded and the \( R \)-boundedness of \( \mathcal{V}_\phi \) follows from the \( R \)-boundedness of \( \mathcal{E} \) in \( \mathcal{L}(\gamma(S;Y), Y) \). \( \square \)
As an application of this corollary we prove an $R$-boundedness result for Laplace transforms.

**Example 9.6.17 (R-boundedness of Laplace transforms).** Suppose that $\phi : \mathbb{R}_+ \to \mathcal{L}(X, Y)$ is strongly measurable and has the property that $\phi x \in \gamma(\mathbb{R}_+; Y)$ for all $x \in X$. Define, for $\lambda \in \mathbb{C}_+ = \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \}$, the operators $\hat{\phi}(\lambda) : X \to Y$ by

$$
\hat{\phi}(\lambda)x := \mathbb{I}_{\phi x}(e^{-\lambda \cdot}) = \int_0^\infty e^{-\lambda t} \phi(t)x \, dt.
$$

Then the family

$$
\{ \sqrt{\Re(\lambda)}\hat{\phi}(\lambda) : \lambda \in \mathbb{C}_+ \} \subseteq \mathcal{L}(X, Y)
$$

is $R$-bounded if $Y$ has Pisier’s contraction property or non-trivial type. This follows from Corollary 9.6.16 by observing that the functions $t \mapsto \sqrt{\Re(\lambda)} \exp(-\lambda t)$ have $L^2(\mathbb{R}_+)$-norm one.

Proposition 9.7.21 will give a weaker form of the above result which holds for arbitrary Banach spaces $Y$.

**Translation operators**

Let $(S(t))_{t \in \mathbb{R}}$ denote the left-translation group on $L^p(\mathbb{R})$,

$$
S(t)f(s) := f(s + t), \quad s, t \in \mathbb{R}.
$$

In Proposition 8.1.16 it has been shown that $\{S(t) : t \in \mathbb{R}\}$ is $R$-bounded (or $\gamma$-bounded) on $L^p(\mathbb{R}; X)$ if and only if $p = 2$ and $X$ is isomorphic to a Hilbert space. We we will show now, on the space $\gamma(\mathbb{R}; X)$ both $R$-boundedness and $\gamma$-boundedness of the translation group are characterised in terms of Pisier’s contraction property:

**Proposition 9.6.18.** Let $X$ be a non-zero Banach space and let $(S(t))_{t \in \mathbb{R}}$ denote the left-translation group on $L^2(\mathbb{R})$. The following assertions are equivalent:

1. the family of extensions $(S(t) \otimes I_X)_{t \in \mathbb{R}}$ is $R$-bounded on $\gamma(\mathbb{R}; X)$;
2. the family of extensions $(S(t) \otimes I_X)_{t \in \mathbb{R}}$ is $\gamma$-bounded on $\gamma(\mathbb{R}; X)$;
3. $X$ has Pisier’s contraction property.

**Proof.** Let us write $\tilde{S}(t) = S(t) \otimes I_X$ for brevity.

$(1) \Rightarrow (2)$: This follows from Theorem 8.1.3.

$(2) \Rightarrow (3)$: Suppose that $\mathcal{S}_X := (\tilde{S}(t))_{t \in \mathbb{R}}$ is $\gamma$-bounded with constant $C$. Let $(\gamma_n)_{n\geq 1}$ and $(\gamma_n')_{n\geq 1}$ be Gaussian sequences on probability spaces $(\Omega', \mathbb{P}')$ and $(\Omega'', \mathbb{P}'')$ respectively, and let $(\gamma_{mn})_{m,n \geq 1}$ be a doubly indexed Gaussian
sequence on a probability space \((\Omega, \mathbb{P})\). Let \((x_{mn})_{m,n=1}^{M,N}\) a doubly indexed sequence in \(X\). According to Corollary 7.5.19 it suffices to show that

\[
\mathbb{E} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|^2 \leq \mathbb{E} \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn}' x_{mn} \right\|^2.
\]  

(9.37)

Choose an orthonormal basis \((h_n)_{n \geq 1}\) for \(L^2(0,1)\) and extend each \(h_n\) by zero outside the interval \((0,1)\). For each \(m \in \mathbb{Z}\) and \(n \geq 1\) let \(h_m^m \in L^2(\mathbb{R})\) be defined by \(h_m^m(t) = h_n(t + m) = S(m)h_n(t)\). Then \((h_m^m)_{m,n \geq 1}\) is an orthonormal basis for \(L^2(\mathbb{R})\).

**Step 1** – In this step we prove the inequality “\(\lesssim_X\)” in (9.37).

Put \(f_m := \sum_{n=1}^{N} h_m \otimes x_{mn}\). Since \(\mathcal{S}(m)f_m = \sum_{n=1}^{N} S(m)h_n \otimes x_{mn} = \sum_{n=1}^{N} h_m^m \otimes x_{mn}\),

\[
\mathbb{E}' \left\| \sum_{m=1}^{M} \gamma_m' \mathcal{S}(m)f_m \right\|_{\gamma(\mathbb{R};X)}^2 = \mathbb{E}' \left\| \sum_{m=1}^{M} \gamma_m' \sum_{n=1}^{N} h_m^m \otimes x_{mn} \right\|_{\gamma(\mathbb{R};X)}^2
\]

\[
= \mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_{mn} x_{mn} \right\|^2.
\]

By the same argument,

\[
\mathbb{E}' \left\| \sum_{m=1}^{M} \gamma_m' f_m \right\|_{\gamma(\mathbb{R};X)}^2 = \mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_{mn} x_{mn} \right\|^2.
\]

Therefore, by the \(\gamma\)-boundedness of \(\mathcal{J}_X\),

\[
\mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_{mn} x_{mn} \right\|^2 \leq \mathcal{R}(\mathcal{J}_X)^2 \mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_{mn} x_{mn} \right\|^2.
\]  

(9.38)

By Corollary 6.1.17 and symmetry, the left hand side satisfies

\[
\mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_{mn} x_{mn} \right\|^2 \geq \|\gamma\|_{\mathbb{E}}^2 \mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \epsilon_m' \gamma_{mn} x_{mn} \right\|^2
\]

\[
= \|\gamma\|_{\mathbb{E}}^2 \mathbb{E}' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{mn} x_{mn} \right\|^2.
\]

Substituting into (9.38), we have proved that

\[
\alpha_{2,\mathcal{J}_X} \leq \|\gamma\|_{\mathbb{E}}^{-1} \mathcal{R}(\mathcal{J}_X).
\]

**Step 2** – Next we prove the inequality “\(\gtrsim_X\)” in (9.37). Put \(f_m := \sum_{n=1}^{N} h_m \otimes x_{mn}\). Then
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\[ E' \left\| \sum_{m=1}^{M} \gamma_m S(-m) f_m \right\|_{\gamma(R;X)}^2 = E' \left\| \sum_{m=1}^{M} \gamma_m' \sum_{n=1}^{N} h_n \otimes x_{mn} \right\|_{\gamma(R;X)}^2 = E' E \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma'_n x_{mn} \right\|^2. \]

On the other hand,

\[ E' \left\| \sum_{m=1}^{M} \gamma_m f_m \right\|_{\gamma(R;X)}^2 = E' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m \gamma_m x_{mn} \right\|^2. \]

Therefore, by the \( \gamma \)-boundedness of \( S_X \),

\[ E' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma'_n x_{mn} \right\|^2 \leq \mathcal{R} \left( S_X \right)^2 E' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m \gamma_m x_{mn} \right\|^2. \] (9.39)

Applying (9.38) with \( N = 1 \), we have

\[ E' \left\| \sum_{m=1}^{M} \gamma_m' \gamma_m x_{m1} \right\|^2 \leq \mathcal{R} \left( S_X \right)^2 E' \left\| \sum_{m=1}^{M} \gamma_m' x_{m1} \right\|^2. \]

By Proposition 7.5.18 this implies that \( X \) has finite cotype. Therefore, by Corollary 7.2.10 we see that \( (\gamma'_m)_{m \geq 1} \) can be replaced by a Rademacher sequence \( (\varepsilon'_m)_{m \geq 1} \), and then we can use symmetry as in Step 1:

\[ E E' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m' \gamma_m x_{mn} \right\|^2 \leq \mathcal{R} \left( S_X \right) E E' \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \varepsilon'_m \gamma_m x_{mn} \right\|^2 \]

\[ = E \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_m x_{mn} \right\|^2. \] (9.40)

Now the assertion of Step 2 follows from (9.39) and (9.40). (Note that, in contrast to Step 1, the dependence of the constant \( \alpha^2_{S,X} \) on \( \mathcal{R}(S) \) given by this argument is rather implicit, due to the application of Proposition 7.5.18 and Corollary 7.2.10.)

(3) \( \Rightarrow \) (1): This is a consequence of Theorem 9.6.10.

9.7 Function space embeddings

Even if \( L^2(0,1;X) \) may fail to embed into \( \gamma(0,1;X) \) in general, sufficiently smooth functions do belong to \( \gamma(0,1;X) \). A similar phenomenon occurs in Proposition 8.5.7, where we derived a sufficient condition for \( R \)-boundedness using smoothness conditions. In this section we study the embedding of various classical function spaces into \( \gamma(S;X) \).
9.7.a Embedding Sobolev spaces

We begin with some simple embedding results valid for arbitrary Banach spaces $X$.

**Proposition 9.7.1.** Let $-\infty < a < b < \infty$. If $\phi \in W^{1,1}(a', b; X)$ for all $a < a' < b$ and satisfies
\[
\int_a^b (s-a)^{1/2} \|\phi'(s)\| \, ds < \infty,
\]
then $\phi \in \gamma(a, b; X)$ and
\[
\|\phi\|_{\gamma(a,b;X)} \leq (b-a)^{1/2} \|\phi(b)\| + \int_a^b (s-a)^{1/2} \|\phi'(s)\| \, ds.
\]

**Proof.** The condition on $\phi'$ implies that it is integrable on every interval $(a', b)$ with $a < a' < b$. Put $\psi(s, t) := 1_{(t,b)}(s)\phi'(s)$ for $s, t \in (a, b)$. Then
\[
\phi(t) = \phi(b) - \int_a^b \psi(s, t) \, ds
\]
for all $t \in (a, b)$. For all $s \in (a, b)$ the function $t \mapsto \psi(s, t) = 1_{(t,b)}(s)\phi'(s) = 1_{(a, s)}(t)\phi'(s)$ is in $\gamma(a, b; X)$ and
\[
\|1_{(a, s)}(\cdot)\phi'(s)||_{\gamma(a,b;X)} = \|1_{(a, s)}\|_2 \|\phi'(s)\| = (s-a)^{1/2} \|\phi'(s)\|.
\]
It follows that the $\gamma(a, b; X)$-valued function $s \mapsto \psi(s, \cdot)$ is Bochner integrable. We find that $\phi \in \gamma(a, b; X)$ and
\[
\|\phi\|_{\gamma(a,b;X)} \leq (b-a)^{1/2} \|\phi(b)\| + \int_a^b \|\psi(s, \cdot)\|_{\gamma(a,b;X)} \, ds
\]
\[
= (b-a)^{1/2} \|\phi(b)\| + \int_a^b (s-a)^{1/2} \|\phi'(s)\| \, ds.
\]
\[\square\]

The proposition implies that every $f \in W^{1,1}(a, b; X)$ defines an element of $\gamma(a, b; X)$, i.e., we have a natural inclusion $W^{1,1}(a, b; X) \hookrightarrow \gamma(a, b; X)$, and
\[
\|\phi\|_{\gamma(a,b;X)} \leq (b-a)^{1/2} \|\phi(b)\| + (b-a)^{1/2} \int_a^b \|\phi'(s)\| \, ds
\]
In the converse direction we have the following result.

**Proposition 9.7.2.** Let $-\infty < a < b < \infty$. If $f$ is absolutely continuous, $f \in \gamma(a, b; X)$ and $f' \in \gamma(a, b; X)$, then $f \in C^\frac{1}{2}(a, b; X)$ and
\[
\|f\|_{C^\frac{1}{2}(a,b;X)} \leq (b-a)^{-1/2} \|f\|_{\gamma(a,b;X)} + (b-a)^{1/2} \|f'\|_{\gamma(a,b;X)},
\]
\[
[f]_{C^\frac{1}{2}(a,b;X)} \leq \|f'\|_{\gamma(a,b;X)}.
\]
Proof. For \( a \leq s < t \leq b, f(t) = f(s) + \int_s^t f'(r) \, dr = f(s) + \mathbb{I}_f(1_{[s,t]}). \) Multiplying by \( 1_{(a,b)}(s) \) and integrating over \( s \) we find that

\[
f(t)(b-a) = \mathbb{I}_f(1_{[a,b]}) + \int_a^b \mathbb{I}_f' 1_{[s,t]} \, ds.
\]

Therefore,

\[
\|f(t)\| \leq (b-a)^{-1/2}\|I_f\|_{\mathcal{L}(L^2(a,b),X)} + (b-a)^{1/2}\|I_{f'}\|_{\mathcal{L}(L^2(a,b),X)}.
\]

Similarly,

\[
\|f(t) - f(s)\| = \|\mathbb{I}_f 1_{[s,t]}\| \leq (t-s)^{1/2}\|I_{f'}\|_{\mathcal{L}(L^2(a,b),X)}.
\]

The effect of type

The next result presents a refinement of the proposition in the presence of type \( p \in [1,2) \). The case \( p = 2 \) has already been considered in Theorem 9.2.10.

Recall that for \( s \in (0,1) \) and \( p \in [1,\infty) \) the Sobolev norm \( \| \cdot \|_{W^{s,p}(a,b,X)} \) is given by

\[
\|f\|_{W^{s,p}(a,b,X)} = \|f\|_{L^p(a,b,X)} + [f]_{W^{s,p}(a,b,X)},
\]

where

\[
[f]_{W^{s,p}(a,b,X)} = \left( \int_a^b \int_a^b \frac{\|f(x) - f(y)\|^p}{|x-y|^{sp+1}} \, dx \, dy \right)^{1/p}.
\]

**Theorem 9.7.3.** Let \( X \) be a Banach space, let \( p \in [1,2) \) and \( s := \frac{1}{p} - \frac{1}{2} \). Let \( I \subseteq \mathbb{R} \) be a non-empty open interval. Then

\[
W^{s,p}(I;X) \hookrightarrow \gamma(I;X)
\]

if and only if \( X \) has type \( p \). In this situation we have

\[
\|f\|_{\gamma(I;X)} \leq 5\tau_{p,X}^\gamma (|I|^{-s}\|f\|_{L^p(a,b,X)} + [f]_{W^{s,p}(a,b,X)}).
\]

In case \( |I| = \infty \) we use the convention \( |I|^{-s} = 0 \).

Proof. Let us first assume that \( X \) has type \( p \).

**Step 1:** In this step we consider the unit interval \( I = (0,1) \). Let \( I_f : L^\infty(0,1) \to X \) be given by

\[
I_f \phi = \int_0^1 \phi(t)f(t) \, dt.
\]

We will show that \( I_f \in \gamma(0,1;X) \). To this end we estimate the radonifying norm in terms of the Haar basis \( (h_n)_{n \geq 1} = (1_{(0,1)}, \phi_{jk})_{0 \leq j < \infty, 1 \leq k \leq 2^j} \) of \( (0,1) \) (see Section 9.1.1). For \( 1 \leq n_1 \leq n_2 < \infty \) we have
To estimate \( \left\| \sum_{n=1}^{n_2} \gamma_n f h_n \right\|_{L^p(\Omega;X)} \leq \tau_{p,X} \left( \sum_{n=1}^{n_2} \| f h_n \|^p \right)^{1/p} \).

Moreover, if \( 2^{N_1} < n_1 \leq n_2 \leq 2 \cdot 2^{N_2} \), then

\[
\sum_{n=n_1}^{n_2} \| f h_n \|^p \leq \sum_{j=N_1}^{N_2} \sum_{k=1}^{2^j} \| f \phi_{jk} \|^p \\
= \sum_{j=N_1}^{N_2} 2^{jp/2} 2^j \left\| \int_{(k-1)2^{-j}}^{(k-\frac{1}{2})2^{-j}} f(t + 2^{-j-1}) - f(t) \, dt \right\|^p \\
\leq \sum_{j=N_1}^{N_2} 2^{j+1} \int_0^{1-2^{-j-1}} \left\| f(t + 2^{-j-1}) - f(t) \right\|^p dt,
\]

using that \( s = \frac{1}{p} - \frac{1}{2} \) and \( 2^{1-p} \leq 1 \) in the last step.

Introducing an extra term and integral we can write

\[
\int_0^{1-2^{-j-1}} \left\| f(t + 2^{-j-1}) - f(t) \right\|^p dt \\
= 2^{j+3} \int_0^{1-2^{-j-1}} \int_{2^{-j-3}}^{2^{-j-2}} \left\| f(t + 2^{-j-1}) - f(t) \right\|^p dh \, dt.
\]

Therefore, by the triangle inequality,

\[
\left( \sum_{j=N_1}^{N_2} \sum_{k=1}^{2^j} \| f \phi_{jk} \|^p \right)^{1/p} \leq T_1 + T_2,
\]

where \( T_1 \) and \( T_2 \) are given by

\[
T_1^p = 8 \sum_{j=N_1}^{N_2} 2^{j+1} \int_0^{1-2^{-j-1}} \int_{2^{-j-3}}^{2^{-j-2}} \left\| f(t + 2^{-j-1}) - f(t + h) \right\|^p dh \, dt,
\]

\[
T_2^p = 8 \sum_{j=N_1}^{N_2} 2^{j+1} \int_0^{1-2^{-j-1}} \int_{2^{-j-3}}^{2^{-j-2}} \left\| f(t + h) - f(t) \right\|^p dh \, dt.
\]

To estimate \( T_1 \) we make a substitution in \( t \) and then one in \( h \),

\[
T_1^p = 8 \sum_{j=N_1}^{N_2} \int_{-2^{-j-3}}^{2^{-j-3}} \int_{2^{-j-3}}^{2^{-j-2}} 2^{j+1} \left\| f(t) - f(t + h) \right\|^p dh \, dt
\]
Therefore, by the previous step we find

\[
\| f(t) - f(t + h) \|_p \leq \frac{3}{8} |h|^{-1}
\]

and

\[
\int_{\Delta_{2-N_1-1}} \frac{\| f(t) - f(u) \|_p}{|t - u|^{sp+1}} \, du, \quad \Delta_4 := \{(t, u) \in [0,1]^2 : |t - u| \leq \delta \}.
\]

The term \( T_2 \) can be estimated as

\[
T_2^p = 8 \sum_{j=N_1}^{N_2} \int_0^{2^{-j-2}} \int_{2^{-j-2}}^{2^{-j-1}} 2^{j(sp+1)} \| f(t + h) - f(t) \|_p \, dh \, dt
\]

\[
\leq 2 \sum_{j=N_1}^{N_2} \int_0^{2^{-j-2}} \int_{2^{-j-2}}^{2^{-j-1}} \frac{\| f(t + h) - f(t) \|_p}{|h|^{sp+1}} \, dh \, dt \leq \frac{1}{4} |h|^{-1}
\]

Since \( f \in W^{s,p}(0,1;X) \), both terms converge to zero as \( N_1 \to \infty \). Therefore, by Theorem 9.1.17 we find \( f \in \gamma(0,1;X) \). Moreover, taking \( N_1 = 0 \) and letting \( N_2 \to \infty \), and taking into account the term

\[
\| f \|_p L^1(0,1;X) \leq \| f \|_{L^p(0,1;X)}
\]

corresponding to \( h_1 = 1_{(0,1)} \), it follows that

\[
\| f \|_{\gamma(0,1;X)} \leq \tau_{p,X}^\gamma (\| f \|_p 1_{(0,1)}) + T_1 + T_2
\]

\[
\leq \tau_{p,X}^\gamma (\| f \|_{L^p(0,1;X)} + |I|^{1/p} |f|_{W^{s,p}(0,1;X)})
\]

\[
\leq 5\tau_{p,X}^\gamma \| f \|_{W^{s,p}(0,1;X)}.
\]

**Step 2.** Assume next that \( I = (a,b) \) is a bounded interval. Let \( f \in W^{s,p}(I;X) \) be arbitrary. Let \( g : (0,1) \to X \) be given by \( g(t) = f(a + t(b-a)) \). Then \( g \in W^{s,p}(0,1;X) \) and

\[
|g|_{W^{s,p}(0,1;X)} = |I|^{-1/2} |f|_{W^{s,p}(I;X)}, \quad \| g \|_{L^p(0,1;X)} = |I|^{-1/p} \| f \|_{L^p(I;X)},
\]

and

\[
\| g \|_{\gamma(0,1;X)} = |I|^{-1/2} \| f \|_{\gamma(I;X)}.
\]

Therefore, by the previous step we find

\[
\| f \|_{\gamma(I;X)} = |I|^{1/2} \| g \|_{\gamma(0,1;X)}
\]

\[
\leq 5\tau_{p,X}^\gamma |I|^{1/2} (\| g \|_{L^p(0,1;X)} + |g|_{W^{s,p}(0,1;X)})
\]

\[
= 5\tau_{p,X}^\gamma (|I|^{1/2 - \frac{s}{p}} \| f \|_{L^p(I;X)} + |f|_{W^{s,p}(I;X)}).
\]

**Step 3.** If \( I \) is an infinite intervals, let \( f_n := f_{|I|(-n,n)} \) and \( f_{m,n}^\pm := f_{|I|\pm(m,n)} \) for \( 0 \leq m < n < \infty \). Then by what has already been proved and (9.19) we obtain
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Turning to $T_1$, for $0 < h \leq 1/(2N)$, we have
\[ f(\cdot + h) - f(\cdot) = \sum_{n=1}^{N} \left( \mathbf{1}_{(t_{2n-2} - h, t_{2n-2}]} - \mathbf{1}_{(t_{2n-1} - h, t_{2n-1}]} \right) \otimes x_n. \]

Therefore, \( \|f(\cdot + h) - f(\cdot)\|_{L^p((0,1];X)}^p \leq 2h \sum_{n=1}^{N} \|x_n\|^p \) and it follows that
\[
T_1^p = \int_0^{(2N)^{-1}} \|f(\cdot) - f(\cdot + h)\|_{L^p((0,1];X)}^p \frac{dh}{h^{sp+1}} \leq \left( \int_0^{(2N)^{-1}} 2h^{-sp} \, dh \right) \sum_{n=1}^{N} \|x_n\|^p = C_p(2N)^{-p/2} \sum_{n=1}^{N} \|x_n\|^p.
\]

We conclude that
\[
[f]_{W^{s,p}(0,1;X)} \leq C_p N^{-1/2} \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p}.
\]

(The numerical value of $C_p$ may be different from line to line). Using Example 9.2.4 it follows that
\[
\left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^p(\Omega;X)} \leq (2N)^{1/2} \|f\|_{W^{s,p}(0,1;X)} \leq C(2N)^{1/2} \|f\|_{W^{s,p}(0,1;X)} \leq C((2N)^{-s} + C_p) \left( \sum_{n=1}^{N} \|x_n\|^p \right)^{1/p}.
\]

Since $(2N)^{-s} \leq 1$ this shows that $X$ has type $p$ with $\tau_{p,X} \leq C(1 + C_p)$. \( \Box \)

**9.7.b Embedding Hölder spaces**

As an immediate consequence of Theorem 9.7.3 we obtain the following result for Hölder continuous functions.

**Corollary 9.7.4.** Let $X$ be a Banach space with type $1 \leq p < 2$. If $I$ is an interval of finite length, then for all $\alpha > \frac{1}{p} - \frac{1}{2}$ we have a continuous inclusion
\[
C^\alpha(I;X) \hookrightarrow \gamma(I;X).
\]

The following example shows that for $X = \ell^p$ with $1 \leq p < 2$ the above result fails at the critical exponent $\alpha = \frac{1}{p} - \frac{1}{2}$.

**Example 9.7.5.** Let $1 \leq p < 2$ and $0 < \alpha \leq \frac{1}{2}$ satisfy $\alpha = \frac{1}{p} - \frac{1}{2}$. There exists a function $f \in C^\alpha([0,1];\ell^p)$ for which the associated integral operator $I : L^2(0,1) \to \ell^p$ does not belong to $\gamma(0,1;\ell^p)$. 

9.7 Function space embeddings

Proof. For \( j \geq 0 \) and \( k = 1, \ldots, 2^j \) let \( \varphi_{jk} \) be the Schauder functions on \([0, 1]\), i.e.,

\[
\varphi_{jk}(t) = \int_0^t \phi_{jk}(s) \, ds,
\]

where \( \phi_{jk} \) are the Haar functions on \((0, 1)\) as defined before the proof of Corollary 9.1.27. Let \((e_n)_{n \geq 1}\) denote the standard basis in \(\ell^p\). For \( n = 1, 2, \ldots \) let \( f_n : [0, 1] \to \ell^p \) be defined as

\[
f_n(t) = \sum_{j=0}^{n-1} \sum_{k=1}^{2^j} 2^{(1-1/p)j} \varphi_{jk}(t)e_{2^j+k}.
\]

The function \( f_n \in L^2(0, 1) \otimes \ell^p \) belongs to \( \gamma(0, 1; \ell^p) \), and by the square function estimate of Proposition 9.3.2 we have

\[
\|f_n\|_{\gamma^p(L^2(0, 1), \ell^p)} = \|\gamma\|_p \sum_{j=0}^{n-1} \sum_{k=1}^{2^j} 2^{(p-1)j} \left( \int_0^1 \varphi_{jk}^2(t) \, dt \right)^{p/2}
\]

\[
= \|\gamma\|_p \sum_{j=0}^{n-1} \sum_{k=1}^{2^j} 2^{(p-1)j} \left( \frac{2^{-2j-2}}{3} \right)^{p/2} = \|\gamma\|_p \frac{n}{12^{p/2}}.
\]

Therefore

\[
\|f_n\|_{\gamma^p(L^2(0, 1), \ell^p)} = K_p n^{1/p}
\]

with \( K_p = \|\gamma\|_p / \sqrt{12} \).

We claim that \( f_n \) is \( \alpha \)-Hölder continuous and

\[
\|f_n\|_{C^\alpha([0, 1], \ell^p)} = \sup_{t \in [0, 1]} \|f_n(t)\|_{\ell^p} + \sup_{0 \leq s < t \leq 1} \frac{\|f_n(t) - f_n(s)\|_{\ell^p}}{(t-s)^\alpha} \leq C_p,
\]

where \( C_p \) is a constant independent of \( n \). Indeed, for each \( t \in [0, 1] \), we have

\[
\|f_n(t)\|_{\ell^p} = \left( \sum_{j=0}^{n-1} \sum_{k=1}^{2^j} 2^{(p-1)j} |\varphi_{jk}(t)|^p \right)^{1/p} \leq \left( \sum_{j=0}^{n-1} 2^{(p-1)j} 2^{-(j+2)p/2} \right)^{1/p}
\]

\[
= \frac{1}{2} \left( \sum_{j=0}^{n-1} 2^{-(1-p/2)j} \right)^{1/p} \leq \frac{1}{2} \left( \frac{2^{1-p/2}}{2^{1-p/2} - 1} \right)^{1/p}.
\]

Now let \( 0 \leq s < t \leq 1 \). Let \( j_0 \geq 1 \) be the largest integer for which there exists an integer \( 1 \leq k \leq 2^{j_0} \) such that \( s, t \in [(k-1)2^{-j_0}, (k+1)2^{-j_0}] \). Then

\[
(k-1)2^{-j_0} \leq s < k2^{-j_0} \leq t \leq (k+1)2^{-j_0}.
\]

Indeed, otherwise both \( s \) and \( t \) are contained in either the left or the right half of the interval \([(k-1)2^{-j_0}, (k+1)2^{-j_0}]\) and one could replace \( j_0 \) with \( j_0 + 1 \). Also,
The upper estimate is clear. For the lower estimate assume that \( t - s < 2^{-j_0}. \)
Then \( t - k2^{-j_0} < 2^{-j_0} \) and \( k2^{-j_0} - s < 2^{-j_0}. \) Therefore, \( t, s \in [(k - \frac{1}{2})2^{-j_0}, (k + \frac{1}{2})2^{-j_0}] = [(2k - 1)2^{-j_0}, (2k + 1)2^{-j_0}]. \) This contradicts the choice of \( j_0. \)

Now for each \( 0 \leq j \leq j_0 \) let \( k_j \) be the unique integer such that \( s \in [(k_j - 1)2^{-j}, k_j2^{-j}). \) Two cases can occur: (i) \( t \in [(k_j - 1)2^{-j}, k_j2^{-j}] \) or (ii) \( t \in [k_j2^{-j}, (k_j + 1)2^{-j}]. \)

Since \( \varphi_{j_k} \) is supported on the interval \([\frac{k_j - 1}{2}, \frac{k_j}{2}]\) and satisfies \( |\varphi| = 2^{j/2} \)
in its interior, in case (i) it follows that
\[
|\varphi_{j_k}(t) - \varphi_{j_k}(s)| \leq 2^{j/2}(t - s) \leq 2^{j/2}(2^{-j_0} + 1)(1 - \alpha)(t - s)^\alpha.
\]
In case (ii) it follows that \( \varphi_{j_k}(k_j2^{-j}) = 0 = \varphi_{j_k}(t) \) and
\[
|\varphi_{j_k}(t) - \varphi_{j_k}(s)| = |\varphi_{j_k}(k_j2^{-j}) - \varphi_{j_k}(s)| \leq 2^{j/2}(k_j2^{-j} - s) \leq 2^{j/2}(t - s) \leq 2^{j/2}(2^{-j_0} + 1)(1 - \alpha)(t - s)^\alpha,
\]
and in the same way
\[
|\varphi_{j_k+1}(t) - \varphi_{j_k+1}(s)| = |\varphi_{j_k+1}(t) - \varphi_{j_k+1}(k_j2^{-j})| \leq 2^{j/2}(2^{-j_0} + 1)(1 - \alpha)(t - s)^\alpha.
\]
For \( k \notin \{k_j, k_j + 1\} \) the support of \( \varphi_{j_k} \) is disjoint from \((\frac{k_j - 1}{2}, \frac{k_j + 1}{2})\) and we infer from (9.43) that \( \varphi_{j_k}(s) = \varphi_{j_k}(t) = 0. \)

For \( j_0 < j \leq n \) let \( \ell_j < m_j \) be the unique integers such that \( s \in [(\ell_j - 1)2^{-j}, \ell_j2^{-j}] \) and \( t \in [(m_j - 1)2^{-j}, m_j2^{-j}]. \) Then
\[
|\varphi_{j\ell_j}(t) - \varphi_{j\ell_j}(s)| = |\varphi_{j\ell_j}(s)| \leq 2^{-\frac{j}{2} - 1},
\]
\[
|\varphi_{jm_j}(t) - \varphi_{jm_j}(s)| = |\varphi_{jm_j}(t)| \leq 2^{-\frac{j}{2} - 1}.
\]
As in case (i) for the remaining \( k \notin \{\ell_j, m_j\} \) we have \( \varphi_{j_k}(s) = \varphi_{j_k}(t) = 0. \)
We conclude that
\[
\|f_n(t) - f_n(s)\|^p \leq \sum_{j=0}^{j_0} \sum_{k=1}^{2^j} 2^{(p-1)j} |\varphi_{j_k}(t) - \varphi_{j_k}(s)|^p + \sum_{j=0}^{j_0} \sum_{k=1}^{2^j} 2^{(p-1)j} |\varphi_{j_k}(t) - \varphi_{j_k}(s)|^p
= \sum_{j=0}^{j_0} \sum_{k \in \{k_j, k_j + 1\}} 2^{(p-1)j} |\varphi_{j_k}(t) - \varphi_{j_k}(s)|^p
+ \sum_{j=j_0+1}^{n} \sum_{k \in \{\ell_j, m_j\}} 2^{(p-1)j} |\varphi_{j_k}(t) - \varphi_{j_k}(s)|^p
\]
\[
2 \sum_{j=0}^{J_0} \frac{2^{(p-1)j}}{2^{j/p}2^{-\frac{1}{2}(1-\frac{p}{2})}} (t-s)^{\alpha p} + 2 \sum_{j=1}^{n} 2^{(p-1)j} 2^{-\frac{1}{2}j(p-1)} p \frac{2^{\frac{1}{2}(1-\frac{p}{2})}}{2^{j/p} - 1} (t-s)^{\alpha p} + 2^{-p} \frac{2^{-(j_0+1)(1-\frac{p}{2})}}{1 - 2^{-\frac{1}{2}(1-\frac{p}{2})}} (t-s)^{\alpha p}
\]

In (♠) we used the assumption that \( \alpha = \frac{1}{p} - \frac{1}{2} \) to evaluate the left expression and \( 2^{-(j_0+1)} \leq (t-s) \) and \( (1-\frac{p}{2}) = \alpha p \) to estimate the right expression. This concludes the proof of (9.42).

Now suppose, for a contradiction, that every function \( f \in C^\alpha([0,1]; \ell^p) \) belongs to \( \gamma(0,1; \ell^p) \). Then the closed graph theorem produces a constant \( C \geq 0 \) such that
\[
\|I_f\|_{\gamma(0,1; \ell^p)} \leq C\|f\|_{C^\alpha([0,1]; X)}.
\]

Now (9.41) and (9.42) would imply that \( K_p n^{1/p} \leq CC^\frac{1}{2} \) for all \( n \geq 1 \), which is absurd.

Close inspection of the proof reveals that the argument actually shows that if \( X \) is a Banach space such that \( C^\alpha([0,1]; X) \) embeds into \( \gamma(0,1; X) \) for \( \alpha = \frac{1}{p} - \frac{1}{2} \), then \( X \) cannot contain the spaces \( \ell^p_N \) uniformly. Therefore, by the Maurey-Pisier theorem \( X \) has type \( p + \varepsilon \) for some \( \varepsilon > 0 \) (see the Notes of Chapter 7; the case \( p = 1 \) corresponds to Theorem 7.3.8). For \( p = 1 \), this observation combines with Theorem 9.7.3 to the following result:

**Corollary 9.7.6.** For a Banach space \( X \) the following assertions are equivalent:

1. \( C^{1/2}([0,1]; X) \hookrightarrow \gamma(0,1; X) \) continuously;
2. \( X \) has non-trivial type.

### 9.7.c Embeddings involving holomorphic functions

In this subsection we work over the complex scalars. We are concerned with the relation between the Radonifying norm and Bochner norms in spaces of holomorphic \( X \)-valued functions defined on suitable domains in the complex plane. Two domains are of principal interest: the horizontal strip of height \( \alpha > 0 \),
\[
\mathbb{S}_\alpha := \{ z \in \mathbb{C} : |\text{Im}(z)| < \alpha \}
\]
and the sector of angle \( 0 < \omega < \pi \),
\[
\Sigma_\omega := \{ z \in \mathbb{C} \setminus \{0\} : |\text{arg}(z)| < \omega \}.
\]

The following convention will be in force: If \( X_1 \) and \( X_2 \) are normed spaces, continuously embedded in a Hausdorff topological vector space \( \mathcal{X} \), the notation \( \|x\|_{X_1} \lesssim \|x\|_{X_2} \) will express that \( x \in X_2 \) implies \( x \in X_1 \) and the stated estimate holds with a constant independent of \( x \) and the spaces \( X_1 \) and \( X_2 \).
The main result of this section is the following embedding result for holomorphic functions with values in a Banach space $X$ with type $p$ and cotype $q$. We recall the notation $\tau_{q,X}^\gamma$ and $c_{q,X}^\gamma$ for the Gaussian type $p$ and Gaussian cotype $q$ constants of $X$.

**Theorem 9.7.7.** Let $X$ be a Banach space with type $p \in [1,2]$ and cotype $q \in [2,\infty]$. Let $0 < a < b < c$. Then we have the following estimates:

1. For all holomorphic functions $f : \mathbb{S}_\alpha \to X$,
   \[
   (c_{q,X}^\gamma)^{\gamma} \sum_{j \in \{-1,1\}} \| f(t + jia) \|_{L^\gamma(\mathbb{R},dt;X)} \lesssim \sum_{j \in \{-1,1\}} \| f(t + jib) \|_{\gamma(\mathbb{R},dt;X)} \\
   \lesssim \tau_{p,X} \sum_{j \in \{-1,1\}} \| f(t + jic) \|_{L^p(\mathbb{R},dt;X)}.
   \]

2. For all holomorphic functions $f : \Sigma_\alpha \to X$ with $\alpha < \pi$,
   \[
   (c_{q,X}^\gamma)^{\gamma} \sum_{j \in \{-1,1\}} \| f(e^{ija}t) \|_{L^\gamma(\mathbb{R},dt;X)} \lesssim \sum_{j \in \{-1,1\}} \| f(e^{ijb}t) \|_{\gamma(\mathbb{R},dt;X)} \\
   \lesssim \tau_{p,X} \sum_{j \in \{-1,1\}} \| f(e^{ijc}t) \|_{L^p(\mathbb{R},dt;X)}.
   \]

The implied constants are independent of $f$ and $X$.

The type $p$ and cotype $q$ assumptions are also necessary for the respective embedding to hold true; this is discussed in the Notes. After having developed some tools to handle radonifying norms of holomorphic functions, the proof Theorem 9.7.7 is given at the end of this subsection.

The spaces $\gamma^k(D;X)$

Let $D \subseteq \mathbb{R}^d$ be an open set and let $k \in \mathbb{N}$. For functions $f \in C^k(D;X)$ whose mixed partial derivatives up to order $k$ belong to $\gamma(D;X)$ we define the norm

\[
\| f \|_{\gamma^k(D;X)} := \sum_{|\alpha| \leq k} \| f^{(\alpha)} \|_{\gamma(D;X)},
\]

and define the Banach space $\gamma^k(D;X)$ as the completion with respect to this norm of the space of functions used in its definition.

Identifying an open subset of $\mathbb{C}$ with a subset of $\mathbb{R}^2$, as a consequence of the Cauchy–Riemann equations we have the following simple result for holomorphic functions:
Proposition 9.7.8. Let $D \subseteq \mathbb{C}$ be open and let $k \in N$. A holomorphic function $f : D \rightarrow X$ belongs to $\gamma^k(D; X)$ if and only if its complex derivatives $f^{(j)}$, $j = 0, \ldots, k$, belong to $\gamma(D; X)$.

It is possible to relate the norm of a holomorphic function $f \in \gamma^k(D; X)$ to its classical Sobolev norm:

Proposition 9.7.9. Let $D \subseteq \mathbb{C}$ be open and let $f : D \rightarrow X$ be a holomorphic function. Let $D_1, D_2, D_3$ be bounded open subsets of $D$ such that $\overline{D_1} \subseteq D_2$ and $\overline{D_2} \subseteq D_3$. Then $f \in \gamma(D_2; X)$, and for all $p \in [1, \infty]$ and all integers $k, \ell \geq 0$ the following estimates hold:

$$C_1^{-1} ||f||_{W^\ell,p(D_1; X)} \leq ||f||_{\gamma^k(D_2; X)} \leq C_2 ||f||_{W^\ell,p(D_3; X)},$$

with constants $C_1$ and $C_2$ depending on $k, \ell, p$, and the domains, but independent of $f$ and $X$.

Proof. We begin with the proof of the right-hand estimate, for which it suffices to take $\ell = 0$ and $p = 1$. We can cover $D_2$ by finitely many balls contained in $D_3$. By an argument involving a partition of unity, dilations, and translations, we may assume that $D_2 = \{z \in \mathbb{C} : |z| < 1\}$ and $D_3 = \{z \in \mathbb{C} : |z| < 1 + 2\varepsilon\}$ for some $\varepsilon > 0$.

By Cauchy’s formula, for all $t \in [1 + \varepsilon, 1 + 2\varepsilon]$ we have

$$\frac{1}{n!} ||f^{(n)}(0)|| = \frac{1}{2\pi} \left\| \oint_{|z|=t} \frac{f(z)}{z^{n+1}} \, dz \right\| \leq \frac{1}{2\pi} \frac{1}{(1 + \varepsilon)^{n+1}} \oint_{|z|=t} ||f(z)|| \, |dz|.$$

Integrating over $t \in [1 + \varepsilon, 1 + 2\varepsilon]$, we find

$$\frac{1}{n!} ||f^{(n)}(0)|| \lesssim \frac{1}{(1 + \varepsilon)^{n+1}} ||f||_{L^1(D_3; X)}. \quad (9.44)$$

Writing $f(z) = \sum_{n=0}^{\infty} \frac{1}{n!} f^{(n)}(0) z^n$, by the triangle inequality and (9.44) we find

$$||f^{(k)}||_{\gamma(D_2; X)} \leq \sum_{n=k}^{\infty} \frac{1}{(n-k)!} ||f^{(n)}(0)|| ||z^{n-k}||_{L^2(D_2)} \lesssim \varepsilon ||f||_{L^1(D_3; X)} \sum_{n=k}^{\infty} \frac{n!}{(n-k)! (1 + \varepsilon)^{n+1}} =: C_{\varepsilon,k} ||f||_{L^1(D_3; X)}.$$

Turning to the left-hand side estimate, again it suffices to consider $D_1 = \{z \in \mathbb{C} : |z| < 1\}$ and $D_2 = \{z \in \mathbb{C} : |z| < 1 + 2\varepsilon\}$ for some $\varepsilon > 0$. Using Cauchy’s formula again, the Cauchy–Schwarz inequality, and the inequality

$$||\langle f, x^* \rangle||_{L^2(D_2)} \leq ||f||_{\gamma(D_2; X)} ||x^*||$$

(see (9.7)), for all $x^* \in X^*$ we find
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Proof. (1): Let us first assume that \( f \in \gamma (S_h;X) \). Fix a radius \( 0 < r < \min \{ \frac{1}{2}, b - a \} \) and a number \( s \in [0,1] \), and consider the disjoint balls \( B_n := \{ z \in \mathbb{C} : |z - n - s - ia| < r \}, n \in \mathbb{Z} \). The functions \( \phi_n := |B_n|^{-1/2} 1_{B_n} \), \( n \in \mathbb{Z} \), for an orthonormal system in \( L^2 (S_h) \). By the mean value property (or Cauchy's formula),

\[ f (n + s + ia) = \frac{1}{|B_n|} \int_{B_n} f(z) \, dA(z) = \frac{1}{r \pi^{1/2}} \| f \|_{\gamma (S_h;X)} , \]

where \( A \) is the area (2-dimensional Lebesgue) measure in the complex plane.

It follows that for every \( s \in [0,1] \),

\[ r \pi^{1/2} \| f ( \cdot + s + ia ) \|_{\gamma (Z;X)} = \left\| \sum_{n \in \mathbb{Z}} \phi_n \|_{\gamma (S_h;X)} \right\|_{L^2 (\Omega;X)} \leq \| f \|_{\gamma (S_h;X)} . \]

The same estimate holds for the \( \gamma \)-norm of \( f ( \cdot + s - ia ) \).

To estimate the \( \gamma \)-norm of \( f' ( \cdot + s + ia ) \) we use a similar argument. Fix again a radius \( 0 < r < \min \{ \frac{1}{2}, b - a \} \). Consider the disjoint annuli \( A_n := \{ z \in \mathbb{C} : \frac{1}{2} r < |z - n - s - ia| < r \}, n \in \mathbb{Z} \). With
9.7 Function space embeddings

\[ c^2 := \left\| z \mapsto \frac{1}{z-(n+s+ia)} \right\|_{L^2(S_b)}^2 = \int_0^{2\pi} \int_{r/2}^r |te^{i\theta}|^{-2} t \, dt \, d\theta = 2\pi \log(2), \]

the functions \( z \mapsto \psi_n(z) := c^{-1}(z-(n+s+ia))^{-1}1_{A_n}, \ n \in \mathbb{Z}, \) form an orthonormal system in \( L^2(S_b) \). Using Cauchy’s formula we find

\[ f'(n+s+ia) = \frac{1}{|A_n|} \int_{A_n} \frac{f(z)}{z-(n+s+ia)} \, dA(z) = M|f|\psi_n, \]

where \( M := \frac{c}{|A_n|} \) depends only on \( r \). It follows that for every \( s \in [0,1], \)

\[ \frac{1}{M} \|f'(\cdot + s + ia)\|_{\gamma(Z,X)} = \left\| \sum_{n \in \mathbb{Z}} \gamma_n f^\prime \psi_n \right\|_{L^2(Z;X)} \leq \|f\|_{\gamma(S_b;X)}. \]

The same estimate holds for the \( \gamma \)-norm of \( f'(\cdot + s - ia) \). This completes the proof of (1).

(2): Assume now that \( f \) is bounded on \( S_a \) and \( f(\cdot + ib) \in \gamma(\mathbb{R};X) \) for \( \epsilon \in \{-1,1\} \). We will use the Poisson formula for the strip (see Lemma 9.6.4, where it is formulated for the vertical unit strip),

\[ g(x+iy) = [k_0^0 * g(\cdot + ib)](x) + [k_1^1 * g(\cdot - ib)](x), \quad x \in \mathbb{R}, \quad |y| < \alpha, \quad (9.45) \]

for bounded holomorphic functions \( g : S_a \to \mathbb{C} \) which are square-integrable on \( \{z \in \mathbb{C} : \text{Im}(z) = \pm b\} \). The kernels \( k_0^0, k_1^1 : \mathbb{R} \to \mathbb{R} \) are positive and satisfy

\[ \|k_0^0\|_{L^1(\mathbb{R})} + \|k_1^1\|_{L^1(\mathbb{R})} = \int_{\mathbb{R}} (k_0^0(t) + k_1^1(t)) \, dt = 1 \]

for \( -b < y < b \). As a consequence,

\[ \|g(\cdot + iy)\|_{L^2(\mathbb{R})} \leq \|k_0^0\|_{L^1(\mathbb{R})}\|g(\cdot + ib)\|_{L^2(\mathbb{R})} + \|k_1^1\|_{L^1(\mathbb{R})}\|g(\cdot - ib)\|_{L^2(\mathbb{R})} \leq \max_{\epsilon \in \{-1,1\}} \|g(\cdot + \epsilon ib)\|_{L^2(\mathbb{R})} \leq \|g\|_{L^2(\mathbb{R} \pm i(\pm b))}, \]

and, integrating over \( y \in (-b,b), \)

\[ \|g\|_{L^2(\mathbb{S}_b)} \leq \sqrt{2b}\|g\|_{L^2(\mathbb{R} \pm i(\pm b))}. \]

Thus the linear mapping \( K : L^2(\mathbb{R} \pm i(\pm b)) \to L^2(\mathbb{S}_b) \) given by

\[ Kg(x+iy) := k_0^0 * g(\cdot + ib)(x) + k_1^1 * g(\cdot - ib)(x) \]

is bounded with norm \( \leq \sqrt{2b} \), and by result of Example 9.6.4 extends to a bounded operator \( K : \gamma(L^2(\mathbb{R} \pm i(\pm b));X) \to \gamma(L^2(\mathbb{S}_b);X) \) of norm \( \leq \sqrt{2b} \); moreover (9.45) holds with \( g \) replaced by \( f \). Hence

\[ \|f\|_{\gamma(S_b;X)} \leq \sqrt{2b}\|f\|_{\gamma(\mathbb{R} \pm i(\pm b);X)}. \]
\[ \leq \sqrt{2b} \left( \| f(\cdot + ib) \|_{\gamma(\mathbb{R};X)} + \| f(\cdot - ib) \|_{\gamma(\mathbb{R};X)} \right), \]

and the required estimate (2) follows.

(3): We use the simple fact that for all \( t \in \mathbb{R} \) we have

\[
f(t \pm ib) = \sum_{n \in \mathbb{Z}} 1_{(n,n+1)}(t)f(n \pm ib) + \int_0^1 \sum_{n \in \mathbb{Z}} 1_{(n+s,n+1)}(t)f'(n+s \pm ib) \, ds.
\]

Hence, taking \( \gamma \)-norms with respect to \( t \in \mathbb{R} \) on both sides,

\[
\| f(\cdot \pm b) \|_{\gamma(\mathbb{R};X)} \leq \left\| \sum_{n \in \mathbb{Z}} 1_{(n,n+1)}(t)f(n \pm ib) \right\|_{\gamma(\mathbb{R}, dt; X)} + \int_0^1 \left\| \sum_{n \in \mathbb{Z}} 1_{(n+s,n+1)}(t)f'(n+s \pm ib) \right\|_{\gamma(\mathbb{R}, dt; X)} \, ds
\]

\[= \| f(\cdot \pm ib) \|_{\gamma(\mathbb{Z};X)} + \int_0^1 (1-s)^{1/2} \| f'(\cdot + s \pm ib) \|_{\gamma(\mathbb{Z};X)} \, ds,
\]

where the last step uses that \( \| 1_{(n+s,n+1)} \|_{L^2(\mathbb{R})} = (1-s)^{1/2} \) along with the fact that if the functions \( h_n, n \in \mathbb{Z} \), are orthonormal in \( L^2(\mathbb{R}) \), then \( \sum_{n \in \mathbb{Z}} h_n \otimes x_n \|_{\gamma(\mathbb{R};X)} = \| (x_n)_{n \in \mathbb{Z}} \|_{\gamma(\mathbb{Z};X)} \). This completes the proof.

**Proposition 9.7.11.** Let \( f : S_\alpha \to X \) be holomorphic and let \( 0 \leq a < b < c < d < \alpha \). Let \( Z = \gamma(\mathbb{R}; X) \) or \( Z = L^p(\mathbb{R}; X) \) with \( p \in [1, \infty] \). Then for every integer \( k \geq 1 \) the following chain of inequalities holds:

\[
\sup_{y \in [-a,a]} \| f(\cdot + iy) \|_Z \lesssim \int_{-b}^b \| f(\cdot + iy) \|_Z \, dy \tag{9.46}
\]

\[
\lesssim \sum_{j=0}^k \| f^{(j)}(\cdot + iy) \|_{\gamma((-b,b), dy; Z)} \tag{9.47}
\]

\[
\lesssim \sum_{j=0}^{k+1} \sup_{y \in [-b,b]} \| f^{(j)}(\cdot + iy) \|_Z \tag{9.48}
\]

\[
\lesssim \sup_{y \in [-c,c]} \| f(\cdot + iy) \|_Z \tag{9.49}
\]

\[
\lesssim \sum_{\epsilon \in \{-1,1\}} \| f(\cdot + i\epsilon d) \|_Z. \tag{9.50}
\]

where the finiteness of any of the expressions implies the finiteness of the previous expression in the chain of estimates. In all estimates the implied constants depend on \( a, b, c, \) and \( d \), and the second and the fourth also on \( k \), but are independent of \( f \) and \( X \).
As a consequence of this result, all the norms in Proposition 9.7.10 are connected to the above expressions.

**Proof.** We prove (9.46) by using a Poisson transformation argument. As in the proof of Proposition 9.7.10 one sees that for all \( \theta \in [b, a) \) and all \((x, y) \in \mathbb{R} \times [-a, a] \) we can write

\[
f(x + iy) = [k_y^0 * f(\cdot + i\theta)](x) + [k_y^1 * f(\cdot - i\theta)](x),
\]

and hence

\[
\|f(\cdot + iy)\|_Z \leq \|f(\cdot + i\theta)\|_Z + \|f(\cdot - i\theta)\|_Z.
\]

Now an integration over \( \theta \in [b, a) \) gives (9.46). The inequality (9.50) can be proved in the same way, this time taking \( \theta = d \) and \( s \in [-c, c] \).

The inequalities (9.47) and (9.48) are immediate from Propositions 9.7.1 and 9.7.2, respectively.

It remains to prove the inequality (9.49). By assumption,

\[
C := \sup_{y \in [-c, c]} \|f(\cdot + iy)\|_Z
\]

is finite. Define the function \( F : \mathbb{S}_c \to \mathbb{Z} \) by

\[
F(x + iy)(t) := f(t + x + iy), \quad t \in \mathbb{R}, \ (x, y) \in \mathbb{S}_c.
\]

(In the case \( Z = \gamma(\mathbb{R}; X) \), Proposition 9.7.9 guarantees that \( F \) indeed takes its values in \( Z \).) We claim that \( F \) is holomorphic. By Proposition B.3.1 it suffices to show that \( F \) is bounded and \( z \mapsto \langle F(z), g \rangle \) is holomorphic for all \( g \in G \), where \( G \) is some subspace of \( Z^* \) separating the points of \( Z \). For each \((x + iy) \in \mathbb{S}_c \), by translation invariance we have

\[
\|F(x + iy)\|_Z = \|f(\cdot + x + iy)\|_Z = \|f(\cdot + iy)\|_Z \leq C.
\]

Thus \( F \) is bounded. The subspace

\[
G = \text{span}\{1_I \otimes x^* : I \subseteq \mathbb{R} \text{ a bounded interval, } x^* \in X^*\}
\]

separates the points of \( Z \), and the functions

\[
x + iy \mapsto \langle F(x + iy), 1_I \otimes x^* \rangle = \int_I \langle f(x + iy + t), x^* \rangle \, dt
\]

are holomorphic. This establishes the claim.

We can now apply Proposition 9.7.9 and conclude that \( F \in W^{k+1, \infty}(\mathbb{S}_b; \mathbb{Z}) \) and \( \|F\|_{W^{k+1, \infty}(\mathbb{S}_b; \mathbb{Z})} \lesssim \|F\|_{L^\infty(\mathbb{S}_c; \mathbb{Z})} \). Consequently, for all \( y \in (-b, b) \),

\[
\sum_{j=0}^{k+1} \|f^{(j)}(\cdot + iy)\|_Z = \sum_{j=0}^{k+1} \|F^{(j)}(iy)\|_Z \leq \|F\|_{W^{k+1, \infty}(\mathbb{S}_b; \mathbb{Z})} \lesssim \|F\|_{L^\infty(\mathbb{S}_c; \mathbb{Z})} \leq C.
\]
Taking the supremum over \( y \in [-b, b] \) gives
\[
\sup_y \sum_{j=0}^{k+1} \| f^{(j)}(\cdot + iy) \|_Z \leq \sup_{y \in [-c, c]} \| f(\cdot + iy) \|_Z.
\]

At the expense of another constant \( k + 1 \), we may interchange the supremum and the sum on the left-hand side to obtain the estimate of (9.49).

We are now ready for the proof of Theorem 9.7.7.

**Proof of Theorem 9.7.7. (1):** We start with the proof of the first estimate. Fix \( t \in [0, 1] \) and first assume that \( q < \infty \). By Proposition 9.7.10,
\[
\sum_{\varepsilon \in \{ -1, 1 \}} \left( \sum_{n \in \mathbb{Z}} \| f(t + i\varepsilon b) \|_X^q \right)^{1/q} \leq \tau_{q, X}^\gamma \sum_{\varepsilon \in \{ -1, 1 \}} \| f(\cdot + t + i\varepsilon b) \|_{\gamma(\mathbb{Z}; X)} \leq \tau_{q, X}^\gamma \sum_{\varepsilon \in \{ -1, 1 \}} \| f(\cdot + \varepsilon ic) \|_{\gamma(\mathbb{R}; X)}.
\]

Taking \( q \)-th powers and integrating over \( t \in [0, 1] \), this gives the result. If \( q = \infty \), the \( \ell^q \)-sum on the left-hand side must be replaced by a supremum over \( n \in \mathbb{Z} \).

Turning to the second estimate in (1), fix an arbitrary \( c' \in (b, c) \). By the type \( p \) assumption,
\[
\| n \mapsto f(n) \|_{\gamma(\mathbb{Z}; X)} \leq \tau_{p, X}^\gamma \left( \sum_{n \in \mathbb{Z}} \| f(n) \|_X^p \right)^{1/p}.
\]

Therefore, by Proposition 9.7.10, for every \( r \in [0, 1] \) we have
\[
\sum_{\varepsilon \in \{ -1, 1 \}} \| f(\cdot + \varepsilon ic) \|_{\gamma(\mathbb{R}; X)}
= \sum_{\varepsilon \in \{ -1, 1 \}} \| f(\cdot + r + \varepsilon ic) \|_{\gamma(\mathbb{R}; X)}
\leq \sum_{\varepsilon \in \{ -1, 1 \}} \| f(\cdot + r + \varepsilon ic) \|_{\gamma(\mathbb{Z}; X)} +
+ \sum_{\varepsilon \in \{ -1, 1 \}} \int_0^1 \| f^\prime(\cdot + t + r + \varepsilon ic) \|_{\gamma(\mathbb{Z}; X)} \, dt
\leq \tau_{p, X}^\gamma \sum_{\varepsilon \in \{ -1, 1 \}} \left( \sum_{n \in \mathbb{Z}} \| f(n + r + \varepsilon ic') \|_X^p \right)^{1/p} +
+ \tau_{p, X}^\gamma \sum_{\varepsilon \in \{ -1, 1 \}} \int_0^1 \left( \sum_{n \in \mathbb{Z}} \| f^\prime(n + t + r + \varepsilon ic') \|_X^p \right)^{1/p} \, dt.
\]
Taking \( p \)th powers and integrating over all \( r \in [0,1] \) gives
\[
\sum_{\epsilon \in \{-1,1\}} \| f(\cdot + \epsilon ib) \|_{\gamma(\mathbb{R}; X)}
\leq \tau_{p,X}^{3} \sum_{\epsilon \in \{-1,1\}} \left( \| f(\cdot + \epsilon ic) \|_{L^p(\mathbb{R}; X)} + \| f'( \cdot + \epsilon ic') \|_{L^p(\mathbb{R}; X)} \right)
\leq \tau_{p,X}^{3} \sum_{\epsilon \in \{-1,1\}} \| f(\cdot + \epsilon ic) \|_{L^p(\mathbb{R}; X)},
\]

where the last estimate follows by application of (the last two estimates) of Proposition 9.7.11 with \( Z = L^p(\mathbb{R}; X) \). This completes the proof of the second estimate in (1).

(2): The corresponding result for the sector follows from the result for the strip since \( z \mapsto e^z \) maps the strip \( \mathbb{S}_\delta \) bi-holomorphically onto the sector \( \mathcal{S}_\delta \). Note that for the substitution \( s = e^t \) one has \( dt = \frac{ds}{s} \) which gives the additional division by \( t \) in (2) in both cases. \( \square \)

Remark 9.7.12. By Proposition 9.7.10 and its analogue for the \( L^p \)-norm, under the assumptions of Theorem 9.7.7 the following variation of the estimate in part (1) holds:
\[
c \| f \|_{L^p(\mathbb{S}_\delta; X)} \leq \| f \|_{\gamma(\mathbb{S}_\delta; X)} \leq C \| f \|_{L^p(\mathbb{S}_\delta; X)}.
\]

Similarly, the estimate in part (2) can be replaced by
\[
c \| f \|_{L^q(\mathbb{S}_\delta; X)} \leq \| f \|_{\gamma(\mathbb{S}_\delta; X)} \leq C \| f \|_{L^p(\mathbb{S}_\delta; X)}.
\]

9.7.d Hilbert sequences

We have introduced \( \gamma \)-radonifying operators in terms of their action on finite orthonormal systems and obtained characterisations in terms of summability properties on orthonormal bases. Often one needs to estimate Gaussian sums \( \sum_{n \geq 1} \gamma_n Th_n \) when the system \((h_n)_{n \geq 1} \) is not necessarily orthonormal but satisfies certain weaker conditions. In this section we develop some techniques to handle such situations and show their usefulness in two situations: we will use them to derive an estimate for continuous dual square functions (Proposition 9.7.19) and an \( R \)-boundedness result for Laplace transforms (Proposition 9.7.21) which is a variant of Example 9.6.17 valid without restrictions on the Banach space.

Definition 9.7.13. Let \( H \) be a Hilbert space with a maximal orthonormal system \((h_j)_{j \in I} \). A family \( f = (f_j)_{j \in J} \) in \( H \) indexed by a subset \( J \subseteq I \) is called a Hilbert system if there exists a constant \( C \geq 0 \) such that for any choice of finitely many scalars \( a_1, \ldots, a_N \) and distinct indices \( j_1, \ldots, j_N \in J \),
The least admissible constant in this inequality be denoted by $C_f$ and will be called the Hilbert constant of $f = (f_j)_{j \in J}$.

The reason for assuming that $J$ is a subset of $I$ is to avoid the possibility that $J$ has a greater cardinality than $I$; this already causes problems in the case $I$ and $J$ are finite. We will not always repeat this assumption; whenever we speak of a Hilbert system in a Hilbert space $H$, it will be implicitly understood that the cardinality of its index set does not exceed that of a maximal orthonormal system $H$. In most applications, $I = J$ is either the set of all integers or the set of positive integers, and in both cases such a Hilbert system will be called a Hilbert sequence.

**Proposition 9.7.14.** Let $f = (f_j)_{j \in J}$ be a Hilbert system in $H$ with Hilbert constant $C_f$.

1. If $T \in \gamma_{\infty}(H, X)$, then

$$
\sup \left\| \sum_{n=1}^{N} \gamma_n T f_{j_n} \right\|_{L^2(\Omega; X)} \leq C_f \| T \|_{\gamma_{\infty}(H, X)},
$$

where the supremum is taken over all finite choices of distinct indices $j_1, \ldots, j_N \in J$.

2. If $T \in \gamma(H, X)$, then $\sum_{j \in J} \gamma_T f_j$ is summable in $L^2(\Omega; X)$ and

$$
\left\| \sum_{j \in J} \gamma_T f_j \right\|_{L^2(\Omega; X)} \leq C_f \| T \|_{\gamma(H, X)}.
$$

For the definition of summability we refer to Definition 4.1.2; for countable index sets it is equivalent to unconditional convergence. In general, if $\sum_{j \in J} y_j$ is summable in a Banach space $Y$, then $y_j = 0$ for all but countably many $j \in J$.

**Proof.** Let $(h_i)_{i \in I}$ be a maximal orthonormal system in $H$.

1. If $j_1, \ldots, j_N$ are distinct elements of $J$ and $(h_i)_{i \in I}$ is a maximal orthonormal system with $J \subseteq I$, we may define a linear operator $S : H \to H$ by putting

$$
Sh_{j_n} := f_{j_n}
$$

for $n \in \{1, \ldots, N\}$ and $Sh_j := 0$ for the remaining indices $j \in I \setminus \{j_1, \ldots, j_N\}$.

For $h \in H$ of the form $\sum_{n=1}^{N} a_n h_{j_n}$, we have

$$
\|Sh\|_H^2 = \left\| \sum_{n=1}^{N} a_n f_{j_n} \right\|_H^2 \leq C_f^2 \sum_{n=1}^{N} |a_n|^2 = C_f^2 \|h\|_H^2,
$$
and the set of all such $h$ is dense in $H$. It follows that $S$ is bounded and $\|S\| \leq C_f$. The ideal property (Theorem 9.1.10) now gives

$$E\left\| \sum_{n=1}^{N} \gamma_n T f_{j_n} \right\|^2 = E\left\| \sum_{n=1}^{N} \gamma_n T S h_{j_n} \right\|^2 \leq \|TS\|_{\gamma(H,X)}^2 \leq C_f^2 \|T\|_{\gamma(H,X)}^2.$$

(2): We now define a linear operator $S : H \to H$ by $Sh_j := f_j$ for $j \in J$ and $Sh_j := 0$ for $j \in I \setminus J$. As before one sees that $S$ is bounded and $\|S\| \leq C_f$.

The right ideal property implies $TS \in \gamma(H, X)$. By Theorem 9.1.19

$$\sum_{j \in J} \gamma_j T f_j = \sum_{j \in J} \gamma_j T S h_j$$

is summable in $L^2(H, X)$ and

$$E\left\| \sum_{j \in J} \gamma_j T f_j \right\|^2 = E\left\| \sum_{j \in J} \gamma_j T S h_j \right\|^2 = \|TS\|_{\gamma(H,X)}^2 \leq C_f^2 \|T\|_{\gamma(H,X)}^2.$$

\[\square\]

**Examples of Hilbert sequences**

A sequence is a Hilbert sequence if it is almost orthogonal:

**Proposition 9.7.15.** Let $(f_n)_{n \in \mathbb{Z}}$ be a sequence in $H$. If there exists a function $F : \mathbb{Z} \to \mathbb{R}_+$ such that for all $n, m \in \mathbb{Z}$ we have

$$|\langle f_n, f_m \rangle| \leq F(n - m) \quad \text{with} \quad \sum_{j \in \mathbb{Z}} |F(j)| < \infty,$$

then $(f_n)_{n \in \mathbb{Z}}$ is a Hilbert sequence with constant at most $(\sum_{j \in \mathbb{Z}} |F(j)|)^{1/2}$.

**Proof.** Let $a = (a_n)_{n \in \mathbb{Z}}$ be a finitely non-zero sequence of scalars. Then

$$\left\| \sum_{n \in \mathbb{Z}} a_nf_n \right\|^2 \leq \sum_{m, n} |a_n||a_m|F(n - m) \leq \|a\|_{l^2} \|a \ast F\|_{l^2}$$

where the last estimate follows from the Cauchy–Schwarz inequality; here $a \ast F$ denotes the convolution product for the additive group $\mathbb{Z}$ with the counting measure. By Young’s inequality, $\|a \ast F\|_{l^2} \leq \|a\|_{l^2} \|F\|_{l^2}$ and therefore $\left\| \sum_{n \in \mathbb{Z}} a_nf_n \right\|^2 \leq \|F\|_{l^2} \|a\|^2_{l^2}.$

\[\square\]

The following example contains a simple application of Proposition 9.7.15 and will be used in Proposition 9.7.19.

**Example 9.7.16.** Fix real numbers $q > 0$ and $s \in \mathbb{R}$. For $n \in \mathbb{Z}$ let

$$f_{n, s}(t) := \frac{q}{\cosh(q(t - s + n))}, \quad t \in \mathbb{R}.$$ We will show that the sequence $(f_n)_{n \in \mathbb{Z}}$ is a Hilbert sequence in $L^2(\mathbb{R})$ with Hilbert constant at most $(10q + 16)^{1/2}$. 

By a substitution, for all \( n, m \in \mathbb{Z} \) we have

\[
(f_n f_m) = \int_\mathbb{R} \frac{q}{\cosh(t) \cosh(t + (n - m)q)} \, dt = F(n - m).
\]

Then \( F(0) = 2q, F(-j) = F(j) \), and for \( j \geq 1 \) we use the inequality \( \cosh(x) \geq \frac{1}{2} \max\{e^x, e^{-x}\} \) to estimate the integral on each of the intervals \((\infty, -jq), (-jq, 0], [0, \infty)\) separately:

\[
\begin{align*}
\int_0^\infty \frac{1}{\cosh(t) \cosh(t + jq)} \, dt &\leq 4 \int_{[0, \infty)} e^{-2t-jq} \, dt = 2e^{-jq}, \\
\int_{-jq}^0 \frac{1}{\cosh(t) \cosh(t + jq)} \, dt &\leq 4 \int_{(-jq, 0]} e^{t-jq} \, dt = 4jqe^{-jq}, \\
\int_{-\infty}^{-jq} \frac{1}{\cosh(t) \cosh(t + jq)} \, dt &\leq 4 \int_{(-\infty, -jq]} e^{2t+jq} \, dt = 2e^{-jq}.
\end{align*}
\]

Multiplying by \( q \) and adding up, for \( j \geq 1 \) this gives the bound \( F(j) \leq 4q(1 + jq)e^{-jq} \). Accordingly,

\[
\sum_{j \in \mathbb{Z}} F(j) \leq 2q + 8q \sum_{j \geq 1} (1 + jq)e^{-jq} = 2q + \frac{8q^2}{(e^q - 1)^2} + \frac{8q(q + 1)}{e^q - 1} \leq 10q + 16.
\]

Now the result follows from Proposition 9.7.15.

A different class of examples is obtained as follows.

**Proposition 9.7.17.** Let \( \phi \in L^2(\mathbb{R}) \) and define the sequence \((f_n)_{n \in \mathbb{Z}}\) in \( L^2(\mathbb{R}) \) by \( f_n(t) = e^{2\pi i nt} \phi(t) \). Define \( F : [0, 1] \to [0, \infty) \) as

\[
F(t) := \sum_{k \in \mathbb{Z}} |\phi(t + k)|^2.
\]

Then \((f_n)_{n \in \mathbb{Z}}\) is a Hilbert sequence in \( L^2(\mathbb{R}) \) with Hilbert constant \( C \) if and only if \( F(t) \leq C^2 \) for almost every \( t \in [0, 1] \).

**Proof.** Let \( e_n(t) = e^{2\pi i nt} \) for \( n \in \mathbb{Z} \). For a finitely non-zero sequence of scalars \((a_n)_{n \in \mathbb{Z}}\), we have

\[
\left\| \sum_{n \in \mathbb{Z}} a_n f_n \right\|_{L^2(\mathbb{R})}^2 = \sum_{k \in \mathbb{Z}} \int_0^1 \sum_{n \in \mathbb{Z}} a_n e_n(t) \phi(t) \big| \phi(t) \big|^2 \, dt = \sum_{k \in \mathbb{Z}} \int_0^1 \sum_{n \in \mathbb{Z}} a_n e_n(t) \big| \phi(t + k) \big|^2 \, dt = \int_0^1 \sum_{n \in \mathbb{Z}} a_n e_n(t) \big| F(t) \big|^2 \, dt.
\]
If $F \leq C^2$ almost everywhere, the above identity gives

$$\left\| \sum_{n \in \mathbb{Z}} a_n f_n \right\|^2 \leq C^2 \sum_{n \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} a_n e_n \left\| e_n \right\|_{L^2(\mathbb{T})}^2 = C^2 \sum_{n \in \mathbb{Z}} |a_n|^2.$$ 

and $(f_n)_{n \in \mathbb{Z}}$ is a Hilbert sequence with constant $C$. Conversely, if $(f_n)_{n \in \mathbb{Z}}$ is a Hilbert sequence with constant $C$, the above identity shows that for all trigonometric polynomials $p = \sum_{n \in \mathbb{Z}} a_n e_n$ we have

$$\int_0^1 |p(t)|^2 F(t) \, dt \leq C^2 \sum_{n \in \mathbb{Z}} |a_n|^2 = C^2 \|p\|_{L^2(\mathbb{T})}^2.$$ 

This gives $F(t) \leq C^2$ for almost every $t \in [0, 1]$. 

**Example 9.7.18.** For any $a > 0$ and $\rho \in [0, 1)$ the functions

$$f_n(t) = e^{-at + 2\pi i (n + \rho)t}, \quad n \in \mathbb{Z},$$

define a Hilbert sequence in $L^2(\mathbb{R}_+$. Indeed, identifying $f_n$ with functions in $L^2(\mathbb{R})$ and using the preceding notation, for all $t \in [0, 1]$ we have

$$F(t) = \sum_{k \in \mathbb{Z}} |\phi(t + k)|^2 = \sum_{k \geq 0} e^{-2\alpha t (t + k)} = \frac{e^{2\alpha (1-t)}}{e^{2\alpha} - 1}.$$ 

Now Proposition 9.7.17 implies that $(f_n)$, as a sequence in $L^2(\mathbb{R})$, is a Hilbert sequence with constant $C_f = 1/\sqrt{1 - e^{-2\alpha}}$. But then of course $(f_n)$ is also a Hilbert sequence in $L^2(\mathbb{R}_+)$, with the same constant.

**Application to dual square functions**

As a first application of Hilbert sequences we present two results providing estimates of continuous (dual) square functions in terms of related discrete square functions. Both will be needed in Chapter 10 (in the proofs of Propositions 10.4.15 and 10.4.15).

Let $S_\alpha := \{z \in \mathbb{C} : |\text{Im}(z)| < \alpha \}$ denote the horizontal strip of height $\alpha$.

**Proposition 9.7.19.** Let $g : S_\alpha \to X^*$ be holomorphic. If

$$\sup_{|\beta| < \alpha} \sup_{t \in [0, 1]} \sup_{N \geq 0} \left\| \sum_{|n| \leq N} \varepsilon_n g(n + t + i\beta) \right\|_{L^2(\Omega; X^*)} < \infty,$$

where $(\varepsilon_n)_{n \in \mathbb{Z}}$ is a Rademacher sequence, then $g$ defines an element of $\gamma(\mathbb{R}; X)^*$ and

$$\|g\|_{\gamma(\mathbb{R}; X)^*} \leq C_\alpha \sup_{|\beta| < \alpha} \sup_{t \in [0, 1]} \sup_{N \geq 0} \left\| \sum_{|n| \leq N} \varepsilon_n g(n + t + i\beta) \right\|_{L^2(\Omega; X^*)},$$

where $C_\alpha \approx \sqrt{1 + \frac{1}{\alpha}}$. 

Proof. By taking $N = 0$, the assumption on $g$ implies that it is bounded on $\mathbb{S}_\alpha$. For $0 < \beta < \alpha$, the Poisson formula for the vertical unit strip (Lemma C.2.9), applied after a re-scaling to the horizontal strip $\mathbb{S}_\alpha$, gives the following representation for the values of $g$ on the real line:

$$g(t) = \sum_{\epsilon \in \{-1, 1\}} k * g(\cdot + i \epsilon \beta)(t), \quad t \in \mathbb{R},$$

where $k(t) = 1/(4\beta \cosh(\frac{\pi t}{2\beta}))$. Therefore, for any step function $f : \mathbb{R} \to X$, by Fubini’s theorem and the evenness of $k$ we have

$$\int_{\mathbb{R}} \langle f(t), g(t) \rangle \, dt = \sum_{\epsilon \in \{-1, 1\}} \int_{\mathbb{R}} \langle k * f(t), g(t + i \epsilon \beta) \rangle \, dt$$

$$= \sum_{\epsilon \in \{-1, 1\}} \int_{0}^{1} \sum_{n \in \mathbb{Z}} \langle k * f(t + n), g(t + n + i \epsilon \beta) \rangle \, dt$$

$$= \sum_{\epsilon \in \{-1, 1\}} \mathbb{E}_{\mathcal{F}} \int_{0}^{1} \left( \sum_{n \in \mathbb{Z}} \varepsilon_n k * f(t + n), \sum_{n \in \mathbb{Z}} \varepsilon_n g(t + n + i \epsilon \beta) \right) \, dt.$$

Hence

$$\left| \int_{\mathbb{R}} \langle f(t), g(t) \rangle \, dt \right| \leq \sum_{\epsilon \in \{-1, 1\}} \sup_{t \in [0, 1]} \left\| \sum_{n \in \mathbb{Z}} \varepsilon_n k * f(t + n) \right\|_{L^2(\Omega; X)}$$

$$\times \sup_{t \in [0, 1]} \sup_{N \geq 0} \left\| \sum_{|n| \leq N} \varepsilon_n g(t + n + i \epsilon \beta) \right\|_{L^2(\Omega; X')} .$$

Estimating the Rademacher series by a Gaussian series using Corollary 6.1.17, we have

$$\left\| \sum_{n \in \mathbb{Z}} \varepsilon_n k * f(t + n) \right\|_{L^2(\Omega; X)} \leq \frac{1}{\mathbb{E}|\gamma|} \left\| \sum_{n \in \mathbb{Z}} \gamma_n k * f(t + n) \right\|_{L^2(\Omega; X)}$$

$$= \frac{1}{\mathbb{E}|\gamma|} \left\| \sum_{n \in \mathbb{Z}} \gamma_n \mathbb{I}_{fn, t} \right\|_{L^2(\Omega; X)} ,$$

where $k_{n, t}(s) = k(t + n - s), \ s \in \mathbb{R}$. Writing $k(s) = \frac{1}{2\pi} q / \cosh(qs)$ with $q = \pi/(2\beta)$, by the result of Example 9.7.16 the sequence $(k_{n, t})_{n \in \mathbb{Z}}$ is a Hilbert sequence with constant $c_\beta = \frac{1}{2\pi} \sqrt{10\pi/(2\beta) + 16}$. Therefore by Proposition 9.7.14,

$$\left\| \sum_{n \in \mathbb{Z}} \gamma_n \mathbb{I}_{fn, t} \right\|_{L^2(\Omega; X)} \leq c_\beta \|f\|_{\gamma(\mathbb{R}; X)} .$$

Combining the estimate, using that $\mathbb{E}|\gamma| = \sqrt{\frac{2}{\pi}}$, and finally letting $\beta \uparrow \alpha$, this gives the result, with constant $C_\alpha = \sqrt{\frac{5}{8\alpha}} + \frac{2}{\pi}$.
Using rather different techniques, an analogous result for square functions can be proved provided one replaces the Rademacher sequence by a Gaussian sequence.

**Proposition 9.7.20.** Let $f : \mathbb{S}_\alpha \to X$ be holomorphic. If

$$\sup_{|\beta| < \alpha} \sup_{t \in [0,1]} \|f(\cdot + t + i\beta)\|_{\gamma(Z;X)} < \infty,$$

then $f \in \gamma(\mathbb{R};X)$ and

$$\|f\|_{\gamma(\mathbb{R};X)} \leq C_\alpha \sup_{|\beta| < \alpha, t \in [0,1]} \|f(\cdot + t + i\beta)\|_{\gamma(Z;X)},$$

where $C_\alpha \approx \sqrt{\alpha} + \frac{1}{\alpha}$.

**Proof.** Consider the isometric isomorphism $J : L^2(\mathbb{R}) \to L^2((0,1) \times \mathbb{Z})$ defined by $Jf(t,n) := f(t+n)$. By Theorem 9.6.1

$$\|f\|_{\gamma(\mathbb{R};X)} \leq \|(t,n) \mapsto f(t+n)\|_{\gamma((0,1) \times \mathbb{Z};X)}.$$

Fix $\beta \in [\alpha/2, \alpha)$ and put $R_\beta := \{z \in \mathbb{C} : 0 \leq -\frac{1}{2} < \Re(z) < \frac{3}{2}, |\Im(z)| < \beta\}$. For all $t \in [0,1]$ and $n \in \mathbb{Z}$, Cauchy’s theorem gives

$$f(t+n) = \frac{1}{2\pi i} \int_{\partial R_\beta} \frac{f(z+n)}{z-t} \, dz$$

The function

$$z \mapsto [(t,n) \mapsto \frac{f(z+n)}{z-t}]$$

is Bochner integrable along $\partial R_\beta$ as a function with values in $\gamma(L^2((0,1) \times \mathbb{Z});X)$ and

$$\|(t,n) \mapsto f(t+n)\|_{\gamma((0,1) \times \mathbb{Z};X)}$$

$$\leq \frac{1}{2\pi} \int_{\partial R_\beta} \|\frac{f(z+n)}{z-t}\|_{\gamma((0,1) \times \mathbb{Z};X)} \, |dz|$$

$$= \frac{1}{2\pi} \int_{\partial R_\beta} \|f(z+\cdot)\|_{\gamma(Z;X)} \, |dz|$$

$$\leq \sup_{|\beta| < \alpha} \sup_{t \in [0,1]} \|f(\cdot + t + i\beta)\|_{\gamma(Z;X)} \times \frac{1}{2\pi} \int_{\partial R_\beta} \|\frac{1}{z-\cdot}\|_{L^2(0,1)} \, |dz|,$$

where the middle inequality follows from the result of Example 9.4.12. This completes the proof, except for the quantitative estimate for the constant. For this we estimate the integral on the right-hand side by using that if $t \in [0,1)$, then $|z-t| \geq \beta \geq \frac{x}{2}$ if $z = x + i\beta$ with $-\frac{1}{2} \leq x \leq \frac{1}{2}$ and $|z-t| \geq 1$ if $z = \frac{1}{2} \pm iy$ with $-\beta \leq y \leq \beta$. Thus each of the two horizontal parts contributes
at most $\sqrt{2} \cdot \frac{2}{\alpha}$, and each of the vertical parts at most $\sqrt{2} \cdot 1 \leq \sqrt{2} \alpha$. This leads to the explicit bound

$$C_\alpha = \frac{\sqrt{2}}{\pi} \left( \frac{2}{\alpha} + \sqrt{\alpha} \right).$$

\[\square\]

**Application to Laplace transforms**

As a second application we will prove a version of Example 9.6.17 in general Banach spaces.

**Proposition 9.7.21.** Suppose that $\phi : \mathbb{R}_+ \to \mathcal{L}(X, Y)$ is strongly measurable and has the property that $\phi x \in \gamma_\infty(\mathbb{R}_+; Y)$ with $\|\phi x\|_{\gamma_\infty(\mathbb{R}_+; Y)} \leq K \|x\|$ for all $x \in X$. Define, for $\lambda \in \mathbb{C}_+ = \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \}$, the operators $\hat{\phi}(\lambda) \in \mathcal{L}(X, Y)$ by

$$\hat{\phi}(\lambda)x := \int_0^\infty e^{-\lambda t} \phi(t)x \, dt.$$  

Then for every $\delta > 0$, the family

$$\{ \hat{\phi}(\lambda) : \Re(\lambda) \geq \delta \}$$

is $R$-bounded, and its $R$-bound is at most $\sqrt{2} \pi e^{2\pi} K/\sqrt{1 - e^{-\delta}}$.

**Proof.** Fix real numbers $\delta > 0$, $a \in [\delta/2, 3\delta/2]$, and $\rho \in [0, 1)$. By Example 9.7.18 and a suitable substitution $f_n(t) = e^{-at - 2\pi n(n + \rho)t}, \quad n \in \mathbb{Z}$, defines a Hilbert sequence in $L^2(\mathbb{R}_+)$ with constant $C_f^2 = \frac{1}{1 - e^{-\delta}} \leq \frac{1}{1 - e^{-\delta}}$. Therefore, by Corollary 6.1.17 and Proposition 9.7.14, for all $x \in X$ and for $N \geq 0$ we obtain

$$\mathbb{E} \left\| \sum_{|n| \leq N} \varepsilon_n \hat{\phi}(a + 2\pi n(n + \rho))x \right\|^2 \leq \frac{1}{(\mathbb{E}|\gamma|)^2} \mathbb{E} \left\| \sum_{|n| \leq N} \gamma_n \hat{\phi}(a + 2\pi n(n + \rho))x \right\|^2 \leq \frac{C_f^2}{(\mathbb{E}|\gamma|)^2} \|x\|_{\gamma_\infty(\mathbb{R}_+; Y)} \leq \frac{K^2}{(\mathbb{E}|\gamma|)^2(1 - e^{-\delta})} \|x\|^2.$$  

By Proposition 8.4.6(1) setting $V_\delta = \{ z \in \mathbb{C} : \delta/2 \leq \Re(z) \leq 3\delta/2 \}$, we have

$$\sup_{z \in \partial V_\delta} \mathcal{H}(\{ \hat{\phi}(z + 2\pi in) : n \in \mathbb{Z} \}) \leq \frac{K}{\mathbb{E}|\gamma| \sqrt{1 - e^{-\delta}}}.$$
The function $\hat{\phi}$ is bounded and holomorphic on \( \{ z \in \mathbb{C} : \Re(z) \geq \delta \} \). Indeed, it is clear that $\hat{\phi}$ is bounded and that $z \mapsto \langle \hat{\phi}(z)x, x^* \rangle$ is holomorphic for all $x^* \in X^*$. The proof of Proposition B.3.1 shows that $z \mapsto \hat{\phi}(z) \in \mathcal{L}(X, Y)$ is continuous in the uniform operator topology, and therefore Corollary B.3.3 implies the asserted holomorphy.

Now we apply Corollary 8.5.9. After translating and rotating our strip, we infer from this corollary (and after letting the width of the strip tend to zero) that

\[
\mathcal{R}(\{ \hat{\phi}(z) : \Re(z) \geq \delta \}) \leq \mathcal{R}(\{ \hat{\phi}(z) : \Re(z) = \delta \}) \leq \frac{2e^{2\pi K}}{|E|\gamma|\sqrt{1-e^{-\delta}}|}.
\]

\[\square\]

9.8 Notes

The quote in the beginning of the chapter is taken from Stein [1982]. This reference contains an excellent overview of the development of square functions in harmonic analysis.

Section 9.1

The heuristics behind our approach to this topic are largely due to Kalton and Weis [2016]; many of the actual results treated in the other sections are also from this paper. Despite its relatively recent publication year, a preprint had circulated in the community for more than a decade and provided the infrastructure and the inspiration for much of the work on this topic over the current century, including large parts of the present chapter.

The theory of $\gamma$-radonifying operators can be traced back to the pioneering works of Gel’fand [1955], Segal [1956], Gross [1962, 1967], Kallianpur [1971]. The class of $\gamma$-summing operators was introduced by Linde and Pietsch [1974] and further studied by Figiel and Tomczak-Jaegermann [1979]. Linde and Pietsch [1974] also contains Proposition 9.1.3 and Example 9.1.21. Some related results from these papers are discussed further below in these Notes (see page 351). The first systematic study of $\gamma$-radonifying operators is Neidhardt [1978].

The ideal property (Theorem 9.1.10) can be traced back to Gross [1962, Theorem 5]. Another proof of the ideal property for $H_1 = H_2 =: H$ and $K = \mathbb{C}$ can be given by using that

(i) Every Hilbert space operator $T$ of norm less than 1 is a convex combination of finitely many unitaries;
(ii) If $R : H \to X$ is $\gamma$-radonifying and $U$ is unitary on $H$, then $RU : H \to X$ is $\gamma$-radonifying (with the same norm).

9.8 Notes
An elementary proof of (i) can be found in Gardner [1984] (see also Blackadar [2006]). Assertion (ii) is an immediate consequence of the fact that unitaries map orthonormal systems to orthonormal systems. If one only considers finite rank operators (or finite Gaussian sums) as in Proposition 6.1.23 it suffices to show that every matrix of norm \( \leq 1 \) can be written as a convex combination of unitary matrices. In this form the proof was presented in Diestel, Jarchow, and Tonge [1995, Theorem 12.15].

A variant of this proof can be based on writing a contraction \( T \) as a sum of two self-adjoint contractions, for example \( T = \frac{1}{2}(T + T^*) + \frac{1}{2}(T - T^*) \), and then writing a self-adjoint contraction \( S \) as a convex combination of two unitaries, for example \( S = \frac{1}{2}(S + i\sqrt{T-S^*S}) + \frac{1}{2}(S - i\sqrt{T-S^*S}) \). The simplicity of this argument comes at a price: it produces an additional constant 2.


The characterisation of \( \gamma \)-radonifying operators in terms of their action on an orthonormal bases (Theorem 9.1.17) is frequently taken as the definition of \( \gamma \)-radonifying operators and goes back to the early days of the subject; an obvious disadvantage of this approach is that it limits the scope of the theory to separable Hilbert spaces. This unsatisfactory state of affairs is fixed by Theorem 9.1.19, which is taken from Van Neerven [2010].

As is evident from its proof, Theorem 9.1.20 on the equality of \( \gamma(H, X) = \gamma\infty(H, X) \) for Banach spaces \( X \) not containing a copy of \( c_0 \) is hardly more than a restatement of the Kwapień–Hoffmann-Jørgensen theorem (Theorem 6.4.10) in the Gaussian context. In its present formulation the result is taken from Kalton and Weis [2016]. Example 9.1.21 is due to Linde and Pietsch [1974].

Theorem 9.1.24 is essentially due to Pisier [1989]; its present formulation was stated by Kalton and Weis [2016], where the other results of Section 9.1.f can also be found.

Complex interpolation of \( \gamma(H_0, X_0) \) and \( \gamma(H_1, X_1) \) is considered in Suárez and Weis [2006, 2009]. In Theorem 9.1.25 we have only presented the special case where \( H_0 = H_1 \).

The \( \gamma \)-radonification of the indefinite integral \( J : L^2(0, 1) \to C[0, 1] \) asserted in Corollary 9.1.27 is equivalent to the existence of Brownian motion and even provides a natural formula for Brownian motion in terms of a Gaussian series. When stated in this form, Corollary 9.1.27 is a classical result which goes back to Wiener [1923]. The proof of Corollary 9.1.27 via the Haar system is due to Ciesielski [1991]. It is a substantial simplification of Wiener’s original arguments, which used the trigonometric system instead. Revuz and Yor [1999] offers a comprehensive study of Brownian motion and its many applications.

If follows from Corollary 9.1.27 that Brownian motions have a version with paths in \( C^\alpha[0, 1] \) for all \( \alpha \in [0, 1/2] \). It is well-known that almost surely the paths do not belong to \( C^{1/2}[0, 1] \). It was shown in Ciesielski [1991] (see also Ciesielski [1993]) that the trajectories of a Brownian motion do belong to the
Besov space $B_{p,\infty}^{1/2}(0, 1)$ almost surely, for any $p \in [1, \infty)$. Since the indefinite integral $\gamma$-radonifying as an operator from $L^2(0, 1)$ to $C^\alpha(0, 1)$ for $\alpha \in [0, 1/2)$, this result could suggest that the indefinite integral should be $\gamma$-radonifying as an operator from $L^2(0, 1)$ to $B_{p,\infty}^{1/2}(0, 1)$. Perhaps surprisingly, this is not the case. In fact, in Roynette [1993] it is shown that there exists a constant $C > 0$ with the property that the $B_{p,\infty}^{1/2}(0, 1)$-norm of almost all trajectories of the Brownian motion $B$ are greater than $C$. Now, if $J : L^2(0, 1) \to B_{p,\infty}^{1/2}(0, 1)$ were $\gamma$-radonifying, then the induced random variable $B : \Omega \to B_{p,\infty}^{1/2}(0, 1)$ would be strongly measurable and Gaussian (in the sense that its composition with any functional $x^* \in X^*$ is Gaussian distributed). But then the general theory of Gaussian random variables precludes the existence of the aforementioned constant $C$ (see, e.g., Ledoux and Talagrand [1991, Section 3.1]). Roynette [1993] also showed that almost surely the trajectories of $B$ do not belong to $B_{p,q}^{1/2}(0, 1)$ for any $q \in [1, \infty)$. The above results have been extended to the setting of Brownian motions with values in Banach spaces in Hytönen and Veraar [2008] with a different approach.

**Early history of $\gamma$-radonifying operators**

The pioneering works of Gel'fand [1955], Segal [1956], Gross [1962, 1967], Kallianpur [1971], Baxendale [1976] considered the so-called radonification problem which asks for conditions for a cylindrical distribution on a Banach space $X$ to be representable as an $X$-valued random variable.

A cylindrical distribution on a Banach space $X$ is a bounded linear operator $W : X^* \to L^2(\Omega)$, where $(\Omega, P)$ is a probability space. It is said to be Gaussian if $Wx^*$ is Gaussian distributed for all $x^* \in X^*$. The prime example arises in the context of Hilbert spaces: If $H$ is a Hilbert space with maximal orthonormal system $(h_i)_{i \in I}$, and $(\gamma_i)_{i \in I}$ a family of independent standard Gaussian random variables with the same index set on a probability space $(\Omega, P)$, then for all $h \in H$, the family $(\gamma_i(h|h_i))_{i \in I}$ is summable in $L^2(\Omega)$ (in the sense defined in Chapter 4) and

$$W_H h := \sum_{i \in I} \gamma_i(h|h_i), \quad h \in H,$$

defines a cylindrical Gaussian distribution $W_H$ on $H$. The rather straightforward proof is left to the reader. In some respects, the cylindrical distribution $W$ serves as a substitute for the Lebesgue measure in the infinite dimensional context. This idea will be further developed in the next volume in connection with the co-called Malliavin calculus.

A cylindrical distribution $W : X^* \to L^2(\Omega)$ is said to be Radon if there exists a random variable $\xi : \Omega \to X$ such that $Wx^* = \langle \xi, x^* \rangle$ for all $x^* \in X^*$. Here, as always, it is understood that random variables are strongly measurable; therefore, the distribution of the random variable $\xi$, if it exists, is a Radon probability measure on $X$. (A probability measure $\mu$ on a topological
Hausdorff space $T$ is said to be Radon if for every $\varepsilon > 0$ there exists a compact subset $K$ of $T$ such that $\mu(\mathcal{C}K) < \varepsilon$. Also note that the random variable $\xi$, if it exists, is necessarily unique.

If $T$ is a bounded linear operator from $X$ into another real Banach space $Y$, then $T$ maps every (Gaussian) cylindrical distribution $W_H$ on $X$ to a cylindrical (Gaussian) distribution $T(W)$ on $Y$ given by

$$T(W)y^* := W(T^*y^*), \quad y^* \in Y^*.$$ 

The following theorem can be found in Kuo [1975]:

**Theorem 9.8.1.** A bounded operator $T : H \to X$ is $\gamma$-radonifying (i.e., belongs to $\gamma(H, X)$) if and only if the cylindrical distribution $T(W_H)$ on $X$ is Radon.

For Gaussian cylindrical distributions, Gross [1962, 1967] obtained a further necessary and sufficient condition for $\gamma$-radonification in terms of so-called measurable seminorms on $H$. These developments marked the birth of the theory of Gaussian distributions on Banach spaces. Comprehensive accounts of this theory can be found in Vakhania, Tarieladze, and Chobanyan [1987], Bogachev [1998].

**Section 9.2**

We follow the presentation of Kalton and Weis [2016]. Theorem 9.2.14 is taken from this reference. Proposition 9.2.8 is due to Rosiński and Suchanecki [1980]. Theorem 9.2.10 goes back to Hoffmann-Jørgensen and Pisier [1976] and Rosiński and Suchanecki [1980]; in its present formulation it can be found in Van Neerven and Weis [2005b].

**Section 9.3**

The isomorphic identification $\gamma(H, L^p(\mu)) \approx L^p(\mu; H^*)$ of Proposition 9.3.2 goes back to the extension theorem of Marcinkiewicz, Paley, and Zygmund, presented here as Theorem 2.1.9. In its present formulation the result can be found in Brzeźniak and Peszat [1999] (under some additional assumptions) and Brzeźniak and Van Neerven [2003]. A related result can be found in Carmona and Chevet [1979].

Corollary 9.3.3 and Example 9.3.4 go back to Van Neerven, Veraar, and Weis [2008]. The special case for $p = 2$ (in the formulation that if $(S, \mathcal{A}, \mu)$ is a finite measure space, then every operator on $L^2(S)$ which can be factored through $L^\infty(S)$ is Hilbert–Schmidt) is folklore; we learnt the result through Arendt [2005/06]. Example 9.3.4 is not optimal: the Sobolev embeddings of this example are in fact $p$-summing (which is stronger in view of Proposition 9.8.7 below).

Theorem 9.3.6 unifies various results in Van Neerven, Veraar, and Weis [2007a,b, 2008]. Theorem 9.3.8 is due to Van Neerven and Weis [2005a].
Section 9.4

Theorems 9.4.1 goes back to Neidhardt [1978]. In its present form it is taken from Van Neerven [2010]. Theorem 9.4.2 is essentially due to Van Neerven and Weis [2005a]. Theorem 9.4.10 is due to Kalton and Weis [2016]. A detailed investigation of the connection of Theorem 9.4.10 with properties $(\alpha^\pm)$ (see Proposition 7.5.4) is carried out in Van Neerven and Weis [2008].

Section 9.5

Theorem 9.5.1 is due to Kalton and Weis [2016], where also a simple version of its converse, Proposition 9.5.6, can be found. It is an open problem whether the multiplier $M$ always takes $\gamma(S;X)$ to $\gamma(S;X)$.

Section 9.6

The extension property of Theorem 9.6.1 is due to Kalton and Weis [2016]. Besides being an important theoretical tool, it is often useful when there is no extension from $L^2(S)$ to the Bochner space $L^2(S;X)$ for a given Banach space $X$.

The $R$-boundedness results for Banach spaces with Pisier’s contraction property of Theorem 9.6.10 and Corollary 9.6.12 (and its converse Proposition 9.6.11) are due to Haak and Kunstmann [2006]. They applied these results to admissibility questions in control theory (see Haak [2004] and the referenced cited therein). Some of their results hold under different assumptions on the underlying Banach spaces. Theorem 9.6.13 is due to Kaiser and Weis [2008]; the dual version in Theorem 9.6.14 is due to Hytönen and Veraar [2009]. We do not know whether the assumptions on $Y$ in Example 9.6.17 can be dropped or relaxed. A partial result in this direction is Proposition 9.7.21.

The characterisation of $R$-boundedness of translations on $\gamma(\mathbb{R};X)$ of Proposition 9.6.18 seems to be new.

Section 9.7

Proposition 9.7.1 is due to Kalton and Weis [2016] and Proposition 9.7.2 is due to Veraar and Weis [2015].

Theorem 9.7.3 can be viewed as a special case of the main result of Kalton, Van Neerven, Veraar, and Weis [2008], which asserts that if either $D = \mathbb{R}^d$ or $D \subseteq \mathbb{R}^d$ is a non-empty bounded open domain, then a Banach space $X$ has type $p \in [1,2]$ if and only if the Besov space $B^{(\frac{1}{2} - \frac{1}{d})}_{p,p} (D;X)$ embeds continuously into $\gamma(D;X)$. The converse embedding holds if and only if $X$ has cotype $p$. The proof of these results are based on an extension argument to reduce the proof to the case $D = \mathbb{R}^d$ and Fourier analytic description of the norm of the Besov space based on the Littlewood-Paley decomposition. The
non-trivial fact that $B_{p,p}^s(D; X) = W^{s,p}(D; X)$ with equivalent norms will be proved in the next volume. The direct proof of Theorem 9.7.3 presented here for $D = I$, an open interval in $\mathbb{R}$, is a variation of the one given in Van Neerven, Veraar, and Weis [2007b].

Example 9.7.5 is due to Van Neerven, Veraar, and Weis [2007b], where the same example is actually used to prove that $C^{\frac{1}{p} - \frac{1}{2}}((0, 1]; X)$ embeds into $\gamma(0, 1; X)$ if and only if $X$ has stable type $p$. For a discussion of stable type we refer the reader to Ledoux and Talagrand [1991] and Pisier [1986a]. For the present discussion the following facts are relevant:

- stable type 2 is equivalent to type 2;
- for any $p \in [1, 2)$, stable type $p$ implies type $p + \varepsilon$ for some $\varepsilon > 0$.

Proposition 9.4.13 is due to Kalton, Van Neerven, Veraar, and Weis [2008].

The results of Section 9.7.c are taken from Veraar and Weis [2015]. There, the necessity of the type $p$ and cotype $q$ assumption for Theorem 9.7.7 was proved as well. Both can be deduced by applying the estimate in the strip case to

$$f(t) = \sum_{n=1}^{N} \phi_n(t)x_n, \text{ where } \phi_n(z) = \text{sinc}(2\pi z - c_n),$$

with $c_1, \ldots, c_N \geq 0$ a suitable sequence of real numbers which grows exponentially and which makes the sequence $(\phi_n)_{n \geq 1}$ orthogonal on $L^2(-1, 1)$. In particular, the $\gamma$-norm of $\phi$ is simple to calculate. However, it is quite tedious to find good estimates for the $L^p$ and $L^q$-norms of $f$.

The results on Hilbert sequences presented in Section 9.7.d are taken from Haak, Van Neerven, and Veraar [2007]. If one is interested in sufficient conditions for $\gamma$-radonification, the role of orthonormal systems may be replaced by Bessel sequences. This provides a flexible tool for checking $\gamma$-radonification. A family of vectors $(f_j)_{j \in \mathbb{Z}}$ in $H$ is called a Bessel sequence if if there exists a constant $C > 0$ such that for any finite distinct choice of $j_1, \ldots, j_N \in \mathbb{Z}$ and $\alpha_1, \ldots, \alpha_N \in \mathbb{K}$,

$$\left( \sum_{n=1}^{N} |\alpha_n|^2 \right)^{1/2} \leq C \left\| \sum_{n=1}^{N} \alpha_n f_j \right\|_H.$$

It is immediate from the definition that Bessel sequences have to be linearly independent.

Proposition 9.7.21 was first proved in Van Neerven and Weis [2006]. The proof using Hilbert sequences is from Haak, Van Neerven, and Veraar [2007], where similar methods are used to also show that the set $\{ \sqrt{\lambda} \theta(\lambda) : \lambda \in \Sigma_{\frac{\pi}{2} - \varepsilon} \}$ is $R$-bounded for every $\varepsilon \in (0, \pi/2)$. Proposition 9.7.17 is due to Casazza, Christensen, and Kalton [2001]. The argument in Example 9.7.18 is taken from Haak, Van Neerven, and Veraar [2007, Example 2.5]. The following more general result is given in Jacob and Zwart [2001, Theorem 1, (3) $\leftrightarrow$ (5)]. A a Riess sequence is a sequence that is both a Hilbert sequence and a Bessel sequence.
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Theorem 9.8.2. Let \((\lambda_n)_{n \geq 1}\) be a sequence in \(\mathbb{C}_+\) which is properly spaced in the sense that
\[
\inf_{m \neq n} \left| \frac{\lambda_m - \lambda_n}{\Re(\lambda_n)} \right| > 0.
\]
Then the functions
\[
f_n(t) := \sqrt{\Re(\lambda_n)} e^{-\lambda_n t}, \quad n \geq 1,
\]
define a Riesz sequence, i.e., there are constants \(0 < c \leq C < \infty\) such that
\[
c^2 \sum_{n \geq 1} |\alpha_n|^2 \leq \left\| \sum_{n \geq 1} \alpha_n f_n \right\|^2 \leq C^2 \sum_{n \geq 1} |\alpha_n|^2
\]
for all sequences \((\alpha_n)_{n \geq 1} \in \ell^2\).

More on this topic can be found in Young [2001].

Further results

More on \(\gamma\)-summing operators

Let \(H\) and \(X\) be a Hilbert space and a Banach space, respectively. As an application of the ideal property we give a characterisation of \(\gamma(N, H, X)\) which does not involve the use of orthonormal systems.

Theorem 9.8.3. Let \(p \in [1, \infty)\). For a bounded operator \(T \in \mathcal{L}(H, X)\) the following are equivalent:

1. \(T \in \gamma(N, H, X)\);
2. there exists a constant \(C_p > 0\) such that for all finite sequences \((h_n)_{n=1}^N\) in \(H\),
\[
\left\| \sum_{n=1}^N \gamma_n Th_n \right\|_{L^p(\Omega; X)} \leq C_p \sup_{\|h\| \leq 1} \left( \sum_{n=1}^N |(h_n| h)\|^2 \right)^{1/2}.
\]

In this situation, \(\|T\|_{\gamma(N, H, X)}\) equals the least admissible constant in (2).

Proof. If (2) holds, then we obtain (1) by considering orthonormal \(h_1, \ldots, h_N\); this also gives the inequality \(\|T\|_{\gamma(N, H, X)} \leq C_0\), where \(C_0\) is the least admissible constant in (2). Suppose now that (1) holds and fix vectors \(h_1, \ldots, h_N \in H\).

Let \(u_1, \ldots, u_N\) be the standard unit vectors of \(\ell^2_N\) and define \(S : \ell^2_N \rightarrow H\) by \(Su_n = h_n\). Then
\[
\|S\| = \sup_{\|u\|_{\ell^2_N} \leq 1, \|h\| \leq 1} |(Su|h)| = \sup_{\|h\| \leq 1} \left( \sum_{n=1}^N c_n(h_n| h) \right)^{1/2}.
\]
Now (2), as well as the inequality $C_0 \leq \|T\|_{\gamma_k^p(H,X)}$, follows from the right ideal property:

$$
E\left\| \sum_{n=1}^{N} \gamma_n Th_n \right\|^p = E\left\| \sum_{n=1}^{N} \gamma_n Ts u_n \right\|^p \leq \|TS\|_{\gamma_k^p(\ell_k^p)} \|S\|^p.
$$

This result suggests the following definition.

**Definition 9.8.4.** Let $X$ and $Y$ be Banach spaces.

(i) A bounded operator $T : X \to Y$ is said to be $\gamma$-summing if there exists a constant $C > 0$ such that for all finite sequences $(x_n)_{n=1}^N$ in $X$ we have

$$
\left\| \sum_{n=1}^{N} \gamma_n Tx_n \right\|_{L^2(\Omega;X)} \leq C \sup_{\|x^*\| \leq 1} \left( \sum_{n=1}^{N} |\langle x_n, x^* \rangle|^2 \right)^{1/2}.
$$

(ii) A bounded operator $T : X \to Y$ is said to be $\gamma$-radonifying if there exists a constant $C > 0$ such that for all sequences $(x_n)_{n \geq 1}$ in $X$ we have

$$
\left\| \sum_{n \geq 1} \gamma_n Tx_n \right\|_{L^2(\Omega;X)} \leq C \sup_{\|x^*\| \leq 1} \left( \sum_{n \geq 1} |\langle x_n, x^* \rangle|^2 \right)^{1/2}.
$$

In the second part of this definition it is part of the assumptions that the sum $\sum_{n \geq 1} \gamma_n Tx_n$ converges in $L^2(\Omega;X)$ for all sequences $(x_n)_{n \geq 1}$ in $X$ with the property that $\sum_{n \geq 1} |\langle x_n, x^* \rangle|^2$ is finite.

It is rather surprising that the Gaussian sequences in the above definition may be replaced by Rademacher sequences to obtain an equivalent definition:

**Theorem 9.8.5.** Let $X$ and $Y$ be Banach spaces. A bounded operator $T : X \to Y$ is $\gamma$-summing (respectively, $\gamma$-radonifying) if and only if (9.52) (respectively, (9.53)) holds with the Gaussian sequences replaced by Rademacher sequences.

A detailed proof can be found in Diestel, Jarchow, and Tonge [1995, Theorem 12.20]. For the reader’s convenience we sketch the main steps in the real case: the complex case requires some obvious adjustments. We only need to show that the Rademacher definition implies its Gaussian counterpart, the converse being a consequence of the fact that we can always estimate Rademacher sums by Gaussian sums (Corollary 6.1.17).

Let $S^{N-1}$ be the unit sphere in $\mathbb{R}^N$ and let $O(N)$ denote the group of orthogonal matrices on $\mathbb{R}^N$. Each $a \in S^{N-1}$ defines a mapping $\varphi_a : O(N) \to S^{N-1}$ by $\varphi_a(v) := v(a)$. The first observation is that the image under $\varphi_a$ of the Haar measure $\sigma^N$ of $O(N)$ equals the normalised surface area measure $\lambda^{N-1}$ on $S^{N-1}$:

$$
\varphi_a(\sigma^N) = \lambda^{N-1}, \quad a \in S^{N-1}.
$$
By change of variables, this is then used to show that if $U : \ell_2^N \to X$ is a
bounded operator, then
\[
\mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n U e_n \right\|^2 = \int_{O(N)} \mathbb{E}\left\| \sum_{n=1}^{N} \varepsilon_n U v e_n \right\|^2 \, d\nu_N(v),
\]
with $(e_n)_{n=1}^{N}$ the standard unit basis of $\ell_2^N$. Using self-explanatory
termology, now let $T : X \to Y$ be $\varepsilon$-summing. Fix an arbitrary sequence $(x_n)_{n=1}^{N}$ in
$X$ and consider the operator $Y : \ell_2^N \to X$ defined by $U e_n := x_n$. Applying
the above identity to $TU$ and using that $T$ is $\varepsilon$-summing we obtain
\[
\mathbb{E}\left\| \sum_{n=1}^{N} \gamma_n T x_n \right\|^2 = \int_{O(N)} \mathbb{E}\left\| \sum_{n=1}^{N} \varepsilon_n TU v e_n \right\|^2 \, d\nu_N(v)
\leq C^2 \sup_{v \in O(N)} \sup_{\|x\| \leq 1} \sum_{n=1}^{N} |\langle U v e_n, x^* \rangle|^2
\leq C^2 \sup_{v \in O(N)} \sup_{\|x\| \leq 1} \|v^* U^* x^* \|^2
\leq C^2 \|U\|^2 = C^2 \sum_{n \geq 1} |\langle x_n, x^* \rangle|^2.
\]
This proves that $T$ is $\gamma$-summing. The proof of the corresponding assertion
about radonification follows by a standard Cauchy sequence argument.

Let $W$ be the cylindrical mapping defined in (9.51). The main result of
Linde and Pietsch [1974] (who define $\gamma$-summing operators through (9.52))
asserts that a bounded operator $T : H \to X$ is $\gamma$-summing if and only if $T(W)$ is
weak$^*$-Radon, in the sense that there exists a weak$^*$-measurable random
variable $\xi$ with values in $X^{**}$, whose distribution is a Radon measure on
$(X, \text{weak}^*)$, such that $T(W) x^* = \langle x^*, \xi \rangle$ almost surely for all $x^* \in X^*$. This
result is a natural companion to the fact, observed at the beginning of these
Notes, that a bounded operator $T : H \to X$ is $\gamma$-radonifying if and only if
$T(W)$ is Radon.

Next we will prove that the trace duality result of Proposition 9.1.22
extends to $\gamma$-summing operators. More precisely, for $T \in \gamma_\infty(H, X)$ and
$S \in \gamma_\infty(H^*, X^*)$ we have
\[
|\text{tr}(S^* T)| \leq \|S^* T\|_{\pi(H)} \leq \|S\|_{\gamma_\infty(H^*, X^*)} \|T\|_{\gamma_\infty(H, X)}.
\]
One can argue as before, but we have to assure that $R = S^* T$ is a compact
operator. To prove this first note that as in the proof of Proposition 9.1.22
one sees that for all orthonormal systems $(f_n)_{n \geq 1}$ and $(g_n)_{n \geq 1}$ in $H$ we have
\[
\sum_{n \geq 1} |\langle R f_i, g_i \rangle| \leq \|S\|_{\gamma_\infty(H^*, X^*)} \|T\|_{\gamma_\infty(H, X)}.
\]
It follows from Diestel, Jarchow, and Tonge [1995, Theorem 4.6(a)] that $R$ is compact. Therefore, $R$ has a
singular value decomposition and the proof can be finished along the lines of
Proposition 9.1.22.
Alternatively, for each finite $I \subseteq \mathbb{N}$, we let $T_I = \sum_{i \in I} h^*_i \otimes Th_i$. This forms a net in a natural way and $(T_I h, x^*) \to (Th, x^*)$ for all $h \in H$ and $x^* \in X^*$. Since each $T_I$ has finite rank, $S^*T_I$ is compact and hence the proof of Proposition 9.1.22 and the ideal property give that $\|S^*T_I\|_{\mathcal{L}(\mathcal{H})} \leq K$. Since $C^1(H) = \mathcal{X}(H)^*$, it follows that there exists a sub-net $(\phi(I))_I$ and $R \in \mathcal{R}^1(H)$ such that $S^*T\phi(I) \to R$ weak*. Identification of the limit shows that $R = S^*T$ and by the properties of the weak*-topology we have $\|S^*R\|_{\mathcal{R}^1(H)} \leq \|S\|_{\gamma_{\infty}(H^*, X^*)}\|T\|_{\gamma_{\infty}(H, X)}$.

Relation to $p$-summing operators

Recall from Section 7.2.a that an operator is $p$-summing if there exists a constant $C \geq 0$ such that for all choices $x_1, \ldots, x_N \in X$,

$$\left( \sum_{n=1}^{N} |Tx_n|^p \right)^{1/p} \leq C \sup_{\|x^*\| \leq 1} \left( \sum_{n=1}^{N} |\langle x_n, x^* \rangle|^p \right)^{1/p}, \quad (9.54)$$

and we write $\pi_p(T)$ for the least admissible constant $C$.

In the original definition of $p$-summing, the sequence spaces $\ell^p$ can be equivalently replaced by any sufficiently non-trivial $L^p(S)$-space.

**Lemma 9.8.6.** Let $X, Y$ be Banach spaces, $T \in \mathcal{L}(X, Y)$, and $(S, \mathcal{A}, \mu)$ be a measure space. If $T$ is $p$-summing, then

$$\|Tf\|_{L^p(S; Y)} \leq C \sup_{\|x^*\| \leq 1} \|\langle f, x^* \rangle\|_{L^p(S)}, \quad f \in L^p(S; X) \quad (9.55)$$

with $C \leq \pi_p(T)$. Conversely, if (9.55) holds for some infinite-dimensional $L^p(S)$, then $T$ is $p$-summing and $\pi_p(T) \leq C$.

**Proof.** Assume first that $T$ is $p$-summing. Since both sides of (9.55) are continuous in $f \in L^p(S; X)$, it suffices to check the bound for every simple function $f = \sum_{n=1}^{N} z_n 1_{A_n}$ (disjoint $A_n$). But this reduces to (9.54) with $x_n = \mu(A_n)^{1/p} z_n$.

Conversely, suppose that (9.55) holds. The assumption that $\dim L^p(S) = \infty$ implies that we can choose disjoint sets $A_1, \ldots, A_N$ with $\mu(A_n) \in (0, \infty)$. To prove (9.54), it suffices to write (9.55) for $f = \sum_{n=1}^{N} 1_{A_n} \mu(A_n)^{-1/p} x_n$. □

As a consequence we obtain that every $p$-summing operator is $\gamma$-summing:

**Proposition 9.8.7.** If $T \in \pi^p(X, Y)$ for some $1 \leq p < \infty$, then $T \in \gamma_{\infty}(X, Y)$ and

$$\|T\|_{\gamma_{\infty}(X, Y)} \leq \kappa_{p, 2}\|T\|_{\pi^p(X, Y)}.$$ 

In particular, if $c_0 \not\subset Y$ and $X = H$ is a Hilbert space, then $\pi^p(H, Y) \hookrightarrow \gamma(H, Y)$ continuously by Theorems 9.1.20 and 9.8.3.
Proof. For a finite system \((x_n)_{n=1}^N\) in \(X\), we have, applying Lemma 9.8.6 to the function \(f = \sum_{n=1}^N \gamma_n x_n \in L^p(\Omega; X)\) in the first step,

\[
\left\| \sum_{n=1}^N \gamma_n T x_n \right\|_{L^r(\Omega;Y)} \leq \pi_p(T) \sup_{x^* \in B_{X^*}} \left\| \sum_{n=1}^N \gamma_n \langle x_n, x^* \rangle \right\|_{L^r(\Omega)} \\
\leq \pi_p(T) \kappa_{p,2} \sup_{x^* \in B_{X^*}} \left( \sum_{n=1}^N |\langle x_n, x^* \rangle|^2 \right)^{1/2}.
\]

This result is just a sample from a body of related results, none of which will be used in these volumes. Further results along this line are developed in Diestel, Jarchow, and Tonge [1995]. For example, it is shown that if \(Y\) has cotype 2, then for every \(p \in [2, \infty)\) the space \(\gamma_\infty(X, Y)\) coincides with the space \(\pi^p(X, Y)\) of \(p\)-summing operators from \(X\) to \(Y\). Furthermore, if \(X\) also has cotype 2, this is true for all \(p \in [1, \infty)\).

In fact, \(\gamma\)-radonifying operators can be thought of as the Gaussian analogues of \(p\)-summing operators. For a systematic exposition of this point of view we refer the reader to the Maurey-Schwartz seminar notes published between 1972 and 1976, the monograph by Schwartz [1973], and the lecture notes by Badrikian and Chevet [1974]. More recent monographs touching on this subject include Bogachev [1998], Mushtari [1996], and Vakhania, Tarieladze, and Chobanyan [1987].

The Kwapień-Szumański theorem

If \(H\) is separable, then a bounded operator from \(H\) into another Hilbert space \(X\) is Hilbert-Schmidt if and only if for some (equivalently, every) orthonormal basis \((h_n)_{n \geq 1}\) of \(H\) we have

\[
\sum_{n \geq 1} \|Th_n\|^2 < \infty. \tag{9.56}
\]

This leads to the natural question whether, if \(T : H \to X\) is \(\gamma\)-radonifying from a separable Hilbert space \(H\) into a Banach space \(X\), it is true that (9.56) holds for some (or every) orthonormal basis \((h_n)_{n \geq 1}\) of \(H\). For spaces \(X\) with cotype 2 the answer is trivially affirmative. The next example shows that, in general, (9.56) need not hold for every orthonormal basis:

Example 9.8.8. Let \(T : \ell^2 \to \ell^p\) be the diagonal operator \((c_n)_{n \geq 1} \mapsto (a_n c_n)_{n \geq 1}\). Here we assume that \((a_n)_{n \geq 1}\) is bounded and \(2 \leq p < \infty\), so that \(T\) is well defined as a bounded operator.
Denote by \((e_n)_{n \geq 1}\) the standard unit basis of \(\ell^2\). From
\[
\mathbb{E} \left\| \sum_{n=M}^{N} \gamma_n a_n e_n \right\|^p = \mathbb{E} \sum_{n=M}^{N} |\gamma_n|^p |a_n|^p = \mathbb{E} |\gamma|^p \sum_{n=M}^{N} |a_n|^p
\]
we see that \(T\) is \(\gamma\)-radonifying if and only if \((a_n)_{n \geq 1}\) belongs to \(\ell^p\). In that case,
\[
\sum_{n \geq 1} \|Te_n\|^2 = \sum_{n \geq 1} |a_n|^2,
\]
and this sum diverges if we take \((a_n)_{n \geq 1}\) from \(\ell^p \setminus \ell^2\).

This example is rather discouraging, and the following affirmative result due to Kwapien and Szymanski [1980] may therefore come as a surprise.

**Theorem 9.8.9 (Kwapien–Szymanski).** Let \(H\) be a separable Hilbert space and \(X\) a Banach space. If \(T \in \gamma(H, X)\), then there exists an orthonormal basis \((h_n)_{n \geq 1}\) of \(H\) such that
\[
\sum_{n \geq 1} \|Th_n\|^2 < \infty.
\]

**Proof.** Fix any orthonormal basis \((h_n)_{n \geq 1}\) of \(H\). By assumption, the sequence \(\sum_{n \geq 1} \gamma_n Th_n\) converges in \(L^2(\Omega; X)\), and therefore there exist indices \(0 = N_1 < N_2 < \ldots\) such that
\[
\sum_{n \geq 1} \mathbb{E} \left\| \sum_{j=N_n+1}^{N_{n+1}} \gamma_j Th_j \right\|^2 < \infty.
\]

To finish the proof we will show that there exists, for every \(n \geq 1\), a unitary operator \(U_n \in \mathcal{U}(H_n)\), where \(H_n\) is the span of the vectors \(h_{N_n+1}, \ldots, h_{N_{n+1}}\), such that
\[
\sum_{j=N_n+1}^{N_{n+1}} \|TU_n h_j\|^2 \leq \mathbb{E} \left\| \sum_{j=N_n+1}^{N_{n+1}} \gamma_j Th_j \right\|^2. \tag{9.57}
\]

The orthonormal basis \((h'_n)_{n \geq 1}\) defined by \(h'_j = U_n h_j\) for \(N_n + 1 \leq j \leq N_{n+1}\) then has the desired property.

Let \(\nu_{n}\) denote the Haar measure on the compact group \(U(H_n)\) of all unitary operators on \(H_n\). Denoting by \(\sigma_{n}\) the surface measure on the unit sphere \(S_n\) of \(H_n\) and using that \(\sigma_n\) is the image measure of \(\nu_n\) under the mapping \(U \mapsto Uh_j\), for all \(N_n + 1 \leq j \leq N_{n+1}\) we have
\[
\int_{TU(H_n)} \|TU h_j\|^2 d\nu_{n}(U) = \int_{S_n} \|Th\|^2 d\sigma_n(h).
\]
Summing over $j$ and using that $\sigma_n$ is also the image measure of $(N_{n+1} - N_n)^{-1} \cdot \|\cdot\|^2 \gamma_n(\cdot)$ under the mapping $h \mapsto h/\|h\|$, we obtain

$$
\sum_{j=N_{n+1}}^{N_{n+1}} \int_{TU(H_n)} \|Uh_j\|^2 d\nu_n(U) = (N_{n+1} - N_n) \int_{S_n} \|Th\|^2 d\sigma_n(h)
$$

$$
= (N_{n+1} - N_n) \int_{S_n} \left\| \frac{h}{\|h\|} \right\|^2 \|h\|^2 d\sigma_n(h)
$$

$$
= \int_{H_n} \|Th\|^2 d\gamma_n(h) = \mathbb{E} \left\| \sum_{j=N_{n+1}}^{N_{n+1}} \gamma_j Th \right\|^2.
$$

Since $\nu_n$ is a probability measure, there must exist a $U_n \in U(H_n)$ such that (9.57) holds.

**Entropy numbers**

Following Pietsch [1980, Chapter 12], the entropy numbers $e_n(T)$ of a bounded operator $T \in \mathcal{L}(X,F)$ are defined as the infimum of all $\varepsilon > 0$ such that there are $x_1, \ldots, x_{2^n - 1} \in T(B_X)$ such that

$$
T(B_X) \subseteq \bigcup_{j=1}^{2^{n-1}} (x_j + \varepsilon B_F).
$$

Here $B_X$ and $B_F$ denote the closed unit balls of $X$ and $F$. Note that $T$ is compact if and only if $\lim_{n \to \infty} e_n(T) = 0$. Thus the entropy numbers $e_n(T)$ measure the degree of compactness of an operator $T$.

The following result is due to Kühn [1982]. The two parts of the theorem can be viewed as an operator theoretical reformulation of classical results due to Dudley [1967] (part (1)) and Sudakov [1971] (part (2)).

**Theorem 9.8.10.** For any bounded operator $T \in \mathcal{L}(H,X)$,

1. if $\sum_{n \geq 1} n^{-1/2} e_n(T^*) < \infty$, then $T \in \gamma(H,X)$;
2. if $T \in \gamma(H,X)$, then $\sup_{n \geq 1} n^{1/2} e_n(T^*) < \infty$.

If fact we have the following quantitative version of part (2): there exists an absolute constant $C \geq 0$ such that for all Hilbert spaces $H$, Banach spaces $X$, and operators $T \in \gamma(H,X)$ we have

$$
\sup_{n \geq 1} n^{1/2} e_n(T^*) \leq C \left\| T \right\|_{\gamma(H,X)}.
$$

In combination with a result of Tomczak-Jaegermann [1987] to the effect that for any compact operator $T \in \mathcal{L}(\ell^2, X)$ we have

$$
\frac{1}{32} e_n(T^*) \leq e_n(T) \leq 32 e_n(T^*),
$$
and recalling that $\gamma$-radonifying operators are supported on a separable closed subspace by Proposition 9.1.7, this implies the inequality
\[ \sup_{n \geq 1} n^{1/2} e_n(T) \leq C \|T\|_{\gamma(H,X)} \]
for some absolute constant $C$. See Cobos and Kühn [2001] and Kühn and Schonbek [2001], where these results are applied to obtain estimates for the entropy numbers of certain diagonal operators between Banach sequence spaces. Kühn [1982] also showed that Theorem 9.8.10 can be improved for Banach spaces with (co)type 2:

**Theorem 9.8.11.** For any bounded operator $T \in \mathcal{L}(H,X)$,

1. if $X$ has type 2 and $(\sum_{n \geq 1} (e_n(T^*))^2)^{1/2} < \infty$, then $T \in \gamma(H,X)$;
2. if $X$ has cotype 2 and $T \in \gamma(H,X)$, then $(\sum_{n \geq 1} (e_n(T^*))^2)^{1/2} < \infty$. 
The $H^\infty$-functional calculus

Now that we have a variety of probabilistic and operator-theoretic tools at our disposal it is time to start using them. The present chapter is devoted to the study of sectorial operators (this class of operators includes, e.g., uniformly elliptic second order differential operators) and their holomorphic functional calculus formally defined by the Dunford integral

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma} f(z)(z - A)^{-1} \, dz.$$

Here $f$ is a bounded holomorphic function on a sector $\Sigma$ about the positive real line containing the spectrum of $A$, and on the complement of $\Sigma$ the parabolic bound

$$\|(z - A)^{-1}\| \lesssim \frac{1}{|z|}$$

is assumed. Unless $f$ has additional integrability properties near the origin and infinity, this Dunford integral is a singular integral and the operator $f(A)$ can be defined only as an unbounded operator. If $f(A)$ is bounded and satisfies

$$\|f(A)\| \lesssim \|f\|_\infty$$

for all bounded holomorphic function on $\Sigma$, then $A$ is said to have a bounded $H^\infty$-calculus on $\Sigma$. For classical operators such as $A = -\Delta$ on $L^p(\mathbb{R}^d)$, the boundedness of the $H^\infty$-calculus can be proved using Fourier analysis methods such as the Fourier multiplier theorems of Volume I and classical square function estimates. With this model in mind we use the probabilistic and operator-theoretic techniques of earlier chapters of the present volume to develop the theory of $H^\infty$-calculus for general sectorial operators acting on a Banach. In particular we study their $R$-boundedness properties and characterisations in terms of the generalised square functions developed in the previous chapter. Both will play a crucial role in Volume III as a bridge connecting estimates from harmonic analysis, stochastic analysis, and operator theory. This
will be particularly useful in the theory of maximal regularity for solutions of evolution equations of parabolic type.

To give an impression of how the Banach space properties studied in earlier chapters enter the picture we mention the facts, proved in this chapter, that the Laplace operator on \( L^p(\mathbb{R}^d; X) \), \( 1 < p < \infty \), has a bounded \( H^\infty \)-calculus if and only if \( X \) is a UMD space, and that in this situation the range of its \( H^\infty \)-calculus is \( \gamma \)-bounded if and only if \( X \) also has Pisier’s contraction property.

Besides studying the \( H^\infty \)-calculus for its own sake, we provide three important classes of examples of operators admitting a bounded \( H^\infty \)-calculus:

- If \( A \) is the generator of a \( C_0 \)-semigroup of contractions on a Hilbert space, then \( A \) has a bounded \( H^\infty \)-calculus;
- If \( A \) is the generator of a \( C_0 \)-semigroup of positive contractions on an \( L^p \)-space, then \( A \) has a bounded \( H^\infty \)-calculus.
- If \( iA \) is the generator of a bounded \( C_0 \)-group on a UMD space, then \( A \) has a bounded \( H^\infty \)-calculus.

After a careful study of the \( H^\infty \)-calculus for sectorial operators, in the second part of the chapter we also consider bisectorial operators and, in particular, generators of bounded \( C_0 \)-groups. Their functional calculus properties are intimately connected to those of sectorial operators, a fact which we exploit to pass form third example in our list, which can be treated by means of transference techniques, to the second via dilation arguments. In the concluding section we combine the \( L^p \)-boundedness techniques of Chapter 8 with interpolation theory and an ergodic theorem to give a substantial improvement of the second example in case the semigroup has a bounded analytic extension to a sector.

### 10.1 Sectorial operators

For \( 0 < \omega < \pi \) we denote by

\[
\Sigma_\omega := \{ z \in \mathbb{C} \setminus \{ 0 \} : |\arg(z)| < \omega \}
\]

the open sector of angle \( \omega \) in the complex plane; the argument is taken in \((-\pi, \pi)\). For \( z \in \rho(A) \), the resolvent set of \( A \), let \( R(z, A) := (z - A)^{-1} \) denote the resolvent of \( A \). Any operator with non-empty resolvent set is closed.

**Definition 10.1.1 (Sectorial operators).** A linear operator \((A, D(A))\) is said to be sectorial if there exists \( \omega \in (0, \pi) \) such that the spectrum \( \sigma(A) \) is contained in \( \overline{\Sigma_\omega} \) and

\[
M_{\omega, A} := \sup_{z \in \partial \Sigma_\omega} \| zR(z, A) \| < \infty.
\]
In this situation we say that $A$ is $\omega$-sectorial with constant $M_{\omega,A}$. The infimum of all $\omega \in (0,\pi)$ such that $A$ is $\omega$-sectorial is called the angle of sectoriality of $A$ and is denoted by $\omega(A)$.

Fig. 10.1: The spectrum of a sectorial operator

The reader is cautioned that the definition of sectoriality varies in the literature. As we will see, various results admit a somewhat cleaner statement if the requirement that $A$ have dense range is added to the definition, and this is indeed what some authors do. This has the further benefit that sectorial operators with dense range are automatically injective. What is more, imposing dense range is hardly a restriction, for the following reason. If the Banach space $X$ is reflexive (and more generally, if the resolvent operators of $A$ are weakly compact), then every sectorial operator $A$ on $X$ is densely defined and we have a direct sum decomposition

$$X = N(A) \oplus R(A).$$

(10.1)

Moreover, the part of $A$ in $R(A)$ is sectorial, densely defined, has dense range, and is injective, while the part of $A$ in $N(A)$ equals the zero operator. Thus all useful information about $A$ is contained in the part of $A$ in $R(A)$. The reader is referred to Propositions 10.1.8 and 10.1.9 for the full statement of these results.

There are various reasons for insisting on the more general definition of a sectorial operator adopted here. Firstly, some natural sectorial operators fail to have dense range. These include the Laplace operator on $L^1(\mathbb{R}^d)$, the Neumann Laplacian on $L^p(D)$ with $D \subseteq \mathbb{R}^d$ bounded, and the Ornstein-Uhlenbeck operator on $L^p(\mathbb{R}^d, \gamma_d)$, with $\gamma_d$ the standard Gaussian measure on
362 10 The $H^\infty$-functional calculus

$\mathbb{R}^d$. Secondly, with our definition of sectoriality, the adjoint $A^*$ of a densely defined sectorial operator is sectorial, but with an additional dense range condition this statement would no longer be true, as in general the range of $A^*$ is weak*-dense only. Thirdly, and perhaps most importantly, in our approach it becomes transparent which results need additional assumptions and which do not. In general, the need of additional assumptions is reflected in limitations on range of applicability. For instance, in the treatment of the $H^\infty$-calculus associated with a sectorial operator $A$, as a rule of thumb statements about $f(A)x$ for functions in $f \in H^1(\Sigma)$ tend to be true for general elements $x$ in $X$, whereas statements involving functions $f \in H^\infty(\Sigma)$ usually require the consideration of elements $x$ in $D(A) \cap R(A)$ or its closure.

10.1.a Examples

Before turning to some basic properties of sectorial operators it is instructive to present some examples. With an eye towards the above discussion, in each of these examples we pay attention as to whether or not the operator has dense range and/or is injective. We will freely use the terminology and results of Appendix G on semigroups of operators.

The first two examples describe the relationship between sectorial operators and bounded (analytic) semigroups.

**Example 10.1.2 (Sectorial operators and bounded semigroups).** If a linear operator $-A$ generates a uniformly bounded $C_0$-semigroup $(S(t))_{t \geq 0}$ on a Banach space $X$, then $A$ is densely defined, closed, and $\omega$-sectorial for all $\frac{1}{2} \pi < \omega < \pi$. In particular, $\omega(A) = \frac{1}{2} \pi$. Indeed, by Proposition G.4.1, the open left half-plane $\mathbb{C}_- = \{ \Re \lambda < 0 \}$ is contained in the resolvent set of $A$ and we have the bound

$$\| R(\lambda, A) \| \leq \frac{M}{| \Re \lambda |}$$

for all $\lambda \in \mathbb{C}_-$. Moreover, if $| \arg(\lambda) | \geq \frac{1}{2} \pi + \nu$, with $\nu \in (0, \frac{1}{2} \pi)$, then

$$\| R(\lambda, A) \| \leq \frac{M}{| \Re \lambda |} \leq \frac{M}{\sin \nu | \lambda |}$$

and $A$ is $\frac{1}{2} \pi + \nu$-sectorial.

**Example 10.1.3 (Sectorial operators and bounded analytic semigroups).** Theorem G.5.2 may be formulated as stating that for a densely defined operator $A$ on a Banach space $X$,

$$A \text{ is sectorial of angle } 0 < \theta < \frac{1}{2} \pi$$

(10.2)

if and only if

$$-A \text{ generates a bounded analytic } C_0 \text{-semigroup } (S(t))_{t \geq 0}$$

(10.3)
Moreover, \( \inf \{ \theta \in (0, \pi/2) : (10.2) \text{ holds} \} = \pi/2 - \sup \{ \eta \in (0, \pi/2) : (10.3) \text{ holds} \} \).

We continue with some concrete examples, restricting ourselves to some model cases which can be treated here in a self-contained manner. More sophisticated examples will be discussed in the Notes at the end of the chapter. The examples presented here will be revisited several times as the chapter unfolds, since they serve well to illustrate the various concepts we are about to discuss.

**Example 10.1.4 (First derivative).** The first derivative \( Af = f' \) with domain \( \mathcal{D}(A) = W^{1,p}(\mathbb{R}; X) \) is \( \omega \)-sectorial on \( L^p(\mathbb{R}; X) \), \( 1 \leq p < \infty \), for all \( \frac{1}{2} \pi < \omega < \pi \). In order to prove this it suffices to recall that in Example G.4.4 we have checked that \( -A \) generates the translation group, and therefore Example 10.1.2 implies that \( A \) is \( \omega \)-sectorial for all \( \frac{1}{2} \pi < \omega < \pi \).

Lemma 2.5.11 implies that \( A \) is injective. To show that \( \operatorname{R}(A) \) is dense for \( p \in (1, \infty) \), first consider the scalar-valued case. The direct sum decomposition (10.1) implies that the range of \( A \) is dense in \( L^p(\mathbb{R}) \). Denoting the range in the scalar-valued case by \( R \), the range of \( A \) in the vector-valued case contains \( R \otimes X \), which is dense in \( L^p(\mathbb{R}; X) \).

The operator \( A \) does not have dense range for \( p = 1 \). Indeed, approximating \( f \in \mathcal{D}(A) \) in the norm of \( W^{1,1}(\mathbb{R}; X) = \mathcal{D}(A) \) by test functions \( f_n \in C_0^\infty(\mathbb{R}; X) \), one sees that

\[
\langle Af, 1 \otimes x^* \rangle = \lim_{n \to \infty} \langle f_n', 1 \otimes x^* \rangle = \lim_{n \to \infty} \int_{-\infty}^{\infty} \frac{d}{dt} \langle f_n(t), x^* \rangle \, dt = 0.
\]

Since \( \langle Af, 1 \otimes x^* \rangle = \int_{\mathbb{R}} \langle Af(t), x^* \rangle \, dt = \langle \int_{\mathbb{R}} Af(t) \, dt, x^* \rangle \), it follows that \( \int_{\mathbb{R}} Af(t) \, dt \) is zero. Thus we see that \( \operatorname{R}(A) \) is contained in the proper closed subspace \( \{ g \in L^1(\mathbb{R}; X) : \int_{-\infty}^{\infty} g(t) \, dt = 0 \} \) of \( L^1(\mathbb{R}; X) \).

This example is somewhat deceptive in that it conceals a much better property of the first derivative, namely that the operators \( \pm iA = \pm id/dx \) are bisectorial of angle 0. The notion of bisectoriality will be discussed at length in Section 10.6.

**Example 10.1.5 (Laplacian on \( \mathbb{R}^d \)).** In Example G.5.6 it is shown that the Laplacian \( \Delta \) on \( L^p(\mathbb{R}^d; X) \), \( 1 \leq p < \infty \), with domain \( \mathcal{D}(\Delta) = H^{2,p}(\mathbb{R}; X) \), generates an analytic \( C_0 \)-semigroup which is bounded on every sector \( \Sigma_\eta \), \( \eta \in (0, \frac{1}{2} \pi) \). Thus Example 10.1.3 implies that \( -\Delta \) is sectorial of zero angle.

Let us show that \( \Delta \) is injective. If \( f \in \mathcal{D}(\Delta) \) satisfies \( \Delta f = 0 \), then for all \( x^* \in X^* \) the function \( \langle f, x^* \rangle \in L^p(\mathbb{R}^d) \) belongs to the domain of the scalar-valued Laplacian and \( \langle \Delta f, x^* \rangle = \Delta \langle f, x^* \rangle \). Thus it suffices to prove injectivity in the scalar case; for once we have that, in the vector-valued case it will imply that \( \langle f, x^* \rangle = 0 \) for all \( x^* \in X^* \), and therefore \( f = 0 \) by Corollary 1.1.25.
Suppose then that the scalar-valued function \( f \in \mathcal{D}(\Delta) \) satisfies \( \Delta f = 0 \). Replacing \( f \) by \( f \ast \phi \) for some test function (and noting that \( f = 0 \) if \( f \ast \phi = 0 \) for all test functions \( \phi \)), we may assume that \( f \) is smooth. Then, by the maximum principle, \( \Delta f = 0 \) implies that \( f \) is constant. Since also \( f \in L^p(\mathbb{R}^d) \), this is only possible if \( f = 0 \).

For \( 1 < p < \infty \) the density of the range of \( \Delta \) can be proved as in Example 10.1.4. For \( p = 1 \), \( \langle \Delta f, \mathbf{1} \otimes x^* \rangle = 0 \) implies that \( \mathcal{R}(\Delta) \) is contained in the proper closed subspace \( \{ f \in L^1(\mathbb{R}^d; X) : \int_{\mathbb{R}^d} f(x) \, dx = 0 \} \) of \( L^1(\mathbb{R}^d; X) \).

**10.1.b Basic properties**

We now turn to the study of some basic properties of sectorial operators. Readers familiar with the topic may safely skip this discussion and proceed immediately to Section 10.2.a.

We begin with the simple observation that sectoriality can be checked on a half-line (see Lemma G.1.4):

**Proposition 10.1.6.** A linear operator \( A \) is sectorial if and only if the open half-line \((-\infty, 0)\) is contained in \( \mathcal{D}(A) \) and \( \sup_{\lambda < 0} \| \lambda R(\lambda, A) \| < \infty \). More precisely, if

\[
\sup_{\lambda < 0} \| \lambda R(\lambda, A) \| =: M < \infty,
\]

then \( A \) is sectorial with \( \omega(A) \leq \pi - \arcsin(1/M) \).

Proposition 10.1.7 implies that \( M \geq 1 \), so that \( \arcsin(1/M) \) is well defined. The next proposition gives useful characterisations of the kernel and the closure of the range of a sectorial operator.

**Proposition 10.1.7.** Let \( A \) be sectorial.

1. For all \( x \in \overline{\mathcal{D}(A)} \),

\[
\lim_{t \to \infty} t(t + A)^{-1} x = x, \quad \lim_{t \to \infty} A(t + A)^{-1} x = 0. \quad (10.4)
\]

2. For all \( x \in \overline{\mathcal{R}(A)} \),

\[
\lim_{t \downarrow 0} t(t + A)^{-1} x = 0, \quad \lim_{t \downarrow 0} A(t + A)^{-1} x = x. \quad (10.5)
\]

3. \( N(A) \cap \overline{\mathcal{R}(A)} = \{0\} \) and \( N(A) \oplus \overline{\mathcal{R}(A)} = \{ x \in X : \lim_{t \downarrow 0} t(t + A)^{-1} x \text{ exists} \} \).

**Proof.** (1): If \( x \in \mathcal{D}(A) \) then

\[
\lim_{t \to \infty} t(t + A)^{-1} x - x = -\lim_{t \to \infty} A(t + A)^{-1} x = -\lim_{t \to \infty} \frac{1}{t} |t(t + A)^{-1}| A x = 0
\]

by the uniform boundedness of the operators \( t(t + A)^{-1}, t > 0 \). By an approximation argument using the uniform boundedness of the operators \( t(t + A)^{-1} \) and \( A(t + A)^{-1} \), the conclusion extends to all \( x \in \overline{\mathcal{D}(A)} \).
(2): If \( x \in \mathcal{R}(A) \), say \( x = Ay \) with \( y \in \mathcal{D}(A) \), then

\[
\lim_{t \downarrow 0} t(t + A)^{-1}x = -\lim_{t \downarrow 0} A(t + A)^{-1}x + x = \lim_{t \downarrow 0} t(1 - t(t + A)^{-1})y = 0.
\]

As in the proof of (1), by an approximation argument the conclusion extends to all \( x \in \overline{\mathcal{R}(A)} \).

(3): For all \( x \in \overline{\mathcal{R}(A)} \) by (2) we have \( \lim_{t \downarrow 0} t(t + A)^{-1}x = 0 \). On the other hand, for all \( x \in \mathcal{N}(A) \) we have

\[
\lim_{t \downarrow 0} t(t + A)^{-1}x = x - \lim_{t \downarrow 0} t(t + A)^{-1}Ax = x.
\]

It follows that \( \mathcal{N}(A) \cap \overline{\mathcal{R}(A)} = \{0\} \).

Turning to the second assertion, by the above the asserted limits exist for all \( x \in \mathcal{N}(A) \oplus \overline{\mathcal{R}(A)} \). Conversely, suppose \( x \in X \) is such that \( \lim_{t \downarrow 0} t(t + A)^{-1}x = y \) exists. Then

\[
A(t + A)^{-1}x = x - t(t + A)^{-1}x \rightarrow x - y
\]
as \( t \downarrow 0 \). It follows that \( x - y \in \overline{\mathcal{R}(A)} \). It also follows that \( tA(t + A)^{-1}x \rightarrow 0 \) as \( t \downarrow 0 \). Since the graph of \( A \) is closed, this implies that \( y \in \mathcal{D}(A) \) and \( Ay = 0 \). Hence \( x = y + (x - y) \) with \( x - y \in \overline{\mathcal{R}(A)} \) and \( y \in \mathcal{N}(A) \). \( \square \)

If \( Y \) is a subspace of \( X \) and \( A \) is linear operator on \( X \) with domain \( \mathcal{D}(A) \), the part of \( A \) in \( Y \) is the linear operator \( A_Y \) on \( Y \) with domain \( \mathcal{D}(A_Y) \) defined by

\[
\mathcal{D}(A_Y) := \{ y \in \mathcal{D}(A) \cap Y : Ay \in Y \},
A_Y y := Ay, \quad y \in \mathcal{D}(A_Y).
\]

The intersection \( \mathcal{D}(A) \cap \mathcal{R}(A) \) plays a central role in the whole subject. The next proposition shows, among other things, that the part of \( A \) in the closure of this subspace has particularly good properties.

**Proposition 10.1.8.** Let \( A \) be \( \omega \)-sectorial for some \( 0 < \omega < \pi \).

(1) \( \mathcal{D}(A) \cap \mathcal{R}(A) = \mathcal{R}(A(I + A)^{-2}) \).
(2) \( \overline{\mathcal{D}(A) \cap \mathcal{R}(A)} = \overline{\mathcal{R}(A(I + A)^{-2})} \).
(3) The part of \( A \) in \( \overline{\mathcal{D}(A) \cap \mathcal{R}(A)} \) is closed, densely defined, injective, has dense range, and is \( \omega \)-sectorial.
(4) If \( A \) is densely defined, then \( \overline{\mathcal{D}(A) \cap \mathcal{R}(A)} = \overline{\mathcal{R}(A)} \).

**Proof.** (1): For \( x \in X \), the identity

\[
A(I + A)^{-2}x = (I + A)^{-1}A(I + A)^{-1}x
\]
shows “\( \supseteq \)”. If \( x \in \mathcal{D}(A) \cap \mathcal{R}(A) \), then \( (I + A)x \in \mathcal{R}(A) \), say \( (I + A)x = Ay \) for some \( y \in \mathcal{D}(A) \). Let \( z := (I + A)y \). Then
\[ x = (I + A)^{-1}Ay = A(I + A)^{-2}z. \]

(2): It suffices to prove the inclusion \( \overline{D(A)} \cap R(A) \subseteq D(A) \cap R(A) \). Let \( x \in D(A) \cap R(A) \) and fix \( \varepsilon > 0 \). By (10.4) we can find \( t > 0 \) such that
\[ \|x - t(t + A)^{-1}x\| < \frac{\varepsilon}{2}. \]

Since \( y = t(t + A)^{-1}x \) belongs to \( \overline{R(A)} \), by (10.5) we can find \( s > 0 \) such that
\[ \|y - A(s + A)^{-1}y\| < \frac{\varepsilon}{2}. \]

It follows that
\[ \|x - tA(s + A)^{-1}(t + A)^{-1}x\| < \varepsilon \]
and the result follows since \( tA(s + A)^{-1}(t + A)^{-1}x \in D(A) \cap R(A) \).

(3): Let us write \( Y = \overline{D(A)} \cap R(A) \) for brevity and denote by \( A_Y \) the part of \( A \) in \( Y \). Since \( A \) is closed it is clear that \( A_Y \) is closed. Since \( (\lambda - A)^{-1} \) maps \( D(A) \cap R(A) \) into itself, it also maps \( Y \) into itself, and from this it follows that if \( \lambda \in \sigma(A) \) then \( \lambda \in \sigma(A_Y) \) and \( (\lambda - A_Y)^{-1} = (\lambda - A)^{-1}|_Y \). As a result, \( A_Y \) is \( \omega \)-sectorial on \( Y \).

We prove next that \( A_Y \) has dense range in \( Y \) and is injective. If \( y \in D(A) \cap R(A) \), then by (10.5),
\[ y = \lim_{t \downarrow 0} A(t + A)^{-1}y = \lim_{t \downarrow 0} A_Y(t + A)^{-1}y \]
belongs to \( \overline{R(A_Y)} \). This being true for all \( y \) in the dense subspace \( D(A) \cap R(A) \) of \( Y \), it follows that \( \overline{R(A_Y)} = Y \). By the result of Proposition 10.1.7(2) it follows that \( N(A_Y) = \{0\} \).

We show next that \( D(A_Y) \) is dense in \( Y \). If \( y \in D(A) \cap R(A) \), then \( \lim_{t \downarrow 0} A(t + A)^{-1}y = y \) by (10.5). Moreover, for each \( t > 0 \),
\[ \lim_{n \to \infty} n(n + A)^{-1}A(t + A)^{-1}y = A(t + A)^{-1}y; \]
here we used that \( A(t + A)^{-1}y = (t + A)^{-1}Ay \) belongs to \( D(A) \) together with (10.4). Since the vectors \( n(n + A)^{-1}A(t + A)^{-1}y \) belong to \( D(A_Y) \) (because \( nA(n + A)^{-1}A(t + A)^{-1}y = nA(t + A)^{-1}y - n^2A(n + A)^{-1}(t + A)^{-1}y \) belongs to \( Y \)), it follows that \( A(t + A)^{-1}y \in \overline{D(A_Y)} \) for all \( t > 0 \), and therefore also \( y \in \overline{D(A_Y)} \). This proves that \( D(A) \cap R(A) \subseteq \overline{D(A_Y)} \) and therefore \( \overline{D(A_Y)} = Y \).

(4): If \( A \) is densely defined, then by (2) we have \( \overline{D(A)} \cap R(A) = \overline{D(A)} \cap \overline{R(A)} = \overline{R(A)} \).
The final result of this subsection shows that in reflexive Banach spaces $X$, sectorial operators are automatically densely defined, so it always holds that $\overline{\mathcal{D}(A)} \cap \overline{\mathcal{R}(A)} = \overline{\mathcal{R}(A)}$. Even more importantly, $X$ decomposes as the direct sum of $\mathcal{N}(A)$ and $\overline{\mathcal{R}(A)}$:

**Proposition 10.1.9.** Let $A$ be an $\omega$-sectorial operator on a reflexive Banach space $X$ for some $0 < \omega < \pi$. Then $A$ is densely defined and therefore

$$\overline{\mathcal{D}(A)} \cap \overline{\mathcal{R}(A)} = \overline{\mathcal{R}(A)}.$$  

Furthermore, we have a direct sum decomposition

$$X = \mathcal{N}(A) \oplus \overline{\mathcal{R}(A)}.$$  

**Proof.** We begin with the proof of the direct sum decomposition. Since $X$ is reflexive the resolvent operators $(t_0 + A)^{-1}$ are weakly compact for all $t_0 > 0$. By the resolvent identity

$$R(\lambda, A) - R(\mu, A) = (\mu - \lambda)R(\lambda, A)R(\mu, A), \quad \lambda, \mu \in \rho(A),$$

we have

$$(t + A)^{-1} = (t_0 + A)^{-1}[I + (t_0 - t)(t + A)^{-1}],$$

which implies that for each $x \in X$, $\{t(t + A)^{-1}x : t \in (0,1)\}$ is contained in some scalar multiple of the relatively compact set $(t_0 + A)^{-1}B_X$, with $B_X$ the unit ball of $X$. As a consequence, for every $x \in X$ we may extract a subsequence $t_n \downarrow 0$ such that the weak limit $\lim_{n \to \infty} t_n(t_n + A)^{-1}x = y$ exists. Using that closed subspaces are weakly closed, we may now argue as in the proof of Proposition 10.1.7(3) to conclude that $x = y + (x - y)$ with $y \in \mathcal{N}(A)$ and $x - y \in \overline{\mathcal{R}(A)}$.

To prove that $A$ is densely defined we will show that the part $A_Y$ is densely defined in $Y := \overline{\mathcal{R}(A)}$. Since $\mathcal{N}(A)$ is contained in $\overline{\mathcal{D}(A)}$ the decomposition then implies that $A$ is densely defined in $X$.

Fix an arbitrary $y \in Y$. Since the operators $n(n + A_Y)^{-1}$ are uniformly bounded, we may select a subsequence $n_k \to \infty$ such that $n_k(n_k + A_Y)^{-1}y$ is weakly convergent, say to $x \in X$. Then $x \in Y$ and, by the resolvent identity,

$$\begin{align*}
(1 + A_Y)^{-1}y &= \lim_{k \to \infty} n_k(n_k + A_Y)^{-1}(1 + A_Y)^{-1}x \\
&= \lim_{k \to \infty} \frac{n_k(n_k + A_Y)^{-1}x + n_k(1 + A_Y)^{-1}x}{\mu + n_k} = (1 + A_Y)^{-1}x,
\end{align*}$$

where the limits are taken in the weak topology. It follows that $y = x = \lim_{k \to \infty} n_k R(-n_k, A_Y)y$ weakly, which shows that $y$ belongs to the weak closure of $\overline{\mathcal{D}(A_Y)}$. Since this equals the strong closure by the Hahn–Banach theorem, this completes the proof. $\square$
**Remark 10.1.10.** The proof of the direct sum decomposition extends to arbitrary Banach spaces as long as $A$ has weakly compact resolvent operators (the resolvent identity implies that if $R(\lambda, A)$ is weakly compact for some $\lambda \in \sigma(A)$, then it is weakly compact for all $\lambda \in \sigma(A)$).

As is shown in the following example, a general sectorial operator $A$ need not be densely defined and the direct sum decomposition of Proposition 10.1.9 may fail.

**Example 10.1.11.** Consider the bounded linear operator $A$ on $X = C[0, 1]$ by $Af(s) = sf(s)$. This operator is injective and sectorial of angle zero, and $N(A) \oplus R(A) = R(\mathbf{1} 
rightarrow A) = \{ f \in C[0, 1] : f(0) = 0 \}$ is a proper subspace of $C[0, 1]$.

The inverse operator $A^{-1}$ with $D(A^{-1}) = \{ f \in C[0, 1] : f(0) = 0 \}$ provides an example of a sectorial operator of angle zero which does not have a dense domain.

### 10.2 Construction of the $H^\infty$-calculus

The construction of the $H^\infty$-calculus proceeds in two stages. The first generalises the Dunford functional calculus

$$f(A) = \frac{1}{2\pi i} \int_{\Gamma} f(z) R(z, A) \, dz$$

for bounded operators $A$ and $f$ a holomorphic function in a neighbourhood of its spectrum $\sigma(A)$, to sectorial operators $A$. The requirement will be that $f$ belongs to the Hardy space $H^1(\Sigma_\sigma)$, where $\omega(A) < \sigma < \pi$. This is by itself not a very useful calculus, and the second stage of the construction consists of extending the Dunford calculus to suitable bounded holomorphic functions on $\Sigma$, that is, for functions in the Hardy space $H^\infty(\Sigma)$. Whether or not this is possible depends on the operator $A$, and $A$ is said to have a bounded $H^\infty$-functional calculus if there exists a constant $M$ such that

$$\|f(A)\| \leq M\|f\|_{H^\infty}, \quad f \in H^1(\Sigma) \cap H^\infty(\Sigma).$$

(10.6)

When (10.6) holds, the restriction of the $H^1$-calculus to functions in $H^1(\Sigma) \cap H^\infty(\Sigma)$ can be extended to a calculus for functions in $H^\infty(\Sigma)$ by an approximation argument.

The preliminary $H^1$-calculus, which we will call the Dunford calculus in view of its close analogy with the Dunford calculus for bounded linear operators, is “easy” in the sense that it is defined, for any sectorial operator, in terms of absolutely convergent integrals. In contrast, the $H^\infty$-calculus involves singular integrals which do not always converge. For operators for which they do converge, the $H^\infty$-calculus provides a powerful tool with a wealth of non-trivial applications.
10.2 Construction of the $H^\infty$-calculus

10.2.a The Dunford calculus

We begin by setting up a preliminary calculus $f \mapsto f(A)$ for sectorial operators $A$ and functions $f$ which are holomorphic and integrable on an open sector whose opening angle is somewhat larger than the angle of sectoriality of $A$. This calculus, the so-called *Dunford calculus* of $A$, involves an absolutely convergent integral of Dunford type.

**Definition 10.2.1 (The Hardy spaces $H^p(\Sigma_\sigma)$).** Let $1 \leq p \leq \infty$ and $0 < \sigma < \pi$. The Banach space of all holomorphic functions $f : \Sigma_\sigma \to \mathbb{C}$ for which

$$
\|f\|_{H^p(\Sigma_\sigma)} := \sup_{|\nu| < \sigma} \|t \mapsto f(e^{i\nu t})\|_{L^p(\mathbb{R}^+)} < \infty
$$

is denoted by $H^p(\Sigma_\sigma)$.

Appendix H contains some generalities about holomorphic functions on sectors which will be used freely in this chapter. Among other things, it is shown there that by restriction, every function $f \in H^1(\Sigma_\sigma)$ with $1 \leq p \leq \infty$ belongs to $H^\infty(\Sigma_{\sigma'})$ for all $0 < \sigma' < \sigma$.

Suppose now that $A$ is sectorial, with angle of sectoriality $\omega(A)$. Recall that this means that for all $\omega(A) < \nu < \sigma < \pi$ we have $\Sigma_\nu \subseteq \varrho(A)$ and

$$
M_{\sigma,A} := \sup_{z \in \Sigma_\sigma} \|z R(z, A)\| < \infty.
$$

We will refer to $M_{\sigma,A}$ as the $\sigma$-sectoriality constant of $A$. This constant depends continuously on $\sigma \in (\omega(A), \pi)$.

For functions $f \in H^1(\Sigma_\sigma)$ we may define a bounded operator $f(A)$ by the Dunford integral

$$
f(A) := \frac{1}{2i} \int_{\partial \Sigma_\nu} f(z) R(z, A) \, dz,
$$

where $\omega(A) < \nu < \sigma$ is chosen arbitrarily; the boundary $\partial \Sigma_\nu$ is oriented ‘downwards’ so as to have the spectrum of $A$ at the left-hand side while traversing it. The estimate

$$
\|f(A)\| \leq \frac{M_{\nu,A}}{2\pi} \int_{\partial \Sigma_\nu} |f(z)| \frac{|dz|}{|z|} \leq \frac{M_{\nu,A}}{\pi} \|f\|_{H^1(\Sigma_\nu)}
$$

shows that the integral in (10.7) is well defined as a Bochner integral in $\mathcal{L}(X)$. Taking the infimum over all $\nu \in (\omega(A), \sigma)$ gives the bound

$$
\|f(A)\| \leq \frac{M_{\sigma,A}}{\pi} \|f\|_{H^1(\Sigma_\sigma)}.
$$

Next we show that the definition of $f(A)$ is independent of the choice of $\nu \in (\omega(A), \sigma)$. Letting $\text{Arc}(r, \eta) = \{re^{iy} \in \mathbb{C} : |y| < \eta\}$ for $r > 0$ and $\eta \in (0, \sigma)$, we have
Here we used that
\[ \left| f(z) \right| \frac{|dz|}{|z|} = \int_{-\eta}^{\eta} |f(re^{iy})||y|\,dy \to 0, \]
as \( r \to \infty \) or \( r \downarrow 0 \) by Proposition H.2.5. Therefore, since \( z \mapsto f(z)R(z, A) \) is holomorphic on \( \Sigma_\sigma \setminus \Sigma_{\omega(A)} \), one can use Cauchy’s theorem to see that the right-hand side of (10.7) does not depend on the choice of \( \nu \in (\omega(A), \sigma) \).

By a change of variables, for all \( t > 0 \) we have \( \|z \mapsto f(tz)\|_{H^1(\Sigma_\sigma)} = \|f\|_{H^1(\Sigma_\sigma)} \) and consequently (10.8) self-improves to
\[ \sup_{t > 0} \|f(t \lambda)\| \leq \frac{M_{\Sigma,A}}{\pi} \|f\|_{H^1(\Sigma_\sigma)}. \quad (10.9) \]

**Theorem 10.2.2 (Dunford calculus).** Let \( A \) be a sectorial operator on a Banach space \( X \) and let \( \omega(A) < \sigma < \pi \). The mapping \( f \mapsto f(A) \) from \( H^1(\Sigma_\sigma) \) to \( \mathcal{L}(X) \) is linear, and multiplicative in the sense that if \( f, g \in H^1(\Sigma_\sigma) \) are such that \( f g \in H^1(\Sigma_\sigma) \), then
\[ (fg)(A) = f(A)g(A). \]

It has the following convergence property: if the functions \( f_n, f \in H^\infty(\Sigma_\sigma) \) are uniformly bounded and satisfy \( f_n(z) \to f(z) \) for all \( z \in \Sigma_\sigma \), then for all \( g \in H^1(\Sigma_\sigma) \) we have
\[ \lim_{n \to \infty} (f_n g)(A) = (fg)(A). \quad (10.10) \]

**Proof.** Linearity of the mapping \( f \mapsto f(A) \) is clear from the definitions. To prove multiplicativity we choose angles \( \omega(A) < \nu' < \nu < \sigma' < \sigma \). Then, for \( f \in H^1(\Sigma_\sigma) \) and \( g \in H^1(\Sigma_\sigma) \) such that \( fg \in H^1(\Sigma_\sigma) \), the restrictions to \( \Sigma_{\nu'} \) satisfy \( f \in H^1(\Sigma_{\nu'}) \cap H^\infty(\Sigma_{\nu'}) \) and \( g \in H^1(\Sigma_{\nu'}) \). By the resolvent identity we obtain
\[
\begin{align*}
(f(A)g(A)) &= \left( \frac{1}{2\pi i} \right)^2 \left( \int_{\partial \Sigma_{\nu'}} f(\mu) R(\mu, A) \,d\mu \right) \left( \int_{\partial \Sigma_{\nu'}} g(\lambda) R(\lambda, A) \,d\lambda \right) \\
&= \left( \frac{1}{2\pi i} \right)^2 \int_{\partial \Sigma_{\nu'}} \int_{\partial \Sigma_{\nu'}} \frac{f(\mu)g(\lambda)}{\lambda - \mu} |R(\mu, A) - R(\lambda, A)| \,d\mu \,d\lambda \\
&= \frac{1}{2\pi i} \int_{\partial \Sigma_{\nu'}} \frac{g(\lambda)}{\lambda} \int_{\partial \Sigma_{\nu'}} \frac{f(\mu)}{\mu - \lambda} \,d\mu \,d\lambda \\
&\quad + \frac{1}{2\pi i} \int_{\partial \Sigma_{\nu'}} f(\mu) \left( \frac{1}{2\pi i} \int_{\partial \Sigma_{\nu'}} \frac{g(\lambda)}{\lambda - \mu} \,d\lambda \right) R(\mu, A) \,d\mu \\
&= \frac{1}{2\pi i} \int_{\partial \Sigma_{\nu'}} g(\lambda) f(\lambda) R(\lambda, A) \,d\lambda = (fg)(A).
\end{align*}
\]

Here we used that
\[ \frac{1}{2\pi i} \int_{\partial \Sigma_{\nu'}} \frac{f(\mu)}{\mu - \lambda} \,d\mu = f(\lambda) \]
by Cauchy’s formula and
\[
\frac{1}{2\pi i} \int_{\partial \Sigma_\nu} \frac{g(\lambda)}{\lambda - \mu} \, d\lambda = 0
\]
by Cauchy’s theorem since \(\lambda \mapsto g(\lambda)(\lambda - \mu)^{-1}\) is holomorphic on \(\Sigma_\nu\).

The convergence property (10.10) follows from the dominated convergence theorem.

**Proposition 10.2.3.** Let \(A\) be a sectorial operator and let
\[
\zeta_{\lambda_1, \ldots, \lambda_n}(z) := z \prod_{j=1}^{n} \frac{1}{\lambda_j - z},
\]
where \(n \geq 2\) and \(\lambda_j \neq 0\) satisfies \(|\arg(\lambda_j)| > \omega(A), j = 1, \ldots, n\). Then
\[
\zeta_{\lambda_1, \ldots, \lambda_n}(A) = A \prod_{j=1}^{n} R(\lambda_j, A).
\]

**Proof.** By the convergence property of the Dunford calculus we may assume that \(\lambda_i \neq \lambda_j\) for all \(i \neq j\). Let \(\omega(A) < \nu < \min_{1 \leq j \leq n} |\arg(\lambda_j)|\) and put \(\Sigma_\nu(\varepsilon) := \Sigma_\nu \cup B(0, \varepsilon)\) with \(0 < \varepsilon < \min_{1 \leq j \leq n} |\lambda_j|\). Set \(\psi(z) := \prod_{j=1}^{n} \frac{1}{\lambda_j - z}\).

By Cauchy’s theorem,
\[
\zeta_{\lambda_1, \ldots, \lambda_n}(A)x = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} \psi(z)zR(z, A) \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(\varepsilon)} \psi(z)zR(z, A) \, dz.
\]
Writing \(zR(z, A) = I + AR(z, A)\) and applying Cauchy’s theorem to the function \(\psi\) and the residue theorem to the function \(\psi(\cdot)AR(\cdot, A)\) (which has poles at \(\lambda_1, \ldots, \lambda_n\)), we obtain
\[
\zeta_{\lambda_1, \ldots, \lambda_n}(A)x = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(\varepsilon)} \psi(z) \, dz + \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(\varepsilon)} \psi(z)AR(z, A) \, dz
\]
\[
= 0 + \sum_{k=1}^{n} \prod_{j \neq k} \frac{1}{\lambda_j - \lambda_k} AR(\lambda_k, A) = A \prod_{j=1}^{n} R(\lambda_j, A),
\]
where the latter follows by repeated application of the resolvent identity.

As a first application of the part of the lemma we continue with a very useful formula that will play an important role in the developments in later sections, the so-called Calderón reproducing formula. The second part of the proof uses the following elementary lemma, which will also be useful at other places.

**Lemma 10.2.4.** Let \(\sigma \in (0, \pi)\). For every \(z \in \Sigma_\sigma\) we have
\[
|1 + z| \geq (|z| \vee 1) \sin(\sigma \vee \tfrac{\pi}{2}) = \begin{cases} 
|z| \vee 1, & \text{if } \sigma \in (0, \tfrac{\pi}{2}], \\
(|z| \vee 1) \sin(\sigma), & \text{if } \sigma \in (\tfrac{\pi}{2}, \pi).
\end{cases}
\]
Proof. Let \( z = re^{i\nu} \) with \( r > 0 \) and \( \nu \in (-\pi, \pi) \). If \( |\nu| \leq \frac{1}{2} \pi \), then
\[
|1 + z| = ((1 + r^2 + 2r \cos(\nu))^{1/2} \geq (1 + r^2)^{1/2} > r \vee 1.
\]
This estimate gives the required estimate if \( 0 < \sigma \leq \frac{1}{2} \pi \).

Next consider the case \( \frac{1}{2} \pi < \sigma \leq \pi \) and \( \frac{1}{2} \pi < |\nu| < \sigma \). If \( r \geq 1 \), then
\[
|1 + z| \geq |\Re(1 + z)| = r \sin(\nu) > r |\sin(\sigma)|.
\]
If \( r \in (0, 1) \), then
\[
|1 + z|^2 = 1 + r^2 + 2r \cos(\nu) \geq 1 - \cos^2(\nu) = \sin^2(\nu) \geq \sin^2(\sigma).
\]
This proves the remaining case of the estimate. 

\[\square\]

**Proposition 10.2.5** (Calderón reproducing formula I). Let \( A \) be a sectorial operator, let \( \omega(A) < \sigma < \pi \), and assume \( f \in H^1(\Sigma_\sigma) \) satisfies
\[
\int_0^\infty f(t) \frac{dt}{t} = 1.
\]
Then for all \( x \in D(A) \cap R(A) \) we have
\[
\int_0^\infty f(tA)x \frac{dt}{t} = x,
\]
the integral being convergent as an improper integral in \( X \). If \( z \mapsto \log(z)f(z) \) belongs to \( H^1(\Sigma_\sigma) \), the same conclusion holds for all \( x \in D(A) \cap R(A) \).

The growth condition in second part of the statement holds in particular if
\[
|f(z)| \lesssim \min\{|z|^{-\alpha}, |z|^\alpha\}
\]
for some \( \alpha > 0 \) and all \( z \in \Sigma_\sigma \). The additional assumption on \( f \) can be avoided if \( A \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus (see Proposition 10.2.15 below).

**Proof.** Fix an arbitrary \( x \in D(A) \cap R(A) \). By analytic continuation the identity \( \int_0^\infty f(tz) \frac{dt}{t} = 1 \) extends to \( z \in \Sigma_\sigma \). Put
\[
\varphi_{a,b}(z) := \int_a^b f(zt) \frac{dt}{t}.
\]
This function is holomorphic on \( \Sigma_\sigma \). For \( |\nu| < \sigma \) we use Fubini’s theorem and a substitution to estimate
\[
\int_0^\infty |\varphi_{a,b}(se^{i\nu})| \frac{ds}{s} \leq \int_a^b \int_0^\infty |f(tse^{i\nu})| \frac{ds}{s} \frac{dt}{t} \leq \log(b/a)\|f\|_{H^1(\Sigma_\sigma)}.
\]
Therefore \( \varphi_{a,b} \in H^1(\Sigma_\sigma) \). Clearly, we have \( \varphi_{a,b}(z) \to 1 \) as \( a \downarrow 0 \) and \( b \to \infty \). Let \( \omega(A) < \nu < \sigma \). By Fubini’s theorem,
\[ \varphi_{a,b}(A)x = \frac{1}{2\pi i} \int_{\partial \Sigma_v} \varphi_{a,b}(z) R(z, A)x \, dz \]
\[ = \frac{1}{2\pi i} \int_a^b \int_{\partial \Sigma_v} f(tz) R(z, A)x \, dz \, dt = \int_a^b f(tA)x \, dt. \quad (10.11) \]

We recall from Propositions 10.1.8 and 10.2.3 that \( \mathbb{D}(A) \cap \mathbb{R}(A) = \mathbb{R}(\zeta(A)) \) with \( \zeta(A) = A(I + A)^{-2} \), so we may write \( x = \zeta(A)y \) for some \( y \in X \). By (10.11) and Theorem 10.2.2 we then obtain

\[ \int_a^b f(tA)x \, dt = \varphi_{a,b}(A)\zeta(A)y = (\varphi_{a,b}\zeta)(A)y \rightarrow \zeta(A)y = x \]
as \( a \downarrow 0 \) and \( b \rightarrow \infty \). This completes the proof of the first assertion.

Assume now that \( z \mapsto \log(z)f(z) \) belongs to \( H^1(\Sigma_\sigma) \). We claim that

\[ \sup_{0 < a \leq b < \infty} \left\| \int_a^b f(tA) \frac{dt}{t} \right\| \leq C_{f,\sigma}, \quad (10.12) \]

with an explicit bound on the constant \( C_{f,\sigma} \). The improper convergence of \( \int_0^\infty f(tA)x \frac{dt}{t} \) for \( x \in \mathbb{D}(A) \cap \mathbb{R}(A) \) then follows from the first part of the proof and an approximation argument.

For all \( z \in \Sigma_\sigma \),

\[ \varphi_{a,b}(z) = \int_0^b f(tz) \frac{dt}{t} - \int_0^a f(tz) \frac{dt}{t} = \int_0^1 f(tbz) \frac{dt}{t} - \int_0^1 f(taz) \frac{dt}{t} =: h(bz) - h(az) \]

with \( h(z) := \int_0^1 f(tz) \frac{dt}{t} \). Set \( g(z) := \int_1^\infty f(tz) \frac{dt}{t} \) and note that

\[ \psi(z) := h(z) - \frac{z}{1 + z} = -g(z) + \frac{1}{1 + z}, \quad z \in \Sigma_\sigma. \]

We claim that \( \psi \in H^1(\Sigma_\sigma) \). To show this we use both expressions for \( \psi \) on different parts of the \( H^1 \)-norm. We have, for \( 0 < |\nu| < \sigma \),

\[ \int_0^1 |\psi(se^{i\nu})| \frac{ds}{s} \leq \int_0^1 |h(se^{i\nu})| \frac{ds}{s} + \int_0^1 \frac{1}{|1 + se^{i\nu}|} ds. \]

Using the inequality \( |1 + se^{i\nu}| \geq \sin(\sigma \vee \frac{1}{4} \pi) \) from Lemma 10.2.4, the second integral on the right-hand side is bounded by \( 1/\sin(\sigma \vee \frac{1}{4} \pi) \). For the first integral we note that

\[ \int_0^1 |h(se^{i\nu})| \frac{ds}{s} \leq \int_0^1 \int_0^1 \frac{1}{s} \frac{dt}{t} \frac{ds}{s} \]

\[ \int_0^1 \int_0^1 |f(st^{i\nu})| \frac{ds}{s} \frac{dt}{t} = \int_0^1 \int_0^1 |f(t^{i\nu})| \frac{ds}{s} \frac{dt}{t} = \int_0^1 \int_1^1 |f(t^{i\nu})| \frac{ds}{s} \frac{dt}{t} = \int_0^1 |f(t^{i\nu}) \log(t)| \frac{dt}{t}. \]

On the interval \((1, \infty)\) we have
\[ \int_1^\infty |\psi(se^{i\nu})| \frac{ds}{s} \leq \int_1^\infty |g(se^{i\nu})| \frac{dt}{t} + \int_1^\infty \frac{1}{|1+se^{i\nu}|} \frac{ds}{s}. \]

Using again that \(|1+se^{i\nu}| \geq s \sin(\sigma \vee \frac{1}{2} \pi)\), the latter integral is bounded by \(1/\sin(\sigma \vee \frac{1}{2} \pi)\). In the same way as before we see that
\[ \int_1^\infty |g(se^{i\nu})| \frac{dt}{t} \leq \int_1^\infty |f(t^{i\nu}) \log(t)| \frac{dt}{t}. \]

It follows that \(\psi \in H^1(\Sigma_{\sigma})\) with
\[ ||\psi||_{H^1(\Sigma_{\sigma})} \leq ||z \mapsto f(z) \log(z)||_{H^1(\Sigma_{\sigma})} + C_{\sigma}, \]
where \(C_{\sigma} = 2/\sin(\sigma \vee \frac{1}{2} \pi)\).

Let \(\omega(A) < \nu < \sigma\). By the above estimates, for all \(t > 0\) we have
\[ ||\psi(tA)|| \leq \frac{1}{2\pi} \int_{\partial \Sigma_{\nu}} |\psi(tz)| \|zR(z, A)\| \frac{|dz|}{|z|} \leq \frac{M_{\nu, A}}{2\pi} \int_{\partial \Sigma_{\nu}} |\psi(z)| \frac{|dz|}{|z|} \leq \frac{M_{\nu, A}}{2\pi} (||z \mapsto f(z) \log(z)||_{H^1(\Sigma_{\sigma})} + C_{\sigma}). \]

Since
\[ \varphi_{a,b}(z) = h(bz) - h(az) = \psi(bz) - \psi(az) + \frac{(b-a)z}{(1+bz)(1+az)} \]
we can use the linearity of the Dunford calculus, Proposition 10.2.3 and the resolvent identity to obtain
\[ \varphi_{a,b}(A) = \psi(bA) - \psi(aA) + (b-a)A(1+bA)^{-1}(1+aA)^{-1} = \psi(bA) - \psi(aA) + (1+aA)^{-1} - (1+bA)^{-1}. \]

Hence by the previous estimates (and taking the infimum over all \(\nu\)),
\[ ||\varphi_{a,b}(A)|| \leq ||\psi(bA)|| + ||\psi(aA)|| + ||(1+bA)^{-1}|| + ||(1+aA)^{-1}|| \leq 2M_{\sigma, A} \left( ||z \mapsto f(z) \log(z)||_{H^1(\Sigma_{\sigma})} + C_{\sigma} + 1 \right). \]

This completes the proof of (10.12). \(\square\)
As an application of the second part of Proposition 10.2.3 we describe a useful approximation procedure.

**Proposition 10.2.6.** For \( n \geq 1 \) the functions

\[
\zeta_n(z) := \frac{n}{n + z} - \frac{1}{1 + nz}
\]

belong to \( H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) for all \( 0 < \sigma < \pi \), and they satisfy

\[
\|\zeta_n\|_{H^\infty(\Sigma_\sigma)} \leq \frac{1}{\sin(\sigma \lor \frac{\pi}{2})}.
\]

In particular, for \( 0 < \sigma \leq \frac{\pi}{2} \) we have \( \|\zeta_n\|_{H^\infty(\Sigma_\sigma)} \leq 1 \). Moreover, for any sectorial operator \( A \),

1. we have

\[
\zeta_n(A) = n(n + A)^{-1} - \frac{1}{n} \left( \frac{1}{n} + A \right)^{-1}
\]

and for all \( \sigma > \omega(A) \)

\[
\sup_{n \geq 1} \|\zeta_n(A)\| \leq 2M_{\sigma,A};
\]

2. for all \( x \in X \) we have \( \zeta_n(A)x \in D(A) \cap R(A) \);

3. for all \( x \in D(A) \cap R(A) \) we have

\[
\lim_{n \to \infty} \zeta_n(A)x = x.
\]

**Proof.** That \( \zeta_n \in H^1(\Sigma_\sigma) \) is clear by writing

\[
\zeta_n(z) = \frac{(n^2 - 1)z}{(n + z)(1 + nz)}. \tag{10.13}
\]

To obtain the bound for their norms in \( H^\infty(\Sigma_\sigma) \) write

\[
\zeta_n(z) = \frac{n^2 - 1}{n^2} \frac{1}{(1 + \frac{z}{n})(1 + \frac{1}{nz})}.
\]

For \( z = re^{i\nu} \) with \( r > 0 \) and \( |\nu| < \sigma \), we have

\[
w := n^2 \left( 1 + \frac{z}{n} \right) \left( 1 + \frac{1}{n} \right) = n^2 + 1 + nre^{i\nu} + \frac{n}{r}e^{-i\nu}
\]

\[
= n^2 + 1 + n \left( r + \frac{1}{r} \right) \cos(\nu) + in \left( r - \frac{1}{r} \right) \sin(\nu).
\]

Therefore, if \( \nu \in [0, \pi/2] \), then \( \cos(\nu) \geq 0 \) and hence \( |\zeta(z)| \leq \frac{n^2 - 1}{n^2} \leq 1 \). It remains to check that for \( \nu \in [\pi/2, \pi) \), we have \( |\zeta(z)| \leq 1/\sin(\nu) \). The latter holds if and only if
The latter inequality indeed holds, for it is elementary to verify that
\[ |w|^2 - (n^2 - 1)^2 \sin^2(\nu) = \frac{1}{r^2} \left( (n^2 + 1)r \cos(\nu) + n(n^2 + 1) \right)^2 \geq 0. \]

(1): The identity for the operators \( \zeta_n(A) \) follows from (10.13) and Proposition 10.2.3, and their uniform boundedness with constant \( 2M_\nu A \) from the sectoriality of \( A \).

(2): That \( \zeta_n(A)x \in \mathcal{D}(A) \) is immediate from the identity in (1), and that \( \zeta_n(A)x \in \mathcal{R}(A) \) follows by rewriting
\[ \zeta_n(A) = (n^2 - 1)A(n + A)^{-1}(1 + nA)^{-1}. \]

(3): This is immediate from the assertions in part (1) and the convergence results of (10.4) and (10.5).

\[ \square \]

The analytic semigroup generated by a densely defined sectorial operator

It is shown in Theorem G.5.2 that if \( A \) is a densely defined sectorial operator on a Banach space \( X \), then \(-A\) generates a bounded analytic \( C_0 \)-semigroup \((S(t))_{t \geq 0}\) which is given by the inverse Laplace transform representation
\[ S(t)x = \frac{1}{2\pi i} \int_{\Gamma} e^{tz} R(z, -A)x \, dz, \quad t > 0, \quad x \in X, \]
where \( \Gamma \) is the upwards oriented contour in the left-half plane specified in the theorem.

Here we wish to point out that the operators \( S(t) \) can also be constructed directly from the Dunford calculus of \( A \). This is not immediately obvious, as one cannot define them as \( S(t) = \exp(-tA) \) using the exponential function \( \exp(\cdot) \); this function does not belong to \( H^1(\Sigma_\sigma) \) for any \( 0 < \sigma < \pi \). This defect can be remedied by compensating the non-integrability near 0 by an additional additive term
\[ \exp(-tz) = \left( \exp(-tz) - \frac{1}{1 + tz} \right) + \frac{1}{1 + tz} \]
and interpreting \( \frac{1}{1 + tz} (A) \) as \((I + tz)^{-1}\).

**Proposition 10.2.7.** Let \( A \) be a densely defined sectorial operator satisfying \( \omega(A) < \frac{\pi}{2} \), let \( \omega(A) < \sigma < \frac{\pi}{2} \) and \( \eta \in (0, \frac{\pi}{2} - \sigma) \), and denote by \((S(\zeta))_{\zeta \in \Sigma_\eta}\) the bounded analytic \( C_0 \)-semigroup generated by \(-A\). Then for all \( z \in \Sigma_\eta \) the following identity holds:
\[ S(\zeta) - (1 + \zeta A)^{-1} = f_\zeta(A), \]
where
\[ f_\zeta(z) = \exp(-\zeta z) - \frac{1}{1 + \zeta z}. \]
Observe that \( z \mapsto \exp(-z) - \frac{1}{1+z} \) belongs to \( H^1(\Sigma_{\pi+0}) \), so \( f_\zeta \) belongs to \( H^1(\Sigma_{\pi}) \) and \( f_\zeta(A) \) can be defined through the Dunford calculus of \( A \).

**Proof.** It suffices to prove the identity for \( \zeta = t > 0 \), since then the result for \( \zeta \in \Sigma_{\pi} \) follows by analytic continuation. Fix \( t > 0 \) and \( 0 < \varepsilon < 1/t \), and put \( \Sigma_{\eta}(\varepsilon) := \Sigma_{\eta} \cup B(0, \varepsilon) \). By Cauchy’s theorem, the path of integration in the Dunford integral may be changed from \( \partial \Sigma_{\eta} \) to \( \partial \Sigma_{\eta}(\varepsilon) \) to obtain

\[
\int_{\partial \Sigma_{\eta}(\varepsilon)} f_t(z) R(z, A) \, dz = \int_{\partial \Sigma_{\eta}(\varepsilon)} e^{-tz} R(z, A) \, dz - \frac{1}{2\pi i} \int_{\partial \Sigma_{\eta}(\varepsilon)} \frac{1}{1+tz} R(z, A) \, dz.
\]

After substituting \( z \mapsto -z \), the first integral is seen to coincide with the inverse Laplace transform representation of \( S(t) \) of Theorem 10.5.2 (applied to \( -A \)). To evaluate the second integral we use the holomorphy of \( z \mapsto R(z, A) \) and Cauchy’s theorem:

\[
\frac{1}{2\pi i} \int_{\partial \Sigma_{\eta}(\varepsilon)} \frac{1}{1+tz} R(z, A) \, dz = -\frac{1}{2\pi i} \int_{\Gamma} \frac{R(z, A)}{-t^{-1} - z} \, dz = -t^{-1} R(-t^{-1}, A) = (I + tA)^{-1}.
\]

This proves the identity \( f_t(A) = S(t) - (1 + tA)^{-1} \). \( \square \)

It is worth mentioning that for densely defined sectorial operators \( A \) satisfying \( \omega(A) < \frac{\pi}{2} \), the convergence assertions in parts (1) and (2) of Proposition 10.1.8 have counterparts in terms of the semigroup \( (S(t))_{t \geq 0} \) generated by \( -A \). As a rule of thumb, for \( t \to \infty \) (resp. for \( t \downarrow 0 \)) the limiting behaviour of \( S(t) \) is the same as that for \( A(t + A)^{-1} \) (resp. for \( t \downarrow 0 \)), and also the same as that for \( t(t + A)^{-1} \) for \( t \downarrow 0 \) (resp. for \( t \to \infty \)). Let us illustrate this by proving one of these correspondences: we will show that

\[
\text{for all } x \in \overline{R(A)} \text{ we have } \lim_{t \to \infty} S(t)x = 0.
\]

By the inverse Laplace transform representation,

\[
S(t)x = \frac{1}{2\pi i} \int_{\partial \Sigma_{\eta}(\varepsilon)} e^{tz}(z + A)^{-1} x \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma_{\eta}(\varepsilon)} e^{tz} \left[ \frac{z}{t} (\frac{z}{t} + A)^{-1} \right] x \, dz,
\]

where \( \Sigma_{\eta}(\varepsilon) \) is as before. In the second identity we used Cauchy’s theorem to justify that we did not change the path of integration. By repeating the proof of Proposition 10.1.7(2) verbatim, \( \frac{z}{t} (\frac{z}{t} + A)^{-1} \) tends to 0 strongly as \( t \to \infty \) on \( \overline{R(A)} \). Therefore the claim follows by dominated convergence.

We can push this idea a little further. Writing (cf. Proposition 10.2.3) \( S(t)x - x = -\int_0^t AS(s)x \, ds \), for \( x \in \overline{R(A)} \) we may pass to the limit \( t \to \infty \) to obtain a special case of the Calderón reproducing formula (Proposition 10.2.5):
The \( H^\infty \)-functional calculus

\[
x = \lim_{t \to \infty} x - S(t)x = \int_0^\infty AS(s)x \, ds = \int_0^\infty f(sA)x \frac{ds}{s},
\]
for \( f(z) = z \exp(-z) \), with improper convergence of the integral. To justify the last step in this computation we use the following fact which, for later reference, we state as a lemma:

**Lemma 10.2.8.** Let \( A \) be a densely defined sectorial operator and let \( f(z) = z \exp(-z) \). Then for all \( t > 0 \) we have \( f(tA) = tAS(t) \).

**Proof.** Fixing \( \omega(A) < \nu < \frac{1}{2}\pi \) and using the notation as before, we compute

\[
f(tA) = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(e)} ze^{-z} R(z, tA) \, dz
\]
\[
= \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(e)} tze^{-tz} R(z, A) \, dz
\]
\[
= \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(e)} te^{-tz} AR(z, A) \, dz + \frac{1}{2\pi i} \int_{\partial \Sigma_\nu(e)} te^{-tz} \, dz
\]
\[
= \frac{1}{2\pi i} A \int_{\partial \Sigma_\nu(e)} te^{-tz} R(z, A) \, dz
\]
\[
= tAS(t),
\]
where the last step follows from Theorem G.5.2 after the substitution \( z \mapsto -z \).

In the computation Cauchy’s theorem was used twice, first to see that one integral vanishes, and then to change the path of integration to the one used in Theorem G.5.2. Hille’s theorem (Theorem 1.2.4) was used to pull \( A \) out of the integral. \( \square \)

The technique used in Proposition 10.2.7 is not limited the example treated here, but it will not pursue it any further. Instead, Volume III will include an account of the so-called extended Dunford calculus, which systematically develops an idea introduced in (10.14) and allows the treatment of a wider ranges of examples. For now we content ourselves with a variation on this theme which provides a formula for the operators \( R(\mu, A) \) in terms of a Dunford integral.

**Example 10.2.9.** Let \( A \) be a sectorial operator and let \( \omega(A) < \sigma < \pi \). Then for all \( \mu \notin \Sigma_\sigma \) for all \( x \in R(A) \) we have

\[
\frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} (\mu - z)^{-1} R(z, A) x \, dz = R(\mu, A)x.
\]

To see that the integral is absolutely convergent near the origin, we write \( x = Ay \) with \( y \in D(A) \) and use that \( R(z, A)x = AR(z, A)y = zR(z, A)y - y \) remains bounded near 0. Defining \( \Sigma_\nu(\epsilon) \) as before, from Cauchy’s integral theorem and the holomorphy of \( z \mapsto R(z, A)x \) we find

\[
\frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} \frac{R(z, A)x}{\mu - z} \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma(\epsilon)} \frac{R(z, A)x}{\mu - z} \, dz = R(\mu, A)x.
\]
10.2 Construction of the $H^\infty$-calculus

10.2.b The $H^\infty$-calculus

We now restrict the Dunford calculus to functions in $H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ and address the problem of extending this restricted calculus to general functions in $H^\infty(\Sigma_\sigma)$. This is a non-trivial problem, if only because $H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ fails to be dense in $H^\infty(\Sigma_\sigma)$, but more profoundly, because the Dunford integrals become singular for functions in $H^\infty(\Sigma_\sigma)$.

**Definition 10.2.10 (Operators with a bounded $H^\infty$-calculus).** Let $A$ be a sectorial operator on $X$ and let $\omega(A) < \sigma < \pi$. The operator $A$ is said to have a bounded $H^\infty(\Sigma_\sigma)$-calculus if there exists a constant $C \geq 0$ such that

$$\|f(A)\| \leq C\|f\|_{\infty}, \quad f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma).$$

We define

$$\omega_{H^\infty}(A) := \inf \{ \omega(A) < \sigma < \pi : A \text{ has a bounded } H^\infty(\Sigma_\sigma)\text{-calculus} \}.$$  

Suppose now that $A$ is a sectorial operator on $X$ and let $f \in H^\infty(\Sigma_\sigma)$ with $\omega(A) < \sigma < \pi$. By Propositions 10.1.8 and 10.2.3, for the function $\zeta(z) := z(1 + z)^{-2}$ we have $\zeta(A) = A(I + A)^{-2}$ and $D(A) \cap R(A) = R(\zeta(A))$. If $x \in D(A) \cap R(A)$, say $x = \zeta(A)y$ with $y \in X$, define

$$\Psi_A(f)x := (f\zeta)(A)y$$

(10.14)

using the Dunford calculus of $A$ applied to $f\zeta \in H^1(\Sigma_\sigma)$. To see that this is well defined, suppose that $\zeta(A)y = 0$. Then $(I + A)^{-1}[(1 + A)^{-1}y - y] = -A(I + A)^{-2}y = 0$, so $(1 + A)^{-1}y - y$, and by the resolvent identity this implies $R(z,A)y = z^{-1}y$. Then, with $\omega(A) < \nu < \sigma$,

$$(f\zeta)(A)y = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} f(z)\zeta(z)R(z,A)y \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} \frac{f(z)}{(1 + z)^2}y \, dz = 0$$

by Cauchy’s theorem.

For $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ we have $\Psi_A(f)x = (f\zeta)(A)y = f(A)\zeta(A)y = f(A)x$ by the multiplicativity of the Dunford calculus. This shows that

$$\Psi_A(f) = f(A) \text{ on } D(A) \cap R(A).$$

(10.15)

The next proposition shows that whether or not $A$ has a bounded $H^\infty$-calculus is completely determined by the part of $A$ in $D(A) \cap R(A)$.

**Proposition 10.2.11.** Let $A$ be a sectorial operator on $X$ and let $\omega(A) < \sigma < \pi$. Let $C > 0$. The following assertions are equivalent:

1. $A$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus, i.e., there exists a constant $C \geq 0$ such that for all $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$,

$$\|f(A)x\| \leq C\|f\|_{\infty}\|x\|, \quad x \in X;$$
(2) there exists a constant $C \geq 0$ such that for all $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$,
\[
\|f(A)x\| \leq C\|f\|_\infty \|x\|, \ x \in D(A) \cap R(A);
\]
(3) there exists a constant $C \geq 0$ such that for all $f \in H^\infty(\Sigma_\sigma)$,
\[
\|\Psi_A(f)x\| \leq C\|f\|_\infty \|x\|, \ x \in D(A) \cap R(A).
\]

If $C_{(1)}$, $C_{(2)}$, and $C_{(3)}$ denote the respective best constants, then $C_{(2)} \leq C_{(1)} \leq 2M_{\sigma,A}C_{(3)}$ and $C_{(3)} \leq C_{(2)}/\sin(\sigma \vee \frac{1}{2}\pi)$, and if $D(A) \cap R(A)$ is dense, then $C_{(1)} \leq C_{(3)}$.

Observe that if $\omega_{H^\infty}(A) \leq \frac{1}{2}\pi$, then $C_{(3)} \leq C_{(2)}$, and if in addition $D(A) \cap R(A)$ is dense then all three constants are equal:

$$C_{(1)} = C_{(2)} = C_{(3)}.$$

\textbf{Proof.} $(1) \Rightarrow (2)$: This holds trivially, with bound $C_{(2)} \leq C_{(1)}$.

$(2) \Rightarrow (3)$: Let $f \in H^\infty(\Sigma_\sigma)$ be given and let $\zeta_n$ be the functions of Proposition 10.2.6. Then $\zeta_n f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$. Using the definition (10.14), the convergence property of the Dunford calculus, its multiplicativity, the assumption in $(2)$, and the $H^\infty$-bound for the $\zeta_n$ of Proposition 10.2.6 we obtain, for all $x \in D(A) \cap R(A)$, say $x = \zeta(A)y$,
\[
\|\Psi_A(f)x\| = \|(f\zeta)(A)y\| = \lim_{n \to \infty} \|(\zeta_nf\zeta)(A)y\|
\]
\[
= \lim_{n \to \infty} \|(\zeta_nf)(A)\zeta(y)\| \leq C \limsup_{n \to \infty} \|\zeta_nf\|_\infty \|\zeta(A)y\|
\]
\[
\leq \frac{C}{\sin(\sigma \vee \frac{1}{2}\pi)} \|f\|_\infty \|x\|.
\]

This proves that $(3)$ holds, with bound $C_{(3)} \leq C_{(2)}/\sin(\sigma \vee \frac{1}{2}\pi)$.

$(3) \Rightarrow (1)$: For any $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ and $x \in X$ we have $\zeta_n(A)x \in D(A) \cap R(A)$ and therefore by the convergence property of the Dunford calculus, its multiplicativity, (10.15), and the assumption in $(3)$,
\[
\|f(A)x\| = \lim_{n \to \infty} \|(\zeta_nf)(A)x\| = \lim_{n \to \infty} \|f(A)\zeta_n(A)x\|
\]
\[
= \lim_{n \to \infty} \|\Psi_A(f)\zeta_n(A)x\| \leq C\|f\|_\infty \liminf_{n \to \infty} \|\zeta_n(A)x\|.
\]

If $D(A) \cap R(A)$ is dense, for $x \in X$ we have $\lim_{n \to \infty} \zeta_n(A)x = x$ by the convergence assertion in Proposition 10.2.6; this gives $(1)$ with bound $C_{(1)} \leq C_{(3)}$.

In general, all we can say is that $\|\zeta_n(A)x\| \leq 2M_{\sigma,A}\|x\|$ using the bound on $\zeta_n(A)$ of Proposition 10.2.6; this gives $(1)$ with bound $C_{(1)} \leq 2M_{\sigma,A}C_{(3)}$. \qed

Suppose now that $A$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus. We claim that for all $f \in H^\infty(\Sigma_\sigma)$ and $x \in D(A) \cap R(A)$ we have $\Psi_A(f)x \in D(A) \cap R(A)$. To see
this it suffices to consider \( x \in \mathcal{D}(A) \cap \mathcal{R}(A) \), say \( x = \zeta(A)y \). Then, arguing as in the above proof,
\[
\Psi_{A}(f)x = (f\zeta)(A)y = \lim_{n \to \infty} (\zeta_n f \zeta)(A)y = \lim_{n \to \infty} \zeta(A)(\zeta_n f)(A)y
\]
with \( \zeta(A)(\zeta_n f)(A)y \in \mathcal{R}(\zeta(A)) = \mathcal{D}(A) \cap \mathcal{R}(A) \). This proves the claimed invariance.

We may now define a bounded operator
\[
f(A) : \mathcal{D}(A) \cap \mathcal{R}(A) \to \mathcal{D}(A) \cap \mathcal{R}(A)
\]
by
\[
f(A)x := \Psi_{A}(f)x, \quad x \in \mathcal{D}(A) \cap \mathcal{R}(A).
\]
By \((10.15)\), for \( f \in H^{1}(\Sigma_\sigma) \cap H^{\infty}(\Sigma_\sigma) \) this definition is consistent with the Dunford calculus.

**Definition 10.2.12 (The \( H^{\infty} \)-calculus).** Let \( A \) be a sectorial operator admitting a bounded \( H^{\infty}(\Sigma_\sigma) \)-calculus. The mapping
\[
f \mapsto f(A)
\]
from \( H^{\infty}(\Sigma_\sigma) \) to \( \mathcal{L}(\mathcal{D}(A) \cap \mathcal{R}(A)) \) defined above is called the \( H^{\infty}(\Sigma_\sigma) \)-calculus of \( A \).

By Proposition 10.2.11 we have the norm estimate
\[
\|f(A)\|_{\mathcal{L}(\mathcal{D}(A) \cap \mathcal{R}(A))} \leq M_{\sigma,A}^{\infty}\|f\|_{\infty}, \quad f \in H^{\infty}(\Sigma_\sigma),
\]
where \( M_{\sigma,A}^{\infty} := C_{(3)} \) is the best constant in part \((3)\) of the proposition. This constant will be referred to as the **boundedness constant** of the \( H^{\infty}(\Sigma_\sigma) \)-calculus of \( A \). Note that we have already defined the angle \( \omega_{H^{\infty}}(A) \) of the \( H^{\infty}(\Sigma_\sigma) \)-calculus through Definition 10.2.10; Proposition 10.2.11 shows that we could equivalently have defined this angle using Definition 10.2.12.

The next theorem describes some elementary properties of the \( H^{\infty} \)-calculus.

**Theorem 10.2.13.** Let \( A \) be a sectorial operator on \( X \) with a bounded \( H^{\infty}(\Sigma_\sigma) \)-calculus. The mapping
\[
f \mapsto f(A)
\]
from \( H^{\infty}(\Sigma_\sigma) \) to \( \mathcal{L}(\mathcal{D}(A) \cap \mathcal{R}(A)) \) is linear and multiplicative and satisfies
\[
1(A)x = x \quad \text{and} \quad r_{\mu}(A)x = R(\mu, A)x, \quad x \in \mathcal{D}(A) \cap \mathcal{R}(A),
\]
where \( r_{\mu}(z) = (\mu - z)^{-1} \) with \( \mu \notin \overline{\Sigma_\sigma} \). Furthermore, if the functions \( f_n, f \in H^{\infty}(\Sigma_\sigma) \) are uniformly bounded and satisfy \( f_n(z) \to f(z) \) for all \( z \in \Sigma_\sigma \), then
\[
\lim_{n \to \infty} f_n(A)x = f(A)x, \quad x \in \mathcal{D}(A) \cap \mathcal{R}(A). \tag{10.16}
\]
Proof. The linearity and multiplicativity are consequences of the convergence property, since it allows us to approximate functions \( f \) in \( H^\infty(\Sigma_\sigma) \) by functions \( f_n = \zeta_n f \) in \( H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \), where the functions \( \zeta_n \) are as in Proposition 10.2.6, and apply the linearity and multiplicativity of the Dunford calculus.

For \( x \in D(A) \cap R(A) \) the identity \( 1(A)x = x \) is clear from (10.14). Similarly, writing \( x = \zeta(A)y \), by (10.14) we have \( r_\mu(A)x = (r_\mu \zeta)(A)y \). If we can prove that \( (r_\mu \zeta)(A) = AR(\mu, A)(I + A)^{-2} \) the identity \( r_\mu(A)x = R(\mu, A)x \) follows from it since \( x = \zeta(A)y = A(I + A)^{-2}y \). But this identity follows from Proposition 10.2.3.

Both identities \( 1(A)x = x \) and \( r_\mu(A)x = R(\mu, A)x \) extend to \( x \in \overline{D(A)} \cap R(A) \) by the boundedness of the operators involved. Note that the identity for the resolvent is consistent with the formula in Example 10.2.9.

We now turn to the proof of the convergence property. Using first (10.14), then the convergence property of the Dunford calculus, and then again (10.14), for all \( x = \zeta(A)y \in D(A) \cap R(A) \) we obtain

\[
\lim_{n \to \infty} f_n(A)x = \lim_{n \to \infty} (f_n \zeta)(A)y = (f \zeta)(A)y = f(A)x.
\]

This gives the desired convergence on the dense subspace \( D(A) \cap R(A) \). Since the operators \( f_n(A) \) are uniformly bounded (as the functions \( f_n \) are uniformly bounded in \( H^\infty(\Sigma_\sigma) \)), the result follows from this.

\[ \square \]

**Theorem 10.2.14 (Uniqueness of the \( H^\infty \)-calculus).** Let \( A \) be a sectorial operator on \( X \) and let \( \omega(A) < \sigma < \pi \). Suppose \( \Psi : H^\infty(\Sigma_\sigma) \to \mathcal{L}(\overline{D(A)} \cap R(A)) \) is bounded, linear and multiplicative, satisfies

\[ \Psi r_\mu = R(\mu, A) \]

for all functions \( r_\mu(z) = (\mu - z)^{-1} \) with \( \mu \notin \Sigma_\sigma \), and has the following convergence property:

If \( f_n, f \) are functions in \( H^\infty(\Sigma_\sigma) \) satisfying \( f_n \to f \) pointwise on \( \Sigma_\sigma \) and \( \sup_n \| f_n \|_\infty < \infty \), then \( \Psi(f_n)x \to \Psi(f)x \) for all \( x \in \overline{D(A)} \cap R(A) \).

Then:

1. \( A \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus;
2. \( \Psi f = f(A) \) as operators in \( \mathcal{L}(\overline{D(A)} \cap R(A)) \) for all \( f \in H^\infty(\Sigma_\sigma) \).

**Proof.** First consider a function \( f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) with \( \sigma < \vartheta < \pi \). We can interpret Cauchy’s formula as a Bochner integral in \( H^\infty(\Sigma_\sigma) \):

\[
f(\cdot) = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma'} \frac{f(\mu)}{\mu - \cdot} \, d\mu = \int_{\partial \Sigma_\sigma'} h(\mu) r_\mu(\cdot) \, d\mu
\]

where \( \sigma < \sigma' < \vartheta \), the function \( \mu \mapsto r_\mu(\cdot) := \mu(\mu - \cdot)^{-1} \) is uniformly bounded and continuous on \( \partial \Sigma_\sigma' \) as a function with values in \( H^\infty(\Sigma_\sigma) \), and \( \mu \mapsto
Then for all \( x \in D(A) \cap R(A) \) the operator \( \Psi_x : f \mapsto \Psi(f)x \) is closed as an operator from \( H^\infty(\Sigma_\sigma) \) to \( X \). Therefore, by Hille’s theorem (Theorem 1.2.4) we may pull \( \Psi_x \) through the integral defining \( \Psi(f) \):

\[
\Psi(f)x = \int_{\partial \Sigma_\sigma} h(\mu)\Psi(r_\mu)x \, d\mu = \int_{\partial \Sigma_\sigma} h(\mu)R(\mu, A)x \, d\mu = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} f(\mu)R(\mu, A)x \, d\mu = f(A)x.
\]

If \( f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \), consider the function \( f_n(z) = f(z^{1-\frac{1}{n}}) \) which belongs to \( H^1(\Sigma_\sigma \cap H^\infty(\Sigma_\sigma \cap H^\infty(\Sigma_\sigma) \) for \( n \geq 2 \). We just saw that \( \Psi(f_n) = f_n(A) \). Furthermore \( \lim_{n \to \infty} f_n(z) = f(z) \) and \( (f_n)_{n \geq 1} \) is uniformly bounded in \( H^\infty(\Sigma_\sigma) \). Therefore, the convergence property implies \( \Psi(f_n)x \to \Psi(f)x \) for all \( x \in D(A) \cap R(A) \). On the other hand, writing \( x = \zeta(A)y \in D(A) \cap R(A) \), we find

\[
f_n(A)x = f_n(A)\zeta(A)y = (f_n\zeta)(A)y \to (f\zeta)(A)y = f(A)\zeta(A)y = f(A)x,
\]

where we used Theorem 10.2.2. This shows that \( f(A) = \Psi(f) \) on \( D(A) \cap R(A) \), and then on \( D(A) \cap R(A) \) by the boundedness of these operators. As a consequence, for all \( x \in D(A) \cap R(A) \) we obtain

\[
\|f(A)x\| = \|\Psi(f)x\| \leq \|\Psi\| \|f\|_\infty \|x\|.
\]

By Proposition 10.2.11 this proves (1).

For a general \( f \in H^\infty(\Sigma_\sigma) \) there are \( f_n \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) with \( f_n(\lambda) \to f(\lambda) \) for \( \lambda \in \Sigma_\sigma \) and \( \sup\|f_n\|_{H^\infty(\Sigma_\sigma)} < \infty \). As both \( f \to \Psi f \) and \( f \to f(A) \) have the convergence property (the latter in the sense of Theorem 10.2.13), for all \( x \in D(A) \cap R(A) \) we conclude that \( \Psi(f)x = \lim_{n \to \infty} \Psi(f_n)x = \lim_{n \to \infty} f_n(A)x = f(A)x \), and by a density argument this extends to \( x \in D(A) \cap R(A) \). This proves (2).

Assuming the boundedness of the \( H^\infty \)-calculus we can eliminate the growth assumption in the second part of the Calderón reproducing formula (Proposition 10.2.5):

Proposition 10.2.15 (Calderón reproducing formula II). Let \( A \) be a sectorial operator with a bounded \( H^\infty(\Sigma_\sigma) \)-calculus, where \( \omega(A) < \sigma < \pi \), and suppose that \( f \in H^1(\Sigma_\sigma) \) satisfies

\[
\int_0^\infty f(t) \frac{dt}{t} = 1.
\]

Then for all \( x \in D(A) \cap R(A) \) we have

\[
\int_0^\infty f(tA)x \frac{dt}{t} = x.
\]
and considered in Proposition 10.2.5 we have already seen that the reproducing identity holds for \( x \in \mathbb{D}(A) \cap \mathbb{R}(A) \). Moreover, as in the proof of the second part of the proposition, the identity extends to \( \overline{\mathbb{D}(A)} \cap \overline{\mathbb{R}(A)} \) if we can prove the uniform boundedness of the operators \( x \mapsto \varphi_{a,b}(A)x := \int_a^b f(tA)x \frac{dt}{t} \), \( 0 < a < b < \infty \), on this space. But in view of

\[
\|\varphi_{a,b}\|_{H^\infty(\Sigma_\sigma)} = \sup_{z \in \Sigma_\sigma} |\varphi_{a,b}(z)| \leq \sup_{z \in \Sigma_\sigma} \int_0^\infty |f(tz)| \frac{dt}{t} = \|f\|_{H^1(\Sigma_\sigma)},
\]

this follows from the boundedness of the \( H^\infty(\Sigma_\sigma) \)-calculus.

We conclude this section with two constructions of new sectorial operators from old. The first describes a simple scaling property that will be frequently used without comment. For \( f : \Sigma_\vartheta \to \mathbb{C} \) and \( \mu \in \mathbb{C} \) put

\[
f_\mu(z) := f(\mu z), \quad z \in \Sigma_\sigma.
\]

**Lemma 10.2.16.** Let \( A \) be a sectorial operator and let \( \omega(A) < \sigma < \vartheta < \pi \) and \( \mu \in \Sigma_{\vartheta - \sigma} \). If \( f \in H^1(\Sigma_\sigma) \), then:

1. \( \mu A \) is sectorial with \( \omega(\mu A) < \vartheta \);
2. \( f_\mu \in H^1(\Sigma_\sigma) \) and \( f_\mu(A) = f(\mu A) \);
3. the mapping \( \mu \mapsto f(\mu A) \) is holomorphic from \( \Sigma_{\vartheta - \sigma} \) to \( \mathcal{L}(\mathbb{D}(A) \cap \mathbb{R}(A)) \).

Moreover, if \( A \) admits a bounded \( H^\infty(\Sigma_\sigma) \)-calculus and \( f \in H^\infty(\Sigma_\sigma) \), then:

1'. \( \mu A \) admits a bounded \( H^\infty(\Sigma_\sigma) \)-calculus with \( \omega_{H^\infty}(\mu A) < \vartheta \);
2'. \( f_\mu \in H^\infty(\Sigma_\sigma) \) and \( f_\mu(A) = f(\mu A) \);
3'. the mapping \( \mu \mapsto f(\mu A) \) is holomorphic from \( \Sigma_{\vartheta - \sigma} \) to \( \mathcal{L}(\mathbb{D}(A) \cap \mathbb{R}(A)) \).

**Proof.** The first two assertions are obvious. For the third, let \( \omega(A) < \nu < \sigma \). Let \( D \) be a closed disk contained in \( \Sigma_{\vartheta - \sigma} \). By Fubini's theorem and Cauchy's theorem, we obtain

\[
\int_{\partial D} f(\mu A) \, d\mu = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} \int_{\partial D} f(\mu z) R(z, A) \, d\mu \, dz = 0.
\]

Now the holomorphy of \( \mu \mapsto f(\mu A) \) follows from Morera's theorem.

The proofs of (1)'-(3)' are similar. For (3)' let \( \zeta_n \) be the functions considered in Proposition 10.2.6. By (3), \( \mu \mapsto f(\mu A)\zeta_n(A) \) is holomorphic and thus

\[
\int_{\partial D} f(\mu A)\zeta_n(A) x \, d\mu = 0, \quad x \in \overline{\mathbb{D}(A)} \cap \overline{\mathbb{R}(A)}.
\]
By the dominated convergence theorem and Proposition 10.2.6,

$$\int_{\partial D} f(\mu A) x \, d\mu = 0, \quad x \in D(A) \cap R(A).$$

Therefore, the holomorphy of $\mu \mapsto f(\mu A) x$ follows from Morera’s theorem. Inspection of the proof of Proposition B.3.1 shows that $\mu \mapsto f(\mu A) \in \mathcal{L}(D(A) \cap R(A))$ is continuous in the uniform operator topology. Therefore, Corollary B.3.3 implies that $\mu \mapsto f(\mu A)$ is holomorphic as an operator-valued function.

The second construction formalises the idea of “substituting” $A$ into an integral expression.

**Lemma 10.2.17.** Let $A$ be a sectorial operator on a Banach space $X$ and let $\omega(A) < \sigma < \pi$. Assume either one of the following:

(a) $p = 1$;
(b) $p = \infty$, $A$ has a bounded $H^\infty$-calculus, and $\omega_{H^\infty}(A) < \sigma < \pi$.

Let $(S, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. Suppose that $f : S \times \Sigma_{\sigma} \to \mathbb{C}$ is a measurable function with the following properties:

(i) $z \mapsto f(s, z)$ belongs to $H^p(\Sigma_{\sigma})$ for all $s \in S$;
(ii) $\sup_{|\nu| < \sigma} \left\| t \mapsto \int_S |f(s, e^{i\nu t})| \, d\mu(s) \right\|_{L^p(\mathbb{R}^+, \frac{dt}{t})} < \infty.$

Then the function $g(z) = \int_S f(s, z) \, d\mu(s)$ belongs to $H^p(\Sigma_{\sigma})$ and

$$g(A)x = \int_S f(s, A)x \, d\mu(s), \quad \begin{cases} x \in X & \text{in case (a)} \\ x \in D(A) \cap R(A) & \text{in case (b)} \end{cases}.$$

**Proof.** (a): Let $D$ be a closed disk contained in $\Sigma_{\sigma}$. Applying first Fubini’s theorem and then Cauchy’s theorem we see that

$$\int_{\partial D} g(\lambda) \, d\lambda = \int_S \left( \int_{\partial D} f(s, \lambda) \, d\lambda \right) d\mu(s) = 0.$$

Hence Morera’s theorem implies that $g$ is holomorphic on $\Sigma_{\sigma}$. Also,

$$\sup_{|\nu| < \sigma} \left\| g(e^{i\nu \cdot}) \right\|_{L^p(\mathbb{R}^+, \frac{dt}{t})} \leq \sup_{|\nu| < \sigma} \left\| t \mapsto \int_S |f(s, e^{i\nu t})| \, d\mu(s) \right\|_{L^p(\mathbb{R}^+, \frac{dt}{t})} < \infty,$$

and thus $g \in H^p(\Sigma_{\sigma})$. By Fubini’s theorem,

$$g(A)x = \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} g(\lambda) R(\lambda, A)x \, d\lambda = \int_S \left( \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} f(s, \lambda) R(\lambda, A)x \, d\lambda \right) d\mu(s) = \int_S f(s, A)x \, d\mu(s)$$
are well defined and satisfy functions \( R \) as well and \( G \).

A brief introduction to the theory of adjoint operators can be found in Section G.1. If \( A \) is a densely defined sectorial operator, then its adjoint \( A^* \) is sectorial as well and \( \omega(A) = \omega(A^*) \); this is immediate from the fact that \( R(\lambda, A^*) = R(\lambda, A)^* \) for all \( \lambda \in \mathcal{g}(A^*) = \mathcal{g}(A) \). Therefore, if \( \omega(A) < \nu < \sigma < \pi \), then for functions \( f \in H^1(\Sigma_\sigma) \) the operators \( f(A^*) \) defined by Dunford calculus,

\[
f(A^*) = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} f(z)R(z, A^*) \, dz,
\]

are well defined and satisfy \( f(A^*) = f(A)^* \).
Lemma 10.2.19. Let \( A \) be a densely defined sectorial operator and let \( \omega(A) \) be a densely defined sectorial operator and let \( \omega(A) < \sigma < \pi \). Then for all \( x \in \overline{D(A)} \cap R(A) = R(A) \) and \( x^* \in \overline{D(A^*)} \cap R(A^*) \), we have

\[
\frac{1}{2M_{\sigma,\sigma}} ||x|| \leq \sup \left\{ |\langle x, y^* \rangle| : y^* \in D(A^*) \cap R(A^*), \|y^*\| \leq 1 \right\} \leq ||x||
\]

\[
\frac{1}{2M_{\sigma,\sigma}} ||x^*|| \leq \sup \left\{ |\langle y, x^* \rangle| : y \in D(A) \cap R(A), \|y\| \leq 1 \right\} \leq ||x^*||.
\]

Proof. It suffices to prove the left-hand estimates. Fix \( x \in \overline{D(A)} \cap R(A) \) and put

\[
||x|| := \sup \left\{ |\langle x, y^* \rangle| : y^* \in D(A^*) \cap R(A^*), \|y^*\| \leq 1 \right\}.
\]

Choose \( x^* \in X^* \) such that \( |\langle x, x^* \rangle| = ||x|| \). As in Proposition 10.2.6 we have \( \zeta_n(A)x \to x \) as \( n \to \infty \), \( y_n^* := \zeta_n(A)x^* \in D(A^*) \cap R(A^*) \), and \( ||y_n^*|| \leq 2M_{\sigma,\sigma}||x^*|| \). Then

\[
||x|| = |\langle x, x^* \rangle| = \lim_{n \to \infty} |\langle \zeta_n(A)x, x^* \rangle| = \lim_{n \to \infty} |\langle x, y_n^* \rangle| \leq 2M_{\sigma,\sigma}||x||.
\]

This proves the first assertion. The proof of the second is similar. \( \square \)

Proposition 10.2.20 (Adjoint). Let \( A \) be a densely defined sectorial operator with a bounded \( H^\infty \)-calculus. Then \( A^* \) has a bounded \( H^\infty \)-calculus, we have \( \omega_{H^\infty}(A) = \omega_{H^\infty}(A^*) \), and for all \( f \in H^\infty(\Sigma_\sigma) \) with \( \omega_{H^\infty}(A) < \sigma < \pi \) we have

\[
\langle x, f(A^*)x^* \rangle = \langle f(A)x, x^* \rangle, \quad x \in \overline{D(A)} \cap R(A), \quad x^* \in \overline{D(A^*)} \cap R(A^*).
\]

Proof. For \( f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \), the identity \( f(A)^* = f(A^*) \) implies \( \langle x, f(A^*)x^* \rangle = \langle f(A)x, x^* \rangle \) for all \( x \in X \) and \( x^* \in X^* \) and therefore

\[
|\langle x, f(A^*)x^* \rangle| \leq M^\infty_{\sigma,\sigma} \|f\|_{H^\infty(\Sigma_\sigma)} ||x|| \|x^*||.
\]

Taking the supremum over all \( x \in X \) with \( ||x|| \leq 1 \), we see that \( A^* \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus with angle \( \omega_{H^\infty}(A^*) \leq \omega_{H^\infty}(A) \).

Now let \( f \in H^\infty(\Sigma_\sigma) \) and let \( \zeta_n \) be as in Proposition 10.2.6. Then by the convergence property of Theorem 10.2.13, for all \( x \in \overline{D(A)} \cap R(A) \) and \( x^* \in \overline{D(A^*)} \cap R(A^*) \) we obtain

\[
\langle x, f(A^*)x^* \rangle = \lim_{n \to \infty} \langle x, (\zeta_n f)(A^*)x^* \rangle = \lim_{n \to \infty} \langle (\zeta_n f)(A)x, x^* \rangle = \langle f(A)x, x^* \rangle,
\]

using that \( \zeta_n f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) in the middle step, so that the duality identity of the first part of the proof applies.

To finish the proof it remains to be shown that the converse inequality \( \omega_{H^\infty}(A) \leq \omega_{H^\infty}(A^*) \) holds. But this follows by applying what has been said above to the part of \( A^* \) in \( \overline{D(A^*)} \cap R(A^*) \) and using the lemma to embed \( X \) isomorphically onto a closed subspace of the dual of \( \overline{D(A^*)} \cap R(A^*) \). \( \square \)
10.2.c First examples

We will now present some first examples of operators having a bounded $H^\infty$-calculus. They only serve to give a first flavour of the subject, and most of them admit far-reaching generalisations, some of which are collected in the Notes at the end of the chapter.

**Proposition 10.2.21 (Bounded operators).** Let $A$ be a bounded operator whose spectrum $\sigma(A)$ avoids the negative axis $(-\infty, 0]$. For any $0 < \sigma < \pi$ such that $\sigma(A) \subseteq \Sigma_\sigma$, $A$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus.

*Proof.* We define the calculus by the Dunford integral

$$f(A) = \frac{1}{2\pi i} \int_{\Gamma} f(z) R(z, A) \, dz,$$

where $\Gamma$ is a simple closed Jordan curve contained in $\Sigma_\sigma$ containing the spectrum of $A$ in its interior, oriented in the counter-clockwise direction. If $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$, then by Cauchy’s theorem the contour $\Gamma$ may be changed to $\partial \Sigma_\sigma$, and therefore the above definition agrees with the Dunford calculus of $A$ as a sectorial operator. \hfill $\Box$

The condition $0 \notin \sigma(A) \cap (-\infty, 0]$ cannot be omitted, as can be seen from Corollary 10.2.29.

**Proposition 10.2.22 (Pointwise multipliers).** Let $(S, \mathfrak{A}, \mu)$ be a measure space, let $0 < \sigma < \pi$, and let $m : S \to \mathbb{C}$ be a measurable function taking values in $\Sigma_\sigma \mu$-almost surely. Let $1 \leq p < \infty$ and consider the pointwise multiplication operator $A_m$ on $L^p(S)$ given by

$$M_m \phi(s) := m(s) \phi(s), \quad s \in S,$$

with its natural domain $D(M_m) = \{ \phi \in L^p(S) : m \phi \in L^p(S) \}$. Then $A_m$ is a sectorial operator with a bounded $H^\infty(\Sigma_\sigma)$-calculus on $L^p(S)$.

*Proof.* For $z \notin \Sigma_\sigma$ we have $z \in \varrho(A_m)$ and $R(z, A_m) \phi(s) = (z - m(s))^{-1} \phi(s)$. Fix $\omega < \nu < \sigma$. For functions $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ and $\phi \in L^p(S)$ we then have

$$f(A_m) \phi(s) = \frac{1}{2\pi i} \int_{\partial \Sigma_\sigma} \frac{f(z)}{z - m(s)} \phi(s) \, dz = f(m(s)) \phi(s)$$

for $\mu$-almost all $s \in S$. Clearly, $\|f(A_m)\| \leq \|f\|_\infty$ and therefore $A_m$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus on $L^p(S)$, with constant $M_{\sigma A_m} \leq 1$. \hfill $\Box$

We continue with two basic Hilbertian examples.

**Proposition 10.2.23 (Positive self-adjoint operators).** Let $A$ be a densely defined self-adjoint operator on a complex Hilbert space $H$ which is positive in the sense that the spectrum $\sigma(A)$ is contained in the positive half-line $[0, \infty)$. Then $A$ has a bounded $H^\infty$-calculus of angle $0$. 

Proof. By Proposition 10.2.11 it suffices to consider the part of $A$ in $H_0 := \mathcal{D}(A) \cap \mathcal{R}(A)$. Considered as an operator on that space, $A$ is positive, self-adjoint and injective by Proposition 10.1.8.

By the spectral theorem for self-adjoint operators, $A$ is unitarily equivalent to a multiplication operator. More precisely, there exists a measure space $(S, \mathcal{A}, \mu)$ and measurable function $m : S \to [0, \infty)$ and an invertible operator $U \in \mathcal{L}(H_0, L^2(S))$ such that
\[
A = U^{-1} A_m U,
\]
where $A_m$ is as in Proposition 10.2.22. Since $A$ is injective, $A_m$ is injective and hence $\{ s \in S : m(s) = 0 \}$ has measure zero. Since the property of having a bounded $H^\infty$-calculus is inherited under similarity transforms, from Proposition 10.2.22 we conclude that $A$ is sectorial and has a bounded $H^\infty$-calculus with $\omega_{H^\infty}(A) = 0$.

Theorem 10.2.24 (Contraction semigroups on Hilbert spaces). Suppose that $-A$ generates a $C_0$-contraction semigroup on a Hilbert space $H$. Then $A$ has a bounded $H^\infty(\Sigma_\sigma)$-functional calculus for all $\frac{1}{2}\pi < \sigma < \pi$ and
\[
\|f(A)\| \leq \|f\|_{H^\infty(\Sigma_{\frac{1}{2}\pi})}, \quad f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma).
\]
In particular, this calculus has angle $\omega_{H^\infty}(A) \leq \frac{1}{2}\pi$ and constants $M_{\sigma, A}^\infty \leq 1$ for all $\frac{1}{2}\pi < \sigma < \pi$.

In Theorem 10.4.21 it will be shown that for any sectorial operator $A$ with a bounded $H^\infty$-calculus on a Hilbert space one has equality $\omega_{H^\infty}(A) = \omega(A)$. Moreover, a characterisation of those operators satisfying $\omega_{H^\infty}(A) < \frac{1}{2}\pi$ will be given in Theorem 10.4.22.

Proof. We prove the theorem in three steps.

Step 1 – First we assume in addition that $A$ is a bounded operator and that $-A + c$ generates a $C_0$-contraction semigroup on $H$ for some fixed $c > 0$, or equivalently (see Corollary G.4.5) that $\Re(Ax|x) \geq c||x||^2$ for all $x \in H$. Observe that $\{ \lambda \in \mathbb{C} : \Re(\lambda) > -c \} \subseteq \rho(A)$ and since $\sigma(A)$ is compact, $A$ is sectorial of angle $\frac{1}{2}\pi - \delta$ for some $\delta > 0$. Next note that
\[
((A + A^*)x|x) = (Ax|x) + (Ax|x) = 2\Re(Ax|x) \geq 2c||x||^2,
\]
so that $A + A^*$ is self-adjoint and positive.

Fix $\frac{1}{2}\pi < \sigma < \pi$ and let $f \in H^1(\Sigma_\sigma)$. Then $\lambda \mapsto f(\lambda)(A^* + \lambda)^{-1}$ is holomorphic in $\Sigma_{\frac{1}{2}\pi - \delta}$. By Cauchy's theorem applied to the boundary of the semi-annulus $\{ r \leq |z| \leq R \} \cap \{ \Re z \geq 0 \}$, upon letting $r \downarrow 0$ and $R \to \infty$ and using Lemma H.1.4, we obtain
\[
\int_{i\mathbb{R}} f(\lambda)(A^* + \lambda)^{-1} \, d\lambda = 0.
\]
Hence,

\[ f(A) = \frac{1}{2\pi i} \int_{\mathbb{R}} f(\lambda) R(\lambda, A) \, d\lambda \]

\[ = -\frac{1}{2\pi i} \int_{\mathbb{R}} f(\lambda) [(A - \lambda)^{-1} + (A^* + \lambda)^{-1}] \, d\lambda \]

\[ = \frac{1}{2\pi} \int_{\mathbb{R}} f(it)(A^* + it)^{-1}(A^* + A)(A - it)^{-1} \, dt. \]

Therefore, for all \( x, y \in H \),

\[ (f(A)x, y) = \frac{1}{2\pi} \int_{\mathbb{R}} f(it) \left( (A^* + A)^{1/2}(A - it)^{-1} x \right) \left( (A^* + A)^{1/2}(A - it)^{-1} y \right) \, dt. \]  \hfill (10.17)

So far we took \( f \in H^1(\Sigma_\sigma) \). Taking \( f = \zeta_n \) as in Proposition 10.2.6 and letting \( n \to \infty \), and taking \( x = y \) in (10.17), for all \( x \in H \) (remember that in this step \( A \) is bounded and invertible) we obtain

\[ \|x\|^2 = \frac{1}{2\pi} \int_{\mathbb{R}} \|(A^* + A)^{1/2}(A - it)^{-1} x\|^2 \, dt. \]  \hfill (10.18)

It now follows from (10.17) and (10.18) that

\[ |(f(A)x, y)| \leq \|f\|_{H^\infty(\Sigma_{1/4})} \left( \frac{1}{2\pi} \int_{\mathbb{R}} \|(A^* + A)^{1/2}(A - it)^{-1} x\|^2 \, dt \right)^{1/2} \]

\[ \times \left( \frac{1}{2\pi} \int_{\mathbb{R}} \|(A^* + A)^{1/2}(A - it)^{-1} y\|^2 \, dt \right)^{1/2} \]

\[ = \|f\|_{H^\infty(\Sigma_{1/4})} \|x\| \|y\|. \]

Step 2 – We reduce the general case to the case considered in Step 1. The assumptions of the theorem imply that \( A \) is sectorial of angle \( \frac{1}{4}\pi \).

For any \( \varepsilon > 0 \) define a bounded operator

\[ A_\varepsilon := ((A + \varepsilon)^{-1} + \varepsilon)^{-1} = \varepsilon^{-1} - \varepsilon^{-2}(\varepsilon + \varepsilon^{-1} + A)^{-1}. \]

Then \( \|\varepsilon + \varepsilon^{-1} + A\|^{-1} \leq (\varepsilon + \varepsilon^{-1})^{-1} = \varepsilon(\varepsilon^2 + 1)^{-1} \) and therefore

\[ \|e^{-tA_\varepsilon}\| \leq e^{-\varepsilon^{-1}t} e^{-2t\|\varepsilon(\varepsilon^2 + 1)^{-1}\|} \leq e^{-\varepsilon(1+\varepsilon^2)^{-1}t}. \]

Hence \( A_\varepsilon \) satisfies the assumption of Step 1 and in particular \( A_\varepsilon \) is sectorial of angle \( \frac{1}{4}\pi \) with uniform estimates in \( \varepsilon \). Moreover, for all \( \Re \lambda < 0 \),

\[ \|R(\lambda, A) - R(\lambda, A_\varepsilon)x\| = \|R(\lambda, A_\varepsilon)(A - A_\varepsilon)R(\lambda, A)x\| \]

\[ \leq \frac{1}{\Re \lambda} \|(A - A_\varepsilon)R(\lambda, A)x\|. \]
The right-hand side tends to zero as \( \varepsilon \downarrow 0 \) since for all \( x \in \mathcal{D}(A) \),
\[
\|Ax - A_x\| \leq \|Ax - \varepsilon^{-1}(\varepsilon + \varepsilon^{-1} + A)^{-1}Ax\| + \|\varepsilon + A^{-1}\|^{-1}x\| \to 0
\]
by Proposition 10.1.7 and the sectoriality of \( A \). Therefore, for \( f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) and \( \frac{1}{2} \pi < \nu < \sigma \), by dominated convergence we obtain
\[
f(A)x = \int_{\partial \Sigma_\omega} f(\lambda) R(\lambda, A)x \, d\lambda
= \lim_{\varepsilon \downarrow 0} \int_{\partial \Sigma_\omega} f(\lambda) R(\lambda, A_\varepsilon)x \, d\lambda
= \lim_{\varepsilon \downarrow 0} \int_{\partial \Sigma_\omega} f(\lambda) R(\lambda, A_\varepsilon)x \, d\lambda = \lim_{\varepsilon \downarrow 0} f(A_\varepsilon)x.
\]
By Step 1,
\[
\|f(A_\varepsilon)x\| \leq \|f\|_{H^\infty(\Sigma_{\frac{1}{2}\pi})}\|x\|, \quad f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma),
\]
and the estimate \( \|f(A)x\| \leq \|f\|_{H^\infty(\Sigma_{\frac{1}{2}\pi})}\|x\| \) follows by letting \( \varepsilon \downarrow 0 \). This completes the proof. \( \square \)

In the setting of general Banach spaces, an essential feature in the proof of Theorem 10.2.24 persists, namely the norm equivalence given in (10.18) in terms of \( A \). It will be shown in Section 10.4.a that, modulo some assumptions that are automatically satisfied in the Hilbertian case, such norm equivalences resurface as square function estimates and characterise sectorial operators with a bounded \( H^\infty \)-calculus.

Let us also point out that an analogue of Theorem 10.2.24 holds for positive \( C_0 \)-contraction semigroups on \( L^p \)-spaces when \( 1 < p < \infty \) (see Theorem 10.7.12).

Recall from Example 10.1.5 that the operator \( A = -\Delta \) is densely defined, injective and sectorial of angle \( \omega(A) = 0 \).

**Theorem 10.2.25 (Laplacian on \( L^p(\mathbb{R}^d; X) \)).** Let \( X \) be a UMD Banach space and \( 1 < p < \infty \). The Laplace operator \( -\Delta \) has a bounded \( H^\infty \)-calculus on \( L^p(\mathbb{R}^d; X) \) of angle 0.

The UMD assumption is necessary, as a consequence of Corollary 10.5.2 below.

**Proof.** Define, for \( f \in H^\infty(\Sigma_\sigma) \) with \( 0 < \sigma < \pi \),
\[
\Psi(f) \phi := \mathcal{F}^{-1}[f(4\pi^2 \cdot |^2)\hat{\phi}(\cdot)], \quad \phi \in \mathcal{S}(\mathbb{R}^d; X).
\]
To prove the boundedness of \( f(A) \) we check the conditions of the Mihlin multiplier theorem (Theorem 5.5.10). For this we have to bound, for multi-indices \( \alpha \subseteq (1, \ldots, 1) \),
\[ |t|^{\alpha} D^\alpha f(|t|^2) = |t|^{2|\alpha|} 2|\alpha| t^\alpha f(|t|^2) \left( \frac{2t}{|t|} \right)^\alpha (|t|^2)^{\alpha} f((|t|^2))(|t|^2). \]

But for integers \( k \geq 1 \), the boundedness of \( t^k f^{(k)}(t) \) for \( t > 0 \) follows from the Cauchy formula since \( f \in H^\infty(\Sigma_\sigma) \) for \( \sigma > 0 \). Indeed, for \( \sigma' \in (0, \sigma) \), we have

\[ |t^k f^{(k)}(t)| \leq \frac{1}{2\pi} \int_{|z| = t} \frac{|t|^k |f'(z)|}{|z - t|^{k+1}} |dz| \leq \frac{C}{2\pi} \int_{|z| = t} \frac{1}{|z - t|^{k+1}} |dz| < \infty. \]

Hence \( \Psi(f) \) defines a bounded operator on \( L^p(\mathbb{R}^d; X) \). One can check directly that the mapping \( f \mapsto \Psi(f) \) satisfies the assumptions of Theorem 10.2.14. For instance, the multiplicativity follows from the properties of the convolution product, and the convergence property follows from the dominated convergence theorem since \( \hat{\phi} \in L^1(\mathbb{R}^d, X) \) and \( \mathcal{S}(\mathbb{R}^d, X) \) is dense in \( L^p(\mathbb{R}^d; X) \). By Theorem 10.2.14, \( f \mapsto \Psi(f) \) must be the bounded \( H^\infty(\Sigma_\sigma) \)-calculus of \( -\Delta \). Since \( \sigma > 0 \) was arbitrary, the result follows.

In the same way one proves that the first derivative \( Af = f' \) on \( L^p(\mathbb{R}; X) \)

sectorial and has a bounded \( H^\infty(\Sigma_\omega) \)-calculus with \( \omega(A) = \omega_{H^\infty}(A) = \frac{1}{2} \pi \) if \( 1 < p < \infty \) and \( X \) is a UMD space. Indeed, for \( f \in H^\infty(\Sigma_\sigma) \) with \( \sigma \in (\frac{1}{2} \pi, \pi) \) define

\[ \Psi(f) \phi := \mathcal{F}^{-1}[f(2\pi i \cdot) \hat{\phi}(\cdot)], \quad \phi \in \mathcal{S}(\mathbb{R}^d; X). \]

The boundedness of \( \Psi(A) \) again follows from the Mihlin multiplier theorem. In the same way as in the previous example one checks that \( f \mapsto \Psi(f) \) defines a bounded \( H^\infty(\Sigma_\sigma) \)-calculus for \( A \).

Remark 10.2.26. Let \( \sigma \in (0, \pi) \) and \( 1 < p < \infty \). The UMD property is not only sufficient for the boundedness of the \( H^\infty(\Sigma_\sigma) \) functional calculus of \( -\Delta \) on \( L^p(\mathbb{R}^d; X) \), but also necessary. As a consequence the UMD property of \( X \) can be characterised in terms of the spectral theory of the operator \( -\Delta \) on \( L^p(\mathbb{R}^d; X) \). This point will be taken up in Section 10.5.

Counterexamples

In this section we discuss a class of diagonal operators modelled on a Schauder basis. It will be convenient later on to label the bases with index set \( \mathbb{Z} \). From Chapter 4 we recall that a sequence \( (x_n)_{n \in \mathbb{Z}} \) in a Banach space \( X \) is called a Schauder basis if for each \( x \in X \) there exists a unique sequence of scalars \( (\alpha_n)_{n \in \mathbb{Z}} \) such that \( x = \sum_{n \in \mathbb{Z}} \alpha_n x_n \), the summation being understood in the improper sense, i.e., \( x = \lim_{m,n \to \infty} \sum_{k=-m}^{n} \alpha_k x_k \) (see Definition 4.1.14).

As a side-remark on double-sided improper convergence, observe that the limit \( \lim_{m,n \to \infty} \sum_{k=-m}^{n} \alpha_k x_k \) exists if and only if both \( \lim_{n \to \infty} \sum_{k=1}^{n} \alpha_k x_k \) and \( \lim_{m \to \infty} \sum_{k=-m}^{0} \alpha_k x_k \) exist. The 'if' part is clear. To prove the 'only if' part, let \( x = \lim_{m,n \to \infty} \sum_{k=-m}^{n} \alpha_k x_k \) be the limit. Given an \( \varepsilon > 0 \) we choose \( N \) so large that
for all $m, n \geq N$. Then, for $m, n \geq N$,

$$\left\| \sum_{k=1}^{n} \alpha_k x_k - \sum_{k=-m}^{m} \alpha_k x_k \right\| = \left\| \sum_{k=-N}^{n} \alpha_k x_k - \sum_{k=-N}^{m} \alpha_k x_k \right\| < 2\varepsilon.$$ 

Therefore the series $\sum_{k=1}^{\infty} \alpha_k x_k$ converges. In the same way one sees that $\sum_{k=-\infty}^{0} \alpha_k x_k$ converges.

Now let $(x_n)_{n \in \mathbb{Z}}$ be a Schauder basis. By an application of the closed graph theorem, the coordinate projections

$$x_j^*: \sum_{n \in \mathbb{Z}} \alpha_n x_n \mapsto \alpha_j$$

are bounded. Therefore, for $M, N \in \mathbb{Z}$ with $M \leq N$ we can define the projections $P_{M,N} \in \mathcal{L}(X)$ by

$$P_{M,N}: \sum_{n \in \mathbb{Z}} \alpha_n x_n \mapsto \sum_{n=M}^{N} \alpha_n x_n.$$ 

By the uniform boundedness principle, we have

$$C := \sup_{M \leq N} \|P_{M,N}\| < \infty.$$ 

Throughout this subsection the constant $C$ will have the above meaning.

We start with a multiplier lemma of Marcinkiewicz type.

**Lemma 10.2.27.** Let $X$ be a Banach space with a Schauder basis $(x_n)_{n \in \mathbb{Z}}$. Assume that $(\lambda_n)_{n \in \mathbb{Z}}$ is a sequence of scalars such that

$$L := \sup_{n \in \mathbb{Z}} |\lambda_n| + \sum_{n \in \mathbb{Z}} |\lambda_{n+1} - \lambda_n| < \infty.$$ 

If $x = \sum_{n \in \mathbb{Z}} c_n x_n$, then $\sum_{n \in \mathbb{Z}} \lambda_n c_n x_n$ converges in $X$ and

$$\left\| \sum_{n \in \mathbb{Z}} \lambda_n c_n x_n \right\| \leq 2CL\|x\|.$$

**Proof.** As explained before the lemma it suffices to consider bases over the index sets $\mathbb{Z}_+$ and $\mathbb{Z}_-$ separately. By relabelling we may assume that $c_j = 0$ for $j \leq 0$. Let $s_n = \sum_{j=1}^{n} c_j x_j$ and $t_n = \sum_{j=1}^{n} \lambda_j c_j x_j$ for $n \geq 1$. A summation by parts gives

$$t_n = \lambda_{n+1} s_n - \sum_{j=1}^{n} (\lambda_{j+1} - \lambda_j) s_j.$$
The boundedness of the partial sum projections implies $\|s_j\| \leq C\|x\|$ and thus
\[ \|t_n\| \leq |\lambda_{n+1}|\|s_n\| + \sum_{j=1}^{n} |\lambda_{j+1} - \lambda_j|\|s_j\| \leq CL\|x\|. \]

Therefore, the required estimate follows as soon as we have shown that $(t_n)_{n \geq 1}$ is convergent. Applying the above estimate with $(s_n)_{n \in \mathbb{Z}}$ (where $1 \leq m \leq n$) instead of $x$ (and thus $c_1 = \ldots = c_m = 0$), we obtain $\|t_n - t_m\| \leq CL\|s_n - s_m\|$.

It follows that $(t_n)_{n \geq 1}$ is a Cauchy sequence, hence convergent.

A Schauder basis $(x_n)_{n \in \mathbb{Z}}$ is called unconditional if there exists a constant $M > 0$ such that for all finitely non-zero sequences $(c_n)_{n \in \mathbb{Z}}$ and scalar sequences of modulus one $(\varepsilon_n)_{n \in \mathbb{Z}}$ we have
\[ \left\| \sum_{n \in \mathbb{Z}} \varepsilon_n c_n x_n \right\| \leq M \left\| \sum_{n \in \mathbb{Z}} c_n x_n \right\|. \]

A Schauder basis $(x_n)_{n \in \mathbb{Z}}$ is called conditional if it is not unconditional.

**Proposition 10.2.28.** On a Banach space $X$ with a Schauder basis $(x_n)_{n \in \mathbb{Z}}$ consider the diagonal operator $A$ defined by
\[ A = \sum_{n \in \mathbb{Z}} c_n x_n = \sum_{n \in \mathbb{Z}} 2^n c_n x_n, \]
\[ D(A) = \left\{ \sum_{n \in \mathbb{Z}} c_n x_n : \text{converges in } X \right\}. \]

Then:

(1) $A$ is sectorial with $\omega(A) = 0$, and $A$ is densely defined, injective, and has dense range.

(2) $A$ has a bounded $H^\infty$-calculus if and only if $(x_n)_{n \in \mathbb{Z}}$ is unconditional.

As a consequence of (1) and Theorem G.5.2, $-A$ generates an analytic $C_0$-semigroup which is uniformly bounded and strongly continuous on $\Sigma_\omega$ for every $\omega \in (0, \frac{1}{2} \pi)$. This can also be shown directly by a variation of the proof below.

**Proof.** In order to show that $A$ is sectorial with $\omega(A) = 0$, let $\omega \in (0, \frac{1}{2} \pi)$. We will frequently use the following estimate (see Lemma 10.2.4):
\[ |1 + z| \geq (|z| \vee 1) \sin(\omega), \quad t > 0, \quad z \in \Sigma_{\pi - \omega}. \] (10.19)

Let $z \in \Sigma_{\pi - \omega}$. Then with $\lambda_n(z) = (z + 2^n)^{-1}$, $n \in \mathbb{Z}$, we have
\[ \phi_n(z) := |z| |\lambda_n(z)| = \frac{2^{-n}|z|}{|z| + 1} \leq 1 + \frac{1}{|2^{-n}z + 1|} \leq \frac{2}{\sin(\omega)}. \]
where we used \( (10.19) \) in the last step. Similarly, let
\[
\psi(z) := |z| \sum_{n \in \mathbb{Z}} |\lambda_{n+1}(z) - \lambda_n(z)| = \sum_{n \in \mathbb{Z}} \frac{|z|2^{-(n+1)}}{2^{-(n+1)}z + 1||2^{-n}z + 1||}.
\]

Let \( m \in \mathbb{Z} \) be the unique integer such that \( 2^m < |z| \leq 2^{m+1} \). For \( n \leq m - 1 \), by \( (10.19) \) we can estimate
\[
\frac{|z|2^{-(n+1)}}{2^{-(n+1)}z + 1||2^{-n}z + 1||} \leq \frac{2}{\sin(\omega)} \frac{1}{2^{-n}z + 1} \leq \frac{2}{\sin^2(\omega)} 2^{-m+n}.
\]

For \( n \geq m \) we have
\[
\frac{|z|2^{-(n+1)}}{2^{-(n+1)}z + 1||2^{-n}z + 1||} \leq \frac{2^{m-n-1}}{\sin^2(\omega)}.
\]

Therefore,
\[
\psi(z) \leq \frac{2}{\sin^2(\omega)} \sum_{n \leq m-1} 2^{-m+n} + \frac{1}{\sin^2(\omega)} \sum_{n \geq m} 2^{m-n-1} = \frac{3}{\sin^2(\omega)}.
\]

By Lemma 10.2.27, the mapping \( R(z)(\sum_{n \in \mathbb{Z}} \alpha_n x_n) := \sum_{n \in \mathbb{Z}} \lambda_n(z) \alpha_n x_n \) is bounded on \( X \) and
\[
|z| \|R(z)\| \leq 2C(\phi(z) + \psi(z)) \leq \frac{4C}{\sin(\omega)} + \frac{6C}{\sin^2(\omega)}.
\]

It follows that \( z \in \varrho(-A) \) and \( R(z, -A) = R(z) \). This shows that \( \Sigma_{\pi - \omega} \subseteq \varrho(A) \), and the above bound shows that \( A \) is sectorial of angle \( \omega(A) \leq \omega \). Injectivity of \( A \) is clear from the fact that \( (x_n)_{n \in \mathbb{Z}} \) is a Schauder basis. Since \( x_n \in D(A) \cap R(A) \), the density assertions follow as well.

Next we prove that the boundedness of the \( H^\infty \)-calculus of \( A \) is equivalent to the unconditionality of the basis \( (x_n)_{n \in \mathbb{Z}} \). Suppose first that \( (x_n)_{n \in \mathbb{Z}} \) is unconditional, say with unconditionality constant \( M \). Then \( A \) admits a bounded \( H^\infty \)-calculus of zero angle, given by
\[
f(A)x_n = \frac{1}{2\pi i} \int_{\partial \Sigma_\omega} \frac{f(z)}{z - 2^n} x_n \, dz = f(2^n)x_n,
\]
for all \( f \in H^1(\Sigma_\omega) \cap H^\infty(\Sigma_\omega) \) and \( 0 < \nu < \sigma < \pi \). Clearly, the unconditionality implies \( \|f(A)\| \leq M \|f\|_\infty \).

Conversely, suppose that the operator \( A \) has a bounded \( H^\infty \)-calculus for some \( \omega \in (0, \pi) \). Let \( \omega < \nu < \sigma < \pi \). Letting \( \zeta(z) = z(1 + z)^{-2} \) we have \( \zeta(A)x_n = \zeta(2^n)x_n \). It follows that for \( f \in H^\infty(\Sigma_\sigma) \), \( f\zeta \in H^1(\Sigma_\sigma) \) and hence
\[
f(A)x_n = \frac{1}{\zeta(2^n)} (f\zeta)(A)x_n
\]
By a classical interpolation theorem of complex analysis (see Proposition H.2.7), there exists a constant $C_{\sigma}$ such that for any bounded sequence $(\alpha_n)_{n \in \mathbb{Z}}$ contained in $\Sigma_{\sigma}$ there exists a function $f \in H^\infty(\Sigma_{\sigma})$ of norm $\|f\|_{\infty} \leq C_{\sigma}$ such that $f(2^n) = \alpha_n$ for all $n \in \mathbb{Z}$. Then, for any finitely non-zero sequence $(c_n)_{n \in \mathbb{Z}}$,

$$\left\| \sum_{n \in \mathbb{Z}} \alpha_n c_n x_n \right\| = \left\| \sum_{n \in \mathbb{Z}} f(2^n) c_n x_n \right\| = \left\| f(A) \sum_{n \in \mathbb{Z}} c_n x_n \right\| \leq \|f(A)\| \left\| \sum_{n \in \mathbb{Z}} c_n x_n \right\|,$$

where we applied the identity $f(A)x_n = f(2^n)x_n$. Since $\|f(A)\| \leq C_{\sigma}M_{\omega,A}^{\infty}$, this proves that $(x_n)_{n \in \mathbb{Z}}$ is unconditional, with unconditionality constant at most $C_{\sigma}M_{\omega,A}^{\infty}$.

We leave it to the reader to check that Proposition 10.2.28 remains true if the index set $I$ is replaced by either $\mathbb{Z}_{>0}$ or $\mathbb{Z}_{<0}$. The resulting diagonal operators $A$ then have some additional structure: in the case of $I = \mathbb{Z}_{>0}$, $A$ is invertible, and in the case $I = \mathbb{Z}_{<0}$, $A$ is a bounded operator by Lemma 10.2.27. An immediate consequence is the following result.

**Corollary 10.2.29.** If $X$ has a conditional Schauder basis $(x_n)_{n \geq 1}$, then the following hold:

1. there exists an invertible sectorial operator $A$ with $\omega(A) = 0$ such that $A$ does not have a bounded $H^\infty$-calculus.
2. there exists a bounded sectorial operator $A$ with $\omega(A) = 0$ such that $A$ does not have a bounded $H^\infty$-calculus.

It can be shown that every Banach space with a Schauder basis has a conditional Schauder basis (see the Notes), but it would take us too far afield to prove this result. Instead we choose to present some more concrete examples below and refer the reader to the Notes for a further discussion.

**Example 10.2.30.** The standard trigonometric system $(e_n)_{n \in \mathbb{Z}}, e_n(x) = e^{2\pi i n x}$, is a Schauder basis in $L^p(T)$ for $1 < p < \infty$ by Proposition 5.2.7. Consider the diagonal operator

$$A\phi := \sum_{n \in \mathbb{Z}} 2^n \hat{\phi}(n)e_n, \quad \phi \in L^p(T),$$

with its natural domain consisting of all $\phi \in L^p(T)$ for which this series converges in $L^p(T)$. By Proposition 10.2.28, $A$ is sectorial of angle 0. By Proposition 10.2.28, $A$ has a bounded $H^\infty$-calculus if and only if $(e_n)_{n \in \mathbb{Z}}$ is an unconditional basis, and in Example 4.1.12 it was shown that this is the case if and only if $p = 2$. 
In order to give an example of a sectorial operator on a Hilbert space without a bounded \( H^\infty \)-calculus we will use a variation of Example 10.2.30 on weighted spaces. The only fact which will be needed is that the periodic Hilbert transform \( \tilde{H} \) introduced in Chapter 5,

\[
\tilde{H} \left( \sum_{k \in \mathbb{Z}} a_k e_k \right) := -i \sum_{k \in \mathbb{Z}} \text{sgn}(k) a_k e_k
\]

is bounded on the weighted space \( L^2(T, w) \) with \( w(x) = |x|^\alpha \) and \( \alpha \in (-1, 1) \). In order to be self-contained we include a proof, which actually extends without additional difficulty to \( p \in (1, \infty) \) and the UMD-valued setting.

**Proposition 10.2.31.** Let \( X \) be a UMD Banach space and let \( p \in (1, \infty) \). Let \( \alpha \in (-1, p - 1) \) and set \( w(x) = |x|^\alpha \). Then the Hilbert transform \( H \) and the periodic Hilbert transform \( \tilde{H} \) are bounded on \( L^p(\mathbb{R}, w; X) \) and \( L^p(T, w; X) \), respectively.

**Proof.** By density it suffices to prove that there exists a constant \( C \geq 0 \) such that \( \|Hf\|_{L^p(\mathbb{R}, w; X)} \leq C \|f\|_{L^p(\mathbb{R}, w; X)} \) for all \( f \in C_c(\mathbb{R} \setminus \{0\}; X) \). We start from the identity

\[
Hf = w^{-1/p} H(w^{1/p}f) + Tf,
\]

where

\[
Tf(x) = \frac{1}{\pi} \frac{w(x)^{1/p} - w(y)^{1/p}}{x - y} f(y) \, dy.
\]

Note that the right-hand side is well defined as a Bochner integral in \( X \). The boundedness of the Hilbert transform in \( L^p(\mathbb{R}; X) \), which was established in Theorem 5.1.13, gives

\[
\|w^{-1/p} H(w^{1/p}f)\|_{L^p(\mathbb{R}, w; X)} = \|H(w^{1/p}f)\|_p \leq \|H\| \|w^{1/p}f\|_p = \|H\| \|f\|_{w,p}.
\]

Accordingly it suffices to prove that \( \|Tf\|_{L^p(\mathbb{R}, w; X)} \leq C \|f\|_{L^p(\mathbb{R}, w; X)} \). By the identity

\[
|x|^{1/p} w(x)^{1/p} |Tf(x)| = \frac{1}{\pi} \int_{\mathbb{R}} k(x/y) |y|^{1/p} w(y)^{1/p} f(y) \frac{dy}{|y|},
\]

where \( k(y) = |y|^{1/p} \left| \frac{w^{\alpha/p} - 1}{y^{\alpha}} \right| \), the latter integral can be viewed as a convolution on the multiplicative group \( (\mathbb{R} \setminus \{0\}, \cdot) \) with Haar measure \( \frac{dy}{|y|} \). Using the assumption \( \alpha \in (-1, p - 1) \) with \( p \in (1, \infty) \), it is easy to check that \( k \in L^1(\mathbb{R} \setminus \{0\}, \frac{dy}{|y|}) \). Therefore, by Young’s inequality,

\[
\|Tf\|_{L^p(\mathbb{R}, w; X)} = \left\| \left| \cdot \right|^{1/p} w^{1/p} Tf \right\|_{L^p(\mathbb{R} \setminus \{0\}, \frac{dy}{|y|})} \\
\leq \|k\|_{L^1(\mathbb{R} \setminus \{0\}, \frac{dy}{|y|})} \left\| \left| \cdot \right|^{1/p} w^{1/p} f \right\|_{L^p(\mathbb{R} \setminus \{0\}, \frac{dy}{|y|})}
\]

\[
\leq C \|f\|_{L^p(\mathbb{R}, w; X)}.
\]
This gives the desired estimate, with \( C = \|k\|_{L^1(\mathbb{R} \setminus \{0\}, \frac{dx}{|x|})} \|f\|_{L^p(\mathbb{R}, w; X)} \).

The boundedness of \( \tilde{H} \) follows from the boundedness of \( H \) by repeating the transference argument of Proposition 5.2.5, replacing \( dx \) by \( w(x) \, dx \) at the appropriate places.

Example 10.2.32. Let again \( \alpha \in (-1, p - 1) \) with \( p \in (1, \infty) \) and \( w(x) = |x|^\alpha \). Using Proposition 10.2.31, the proof of Proposition 5.2.7 extends to the weighted setting and we find that the trigonometric system \( (e_n)_{n \in \mathbb{Z}} \) is a Schauder basis in \( L^p(\mathbb{T}, w) \).

For \( f \in L^p(\mathbb{T}, w) \) let
\[
A \hat{\phi} := \sum_{n \in \mathbb{Z}} 2^n \hat{\phi}(n) e_n
\]
with its natural domain. By Proposition 10.2.28, \( A \) is sectorial of angle 0. We will show that \( A \) has a bounded \( H^\infty \)-calculus if and only if \( p = 2 \) and \( \alpha = 0 \).

It suffices to prove the ‘only if’ part. Let us assume that \( A \) has a bounded \( H^\infty(\Sigma) \)-calculus for some \( \sigma \in (0, \pi) \). As in Example 10.2.30, an application of Proposition 10.2.28 gives the necessity of the condition \( p = 2 \). To show that \( \alpha = 0 \) we note that the operators \( A^i s \), \( s \in \mathbb{R} \), are bounded on \( L^p(\mathbb{T}, w) \) by the boundedness of the \( H^\infty(\Sigma) \)-calculus on this space (note that \( z \mapsto z^i s = \exp(i s |\log |z| + i \arg(z)) \) belongs to \( H^\infty(\Sigma - \delta) \) for every \( \delta \in (0, \pi) \)).

The following argument shows that the boundedness of operators \( A^i s \) for some \( s \notin \frac{1}{\log(2)} \mathbb{N} \) forces \( \alpha = 0 \).

As in the proof of Proposition 10.2.28, the \( H^\infty \)-calculus of \( A \) is given by
\[
f(A)e_n = f(2^n) e_n \quad \text{for } f \in H^\infty(\Sigma).
\]
In particular, taking \( f(z) = z^i s \), we find that \( A^i s e_n = e^{2^n i \log(2) s} e_n = T(s \log(2)) e_n \), where \( T(s) \) denotes right-translation over \( s \). Thus we find that \( T(s) \) is a bounded operator on \( L^p(\mathbb{T}, w) \).

But it is easy to check that this is only true for \( \alpha = 0 \).

Later we will see that this example admits a different interpretation: it provides an operator \( A \) on \( L^p(\mathbb{T}, w) \) which has bounded imaginary powers for all \( p \in (1, \infty) \) but has a bounded \( H^\infty \)-calculus only for \( p = 2 \).

### 10.3 R-boundedness of the \( H^\infty \)-calculus

This section is devoted to a study of the \( R \)-boundedness of various classes of operators of the form \( f(A) \), where \( A \) is a sectorial operator, possibly with a bounded \( H^\infty \)-calculus. We remind the reader of the fact that throughout this chapter we work over the complex scalar field. \( R \)-boundedness therefore refers to random sums with complex Rademacher variables. At the expense of an additional numerical constant the corresponding results for real Rademacher sums hold as well and follow by estimating random sums involving real Rademachers in terms of the corresponding sums involving complex
Rademachers by means of Proposition 6.1.19. Most proofs, however, also work for real Rademachers, and in those cases no additional constant is obtained. We let the interested reader check the particular instances at hand.

### 10.3.a R-sectoriality

As a first step in our programme it is of interest to study the $R$-boundedness of the operators $zR(z,A)$ as they appear in the Dunford calculus by writing

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma} f(z)[zR(z,A)] \frac{dz}{z}.$$  

This leads to the notion of $R$-sectoriality:

**Definition 10.3.1 (R-sectorial operators).** A sectorial operator $A$ is called $R$-sectorial if for some $\omega(A) < \sigma < \pi$ the family

$$\mathcal{F}_{\sigma,A} := \{ zR(z,A) : z \in \mathbb{C} \setminus \Sigma_{\sigma} \}$$

is $R$-bounded. The angle of $R$-sectoriality is the number

$$\omega_{R}(A) := \inf \{ \sigma \in (\omega(A),\pi) : \mathcal{F}_{\sigma,A} \text{ is } R\text{-bounded} \}.$$  

For $\omega_{R}(A) < \sigma < \pi$, the $R$-bound of $\mathcal{F}_{\sigma,A}$ will be denoted by $M_{\sigma,A}^R$.

The class of $\gamma$-sectorial operators is defined similarly, replacing $R$-boundedness by $\gamma$-boundedness. The associated angle and bounds are denoted by $\omega_{\gamma}(A)$ and $M_{\sigma,A}^\gamma$. By Theorem 8.1.3, $R$-boundedness implies $\gamma$-boundedness, and thus every $R$-sectorial operator is $\gamma$-sectorial, and when $X$ has finite cotype these notions are equivalent.

The Dunford calculus of an $R$-sectorial operator is $R$-bounded:

**Proposition 10.3.2 (R-boundedness of the Dunford calculus).** Let $A$ be an $R$-sectorial operator on $X$ and let $\omega_{R}(A) < \sigma < \pi$. Then the set

$$\{ f(A) : f \in H^1(\Sigma_{\sigma}), \|f\|_{H^1(\Sigma_{\sigma})} \leq 1 \}$$

is $R$-bounded, with $R$-bound at most $\frac{1}{\pi} M_{\sigma,A}^R$.

**Proof.** Fixing an arbitrary $\omega_{R}(A) < \sigma < \pi$, we have

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} f(z)[zR(z,A)] \frac{dz}{z}.$$  

Since $A$ is $R$-sectorial, $\{ zR(z,A) : z \in \partial \Sigma_{\sigma} \setminus \{0\} \}$ is $R$-bounded with constant $M_{\nu,A}^R$. Hence, by Theorem 8.5.2, the set in the statement of the proposition is $R$-bounded, with $R$-bound at most $\frac{1}{\pi} M_{\sigma,A}^R$. Since this is true for all $\omega_{R}(A) < \nu < \pi$, by Proposition 8.1.22 we may pass to the limit $\nu \uparrow \sigma$ to obtain the desired bound $\frac{1}{\pi} M_{\sigma,A}^R$. $\square$
From Theorem G.5.2 we know that if \( A \) is densely defined and sectorial of angle \( \omega(A) < \frac{1}{2} \pi \), then \(-A\) generates a bounded analytic \( C_0\)-semigroup \((S(\zeta))_{\zeta \in \Sigma_n}\) for every \( \eta \in (0, \frac{1}{2} \pi - \omega(A)) \), given by an inverse Laplace transform representation. By the same proof as in Proposition 10.3.2, this representation implies that if \( A \) is \( R \)-sectorial and \( \omega(A) < \frac{1}{2} \pi \), then \((S(\zeta))_{\zeta \in \Sigma_n}\) is \( R \)-bounded for every \( \eta \in (0, \frac{1}{2} \pi - \omega_R(A)) \). In fact more is true:

**Proposition 10.3.3.** Let \( A \) be a densely defined sectorial operator of angle \( < \frac{1}{2} \pi \) on a Banach space \( X \) and let \((S(t))_{t \geq 0}\) be the bounded analytic \( C_0\)-semigroup generated by \(-A\) (see Theorem G.5.2). The following assertions are equivalent:

1. \( A \) is \( R \)-sectorial with \( \omega_R(A) < \frac{1}{2} \pi \);
2. \( \{tR(it, A) : t \in \mathbb{R} \setminus \{0\}\} \) is \( R \)-bounded;
3. \( \{S(z) : z \in \Sigma_\omega\} \) is \( R \)-bounded for some \( \omega \in (0, \frac{1}{2} \pi) \);
4. \( \{S(t) : t \geq 0\} \) and \( \{tAS(t) : t \geq 0\} \) are \( R \)-bounded.

In this situation we have \( \sup\{\omega \in (0, \frac{1}{2} \pi) : (3) \text{ holds}\} = \frac{1}{2} \pi - \omega_R(A) \).

**Proof.** (1)\(\iff\)(2): Repeating the proof of Proposition 10.1.6, the condition in (2) is seen to be equivalent to the \( R \)-boundedness of \( \lambda R(\lambda, A) \) on two rotated sectors \( \pm i \Sigma_\omega \) for some \( 0 < \omega < \frac{1}{2} \pi \). By Proposition 8.5.8 the latter implies the \( R \)-boundedness of \( \lambda R(\lambda, A) \) in the remaining part of the left half-plane.

(1)\(\implies\)(4): The \( R \)-boundedness of the set \( \{S(t) : t > 0\} \) is an immediate consequence of Propositions 10.2.7; and 10.3.2; alternatively one can use the inverse Laplace representation formula for \( S(t) \) and proceed as in the proof of Proposition 10.3.2. Note that both arguments also establish the implication (1)\(\implies\)(3). The \( R \)-boundedness of the set \( \{tAS(t) : t > 0\} \) follows from Proposition 10.3.2 in combination with Lemma 10.2.8.

(4)\(\implies\)(3): The proof is similar to the proof of (2)\(\implies\)(1) in Theorem G.5.3. For the reader’s convenience we indicate the main steps.

Let

\[
0 < \delta < \left\{ \sin(\omega), \frac{1}{\epsilon M} \right\},
\]

where \( M \) is the \( R \)-bound of \( \{tAS(t) : t \geq 0\} \). Then \( \bigcup_{t>0} B(t, \delta t) = \Sigma_\eta \) with \( \delta = \sin(\eta) \); note that \( 0 < \eta < \omega \). For any \( z \in \Sigma_\eta \), choose \( t = t(z) > 0 \) such that \( z \in B(t, \delta t) \). Then we can express \( S(z) \) in terms of the Taylor expansion of \( \Delta t \rightarrow S(z) \) in a point \( t > 0 \):

\[
S(z) = S(t) + \sum_{n \geq 1} \frac{1}{n!} (-A)^n S(t)(z-t)^n
\]
Using Proposition 8.1.24 (with \( I = \Sigma_n \)) together with the inequality \( n^n \leq n!e^n \), and noting that \(|z - t| < \delta t\), we obtain

\[
\mathcal{R}(\{ S(z) : |\arg(z)| \leq \delta \}) \leq \mathcal{R}(\{ S(t) : t \geq 0 \}) + \sum_{n \geq 1} e^n M^n \delta^n.
\]

The series on the right-hand side is convergent by the choice of \( \delta \).

(3) \( \Rightarrow \) (1): Let \( 0 < \delta' < \delta \). The \( R\)-boundedness of the operators \( \lambda R(\lambda, A) \) on the punctured lines \( e^{\pm \frac{1}{2} \pi i \delta}(\mathbb{R} \setminus \{0\}) \) follows from Theorem 8.5.2 and the representation of the resolvent as the Laplace transform of the \( C_0 \)-semigroups \( (S(e^{\pm i \delta} t))_{t \geq 0} \). As in the proof of (1) \( \Rightarrow \) (4), the \( R\)-boundedness in \( \overline{C_0 \chi_{\frac{1}{2} \pi - \delta}} \) follows from this by Proposition 8.5.8.

\[\Box\]

### 10.3.b The main \( R\)-boundedness result

The main result of this subsection is formulated under two different geometric assumptions on \( X \) in terms of double random sums:

(a) the triangular contraction property with associated constant \( \Delta_X \) (see Definition 7.5.7);

(b) the Pisier contraction property with associated constants \( \alpha_X \) and \( \alpha_X^\pm \) (see Definition 7.5.1 and Proposition 7.5.4).

Pisier’s contraction property trivially implies the triangular contraction property. Every UMD space has the triangular contraction property (Theorem 7.5.9), and a Banach lattice has Pisier’s contraction property if and only it has finite cotype (Theorem 7.5.20).

Somewhat informally, the main result below states that

(a) if \( X \) has the triangular contraction property and \( A \) has a bounded \( H^\infty \)-calculus, then \( A \) is \( R\)-sectorial;

(b) if \( X \) has Pisier’s contraction property and \( A \) has a bounded \( H^\infty \)-calculus, then the full \( H^\infty \)-calculus of \( A \) is \( R\)-bounded.

We recall the notation \( M^\infty_{\sigma, A} \) for the boundedness constant of the \( H^\infty(\Sigma_\sigma) \)-calculus of \( A \).

**Theorem 10.3.4** (\( R\)-sectoriality, \( R\)-boundedness of the \( H^\infty \)-calculus). Let \( A \) be a sectorial operator on a Banach space \( X \) and let \( \omega(A) < \sigma < \pi \). If \( A \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus, then:

1. for all \( \sigma < \vartheta < \pi, \ 0 < \delta < \vartheta - \sigma \), and \( f \in H^1(\Sigma_\vartheta) \), the set

\[
\{ f(zA) : |\arg(z)| \leq \delta \}
\]

is \( R\)-bounded, with \( R\)-bound at most \( C_{\delta, \sigma, \vartheta} M^\infty_{\sigma, A} \| f \|_{H^1(\Sigma_\vartheta)} \).
(2) If $X$ has the triangular contraction property, and $A$ is densely defined, then $A$ is $R$-sectorial with $\omega_R(A) \leq \omega_H(\Sigma)$, and for all $\omega_H(\Sigma) < \sigma < \vartheta < \pi$ the set

$$\{ f(A) : f \in H^1(\Sigma), \| f \|_{H^1(\Sigma)} \leq 1 \}$$

is $R$-bounded, with $R$-bound at most $C_{\sigma,\vartheta}(M_{\sigma}^\infty A)^2 \Delta_X$;

(3) If $X$ has Pisier’s contraction property, and $A$ is densely defined and has a dense range and a bounded $H^\infty(\Sigma_\eta)$-calculus for some $\omega(\Sigma) < \eta < \sigma$, then the set

$$\{ f(A) : f \in H^\infty(\Sigma_\sigma), \| f \|_{H^\infty(\Sigma_\sigma)} \leq 1 \}$$

is $R$-bounded, with $R$-bound at most $C_{\eta,\sigma}(M_{\eta}^\infty A)^2 \alpha_{\Sigma_\sigma,\eta}^\infty \alpha_X^\infty$.

The attentive reader will notice that the assumption that $A$ is densely defined and has dense range in (3) is redundant provided we interpret $f(A)$ as a bounded operator on $D(A) \cap \mathbb{R}(A)$. In the formulation as stated the operators $f(A)$ are defined on $X$.

The proof of this theorem requires some preparation. In Section 10.3.c we associate certain unconditional decompositions to the $H^\infty$-calculus of $A$. The proof of Theorem 10.3.4 will be given in Section 10.3.d.

Examples of $R$-bounded sets associated with a sectorial operator $A$

We continue with several examples of applications of Proposition 10.3.2 and Theorem 10.3.4.

Example 10.3.5. Let $A$ be $R$-sectorial and let $\omega_R(A) < \sigma < \pi$. By Proposition 10.3.2, for all $\beta > \alpha > 0$ and $0 < \delta < \pi - \sigma$, the set

$$\{(zA)^\alpha (I + zA)^{-\beta} : |\arg(z)| \leq \delta \}$$

is $R$-bounded. These operators are to be interpreted as $f_{\alpha,\beta}(A)$ with

$$f_{\alpha,\beta}(\lambda) = \frac{\lambda^\alpha}{(1 + \lambda)^{\beta}}.$$  
Similar interpretations apply below. Clearly, for $|\arg(z)| \leq \delta$ the functions $f_{\alpha,\beta}(z)$ belong to $H^1(\Sigma_\sigma)$ with norms $\| f_{\alpha,\beta}(z) \|_{H^1(\Sigma_\sigma)} \leq C_{\sigma+\delta}$, and therefore Proposition 10.3.2 gives the required result.

By the same reasoning, if $\omega_R(A) < \sigma < \frac{1}{2} \pi$, then for all $\alpha > 0$ and $0 < \delta < \frac{1}{2} \pi - \sigma$ the set

$$\{(zA)^\alpha e^{-zA} : |\arg(z)| \leq \delta \}$$

is $R$-bounded.

The above two sets are also $R$-bounded under the alternative assumption that $A$ is a sectorial operator with a bounded $H^\infty(\Sigma_\sigma)$-calculus for some $\sigma \in (0, \pi)$; this time the result follows from Theorem 10.3.4(1).
The next example shows that the triangular contraction property cannot be omitted from Theorem 10.3.4(2).

**Example 10.3.6.** Let $X$ be a Banach space. On the Rademacher space $\varepsilon(X) = \varepsilon^2(X)$ (see Section 6.3) we define the operator $A$ by

$$A((x_n)_{n \geq 1}) := (2^n x_n)_{n \geq 1}$$

(10.20)

with its natural maximal domain consisting of those sequences $(x_n)_{n \geq 1} \in \varepsilon(X)$ for which $(2^n x_n)_{n \geq 1}$ belongs to $\varepsilon(X)$ again. By Kahane’s contraction principle, $A$ is sectorial of zero angle. Moreover, $A$ has a bounded $H^1(\Sigma_\sigma)$-calculus for any $0 < \sigma < \pi$, given by

$$f((x_n)_{n \geq 1}) := (f(2^n x_n)_{n \geq 1};$$

this easily follows by verifying the conditions of Theorem 10.2.14. If $X$ has the triangular contraction property, then so does $\varepsilon(X)$, and therefore $A$ is $R$-sectorial by Theorem 10.3.4(2).

Let now $X$ be an arbitrary Banach space and suppose that the operator $A$ defined by (10.20) is $R$-sectorial. We will show that $X$ has the triangular contraction property. Let $M > 1$ be an arbitrary integer, set $\lambda_j := 2^{M(j+1/2)}$ for $j \in \mathbb{Z}$, and let $(x_{n,k})_{n,k=1}^K$ be a sequence in $X$. Define the elements $x^{(k)} = (x_n^{(k)})_{n \geq 1} \in \varepsilon(X)$ by $x_{2Mn}^{(k)} := x_{n,k}$ for $n \in \{1, \ldots, K\}$ and $x_{j}^{(k)} := 0$ for the remaining coordinates. Then, by the assumed $R$-sectoriality of $A$,

$$\mathbb{E}'E\left\| \sum_{k=1}^K \sum_{n=1}^K \varepsilon_k \varepsilon_n \lambda_{n-k} (1 + \lambda_{n-k})^{-1} x_{n,k} \right\|^2_X$$

$$= \mathbb{E}'E\left\| \sum_{k=1}^K \varepsilon_k (1 + \lambda_k^{-1} A)^{-1} x^{(k)} \right\|^2_{\varepsilon(X)}$$

$$\leq (M_{\sigma, A}^R)^2 \mathbb{E}'E\left\| \sum_{k=1}^K \varepsilon_k x^{(k)} \right\|^2_{\varepsilon(X)}$$

$$= (M_{\sigma, A}^R)^2 \mathbb{E}'E\left\| \sum_{k=1}^K \sum_{n=1}^K \varepsilon_k \varepsilon_n x_{n,k} \right\|^2_X.$$

Letting $M \to \infty$, we obtain

$$\mathbb{E}'E\left\| \sum_{k=1}^K \sum_{n=1}^k \varepsilon_k \varepsilon_n x_{n,k} \right\|^2_X \leq (M_{\sigma, A}^R)^2 \mathbb{E}'E\left\| \sum_{k=1}^K \sum_{n=1}^K \varepsilon_k \varepsilon_n x_{n,k} \right\|^2_X.$$

This shows that $X$ has the triangular projection property, with constant $\Delta_X \leq M_{\sigma, A}^R$.

Also Pisier’s contraction property cannot be omitted in Theorem 10.3.4(3):...
Example 10.3.7. As we have seen in Example 10.2.26, \( A = -\Delta \) is sectorial and has a bounded \( H^\infty \)-calculus of zero angle on \( L^p(\mathbb{R}^d; X) \) whenever \( X \) is a UMD space and \( 1 < p < \infty \). Theorem 10.3.4(3) implies that if in addition \( X \) has Pisier’s contraction property, then for any \( 0 < \sigma < \pi \) the set

\[
\{ f(-\Delta) : f \in H^\infty(\Sigma_\sigma), \| f \|_{H^\infty(\Sigma_\sigma)} \leq 1 \}
\]

is \( R \)-bounded. (Alternatively, one can derive this from Corollary 8.3.23, where even more general Fourier multiplier operators are considered.)

Let now \( X \) be an arbitrary UMD Banach space and let again \( 1 < p < \infty \). For \( s \in \mathbb{R} \) consider the functions \( f_s(z) := z^s \). These functions are uniformly bounded in \( H^\infty(\Sigma_\sigma) \) for each \( 0 < \sigma < \pi \), and therefore the operators \( f_s(-\Delta) = (-\Delta)^{is} \) are well defined and uniformly bounded on \( L^p(\mathbb{R}^d; X) \). Up to a normalising constant, the set

\[
\{ (-\Delta)^{is} : s \in (0, 1] \}
\]

is a subset of the set in (10.21). In Section 10.5 we will show that if the set in (10.22) is \( R \)-bounded, then \( X \) has Pisier’s contraction property.

10.3.c Unconditional decompositions associated with \( A \)

In the setting of diagonal operators on Schauder bases, Proposition 10.2.28 revealed a clear connection between boundedness of \( H^\infty \)-calculi and unconditionality. We will now develop this idea more systematically by showing that the \( H^\infty \)-calculus of a general sectorial operator \( A \) can be understood in terms of unconditional “decompositions” associated the operator \( A \). To explain this further, suppose that \( A \) has a bounded \( H^\infty \)-calculus on a Banach space \( X \), let \( \omega_{H^\infty}(A) < \sigma < \pi \), and consider a function \( f \in H^1(\Sigma_\sigma) \) satisfying

\[
\sum_{n \in \mathbb{Z}} f(2^n z) = 1, \quad z \in \Sigma_\sigma.
\]

Such functions can be constructed by taking any \( \psi \in H^1(\Sigma_\sigma) \) satisfying \( \int_0^\infty \psi(t) \frac{dt}{t} = 1 \), and putting

\[
f(z) := \int_1^2 \psi(tz) \frac{dt}{t}.
\]

Applying the Calderón reproducing formula of Proposition 10.2.15, in combination with the unconditionality result proved in Lemma 10.3.8 below the identity (10.23) will give an unconditionally convergent decomposition

\[
x = \sum_{n \in \mathbb{Z}} f(2^n A)x, \quad x \in \overline{D}(A) \cap R(A).
\]

The operators \( f(2^n A) \) can thus be viewed as analogues to “coordinate projections”, the main difference being that the operators \( f(2^k A) \) and \( f(2^\ell A) \) are
no longer disjoint projections for \( k \neq \ell \), but have some “overlap”. Reasoning along the same lines, for \( g(z) := z(1 + z)^{-1} \) the operators \( g(2^n A) = 2^n A(I + 2^n A)^{-1} = A(2^{-n} + A)^{-1} \) can be viewed as analogues to “partial sum projections” (recall from Proposition 10.1.7 that \( A(t + A)^{-1} \to I \) strongly on \( \mathbb{R}(A) \)). It turns out that this can be used to show that the family \( \{ g(2^n A) : n \in \mathbb{Z} \} \) is \( R \)-bounded if \( X \) has the triangular contraction property.

It will turn out that such results indeed hold for general operators \( A \) with bounded \( H^\infty \)-calculus and will essentially follow from the unconditional convergence of the sums \( \sum_{n \in \mathbb{Z}} f(2^n A)x \). The main technical tool for this is the following lemma.

**Lemma 10.3.8 (Unconditionality).** Let \( A \) be a sectorial operator on a Banach space \( X \) with a bounded \( H^\infty \)-calculus. Let \( \omega_{H^\infty}(A) < \sigma < \vartheta < \pi \). If \( f \in H^1(\Sigma_\vartheta) \), then:

1. for all finite subsets \( F \subseteq \mathbb{Z} \) and scalars \( |\alpha_j| \leq 1, \ j \in F \), we have
   \[
   \sup_{t > 0} \left\| \sum_{j \in F} \alpha_j f(2^j t A) \right\| \leq K_{\vartheta - \sigma} M^\infty_{\Sigma_\vartheta A} \| f \|_{H^1(\Sigma_\vartheta)}, \tag{10.25}
   \]
   where \( M^\infty_{\Sigma_\vartheta A} \) is the boundedness constant of the \( H^\infty(\Sigma_\vartheta) \)-calculus of \( A \);

2. if, in addition, \( f \) satisfies
   \[
   \sum_{n \in \mathbb{Z}} f(2^n z) = 1, \quad z \in \Sigma_\sigma,
   \]
   then
   \[
   x = \sum_{n \in \mathbb{Z}} f(2^n A)x, \quad x \in \mathbb{D}(A) \cap \mathbb{R}(A),
   \]
   with unconditional convergence of the sum.

**Proof.** (1): Consider the function \( g : \Sigma_\sigma \to \mathbb{C} \),
\[
g(z) := \sum_{j \in F} \alpha_j f(2^j tz),
\]
with \( t > 0, F \subseteq \mathbb{Z} \) finite, and \( |\alpha_j| \leq 1 \) for \( j \in F \). By Proposition H.2.3 (applied to the functions \( t \mapsto f(tz) \)), \( g \) belongs to \( H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) with
\[
\| g \|_{H^\infty(\Sigma_\sigma)} \leq K_{\vartheta - \sigma} \| f \|_{H^1(\Sigma_\vartheta)}. \tag{10.26}
\]
From the boundedness of the \( H^\infty(\Sigma_\sigma) \)-calculus of \( A \) we then obtain
\[
\left\| \sum_{j \in F} \alpha_j f(2^j t A) \right\| = \| g(A) \| \leq M^\infty_{\Sigma_\vartheta A} \| g \|_{H^\infty(\Sigma_\sigma)} \leq K_{\vartheta - \sigma} M^\infty_{\Sigma_\vartheta A} \| f \|_{H^1(\Sigma_\vartheta)}.
\]

(2): In view of the bound proved in (1) it suffices to consider elements \( x \in \mathbb{D}(A) \cap \mathbb{R}(A) \). Now (10.26) implies
Let us write $x = \zeta(A)y = A(I+A)^{-2}y$. For $\omega_{H^{\infty}}(A) < \nu < \sigma$, the functions $f(2^n)\zeta(\cdot)$ belong to $H^1(\Sigma_{\nu})$, and by dominated convergence and the properties of the functional calculus we obtain
\[
\sum_{n=-M}^{N} |f(2^n)z| \leq K_{\theta-\sigma}\|f\|_{H^1(\Sigma_{\nu})}, \quad z \in \Sigma_{\sigma}. \tag{10.27}
\]

with absolute convergence of the sum on the left hand side because of (10.27).

This proves the unconditional (and even absolute) convergence for $x \in D(A) \cap R(A)$. To prove the unconditional convergence for $x \in \overline{D(A)} \cap R(A)$, let $\varepsilon > 0$ be arbitrary and fixed, and choose $y \in D(A) \cap R(A)$ such that $\|x - y\| < \varepsilon$. Since $y = \sum_{n \in \mathbb{Z}} f(2^n)A)y$ converges unconditionally we may choose a finite set $F_{\varepsilon} \subseteq \mathbb{Z}$ such that for every finite set $F \subseteq \mathbb{Z}$ containing $F_{\varepsilon}$ we have $\|y - \sum_{n \in F} f(2^n)A)y\| < \varepsilon$. Now let $F \subseteq \mathbb{Z}$ be a finite set containing $F_{\varepsilon}$. Then from (10.25) we obtain
\[
\left\|x - \sum_{n \in F} f(2^n)A)x\right\| \leq \|x - y\| + \left\|y - \sum_{n \in F} f(2^n)A)y\right\| + \left\|\sum_{n \in F} f(2^n)A)(y - x)\right\|
\leq 2\varepsilon + K_{\theta-\sigma}M_{\sigma,A}^{\infty}\|f\|_{H^1(\Sigma_{\nu})}\varepsilon,
\]
and the unconditional convergence follows. 

Remark 10.3.9. For functions $f \in H^1(\Sigma_{\nu})$ of the form (10.24) with $z \mapsto \psi(z)\log(z) \in H^1(\Sigma_{\nu})$ and $\omega(A) < \sigma < \theta$, part (2) of the lemma remains true for general sectorial operators $A$; in this case, Proposition 10.2.5 and (10.12) give the following version of the bound in (1):
\[
\left\|\sum_{k=m}^{n} f(2^kA)x\right\| \leq C_{\psi,\sigma}\|x\|, \quad x \in \overline{D(A) \cap R(A)},
\]
uniformly with respect to $m, n \geq 1$, where $C_{\psi,\sigma}$ is the constant in the proof of Proposition 10.2.5.

10.3.d Proof of the main result

Proof of Theorem 10.3.4(1). Fix $f \in H^1(\Sigma_{\theta})$ and $0 < \delta < \theta - \sigma$. We need to prove the following estimate
Let $\delta < \omega < \vartheta - \sigma$ and put $f_{\pm\omega}(z) := f(e^{\pm i\omega}z)$ for $z \in \Sigma_\sigma$. Since $f_{\pm\omega} \in H^1(\Sigma_{\sigma-\omega})$ of norm $\|f_{\pm\omega}\|_{H^1(\Sigma_{\sigma-\omega})} \leq \|f\|_{H^1(\Sigma_\sigma)}$, Lemma 10.3.8 gives

$$\left\| \sum_{n \in F} \epsilon_n f_{\pm\omega}(2^n A) \right\| \leq K_{\vartheta-\sigma} M^\infty_{\sigma,A} \|f\|_{H^1(\Sigma_\sigma)}$$

for all finite $F \subseteq \mathbb{Z}$ and all finite sequences of modulus one scalars $(\epsilon_n)_{n \in F}$. In particular, the condition of Proposition 8.4.6(1) is satisfied, and therefore for all $t > 0$ we have

$$\mathcal{R}(\{f_{\pm\omega}(2^n t A) : n \in \mathbb{Z}\}) \leq K_{\vartheta-\sigma} M^\infty_{\sigma,A} \|f\|_{H^1(\Sigma_\sigma)}.$$

Now Proposition 8.5.8 gives

$$\mathcal{R}(\{f(zA) : |\arg(z)| \leq \delta\}) \leq 4K_{\vartheta-\sigma} \left(1 + \frac{1}{\pi} \tan\left(\frac{\delta}{2}\right)\right) M^\infty_{\sigma,A} \|f\|_{H^1(\Sigma_\sigma)}.$$

Letting $\omega \uparrow \vartheta - \sigma$ the desired result is obtained, with constant $C_{\delta,\sigma,\sigma} = 4K_{\vartheta-\sigma}(1 + \frac{1}{\pi} \tan(\frac{\delta}{2\pi})). \Box$

For the proof of Theorem 10.3.4(2) we need some preparation.

**Lemma 10.3.10.** The function $f : \mathbb{C} \setminus (-\infty, 0] \to \mathbb{C},$

$$f(z) = \frac{z^{1/2}}{(1 + z)^{1/2}(1 + 2z)^{1/2}},$$

belongs to $H^1(\Sigma_\sigma)$, $0 < \sigma < \pi$, and

$$\|f\|_{H^1(\Sigma_\sigma)} \leq \frac{4}{\sin(\sigma \vee \frac{\pi}{2})}.$$

*Proof.* Let $r > 0$ and $0 < |\nu| \leq \sigma < \pi$ be arbitrary. By Lemma 10.2.4 we have $|1 + re^{i\nu}| \geq (r \vee 1) \sin(\sigma \vee \frac{1}{2}\pi)$ and therefore

$$|f(re^{i\nu})| \leq \frac{r^{1/2}}{(r \vee 1)^{1/2}((2r) \vee 1)^{1/2}\sin(\sigma \vee \frac{1}{2}\pi)} \leq \frac{r^{1/2}}{(r \vee 1)^{1/2}\sin(\sigma \vee \frac{1}{2}\pi)}.$$

This estimate easily implies

$$\int_0^\infty |f(te^{i\nu})| \frac{dt}{t} \leq \frac{4}{\sin(\sigma \vee \frac{1}{2}\pi)},$$

which is the required bound on the $H^1$-norm of $f$. \Box
Proof of Theorem 10.3.4(2). We begin by proving the \( R \)-boundedness of the set \( \{ (I+zA)^{-1} : |\arg(z)| \leq \delta \} \) for any fixed \( 0 < \delta < \pi - \sigma \). Choose \( \omega \) and \( \vartheta \) such that
\[
\delta < \omega < \pi - \vartheta < \pi - \sigma.
\]
The idea of the proof is to deduce this from Proposition 8.4.6(2) for a suitable family \( (U_j)_{j \in \mathbb{Z}} \), using Proposition 8.5.8 to discretise the problem.

Fix \( t > 0 \) and \( m, n \in \mathbb{Z} \) with \( m < n \). Using the resolvent identity
\[
(I + \lambda A)^{-1} - (I + \mu A)^{-1} = A(\mu - \lambda)(I + \lambda A)^{-1}(I + \mu A)^{-1}
\]
and a telescoping argument, we obtain
\[
(I + 2^m t e^{\pm i\omega} A)^{-1} - (I + 2^n t e^{\pm i\omega} A)^{-1}
= \sum_{j=m}^{n-1} (I + 2^j t e^{\pm i\omega} A)^{-1} - (I + 2^{j+1} t e^{\pm i\omega} A)^{-1}
= \sum_{j=m}^{n-1} 2^j t e^{\pm i\omega} A (I + 2^j t e^{\pm i\omega} A)^{-1} (I + 2^{j+1} t e^{\pm i\omega} A)^{-1}
= \sum_{j=m}^{n-1} f(2^j t e^{\pm i\omega} A) = \sum_{j=m}^{n-1} U_j^2,
\]
where \( f \) is as in Lemma 10.3.10 and \( U_j := f(2^j t e^{\pm i\omega} A) \). Since for the function \( f_{\pm \omega} = f(e^{\pm i\omega} \cdot) \), we have
\[
\| f_{\pm \omega} \|_{H^1(\Sigma_\vartheta)} \leq \| f \|_{H^1(\Sigma_{\vartheta + \omega})} \leq C_{\vartheta + \omega},
\]
where \( C_{\vartheta + \omega} := 4/\sin((\vartheta + \omega) \vee \frac{\pi}{2}) \). By Lemma 10.3.10, therefore, by Lemma 10.3.8 (applied the rotated function \( z \mapsto f(e^{\pm i \omega} z) \)) and give
\[
\sup_{t > 0} \sup_{m < n} \sup_{|\epsilon_m| = \ldots = |\epsilon_{n-1}|} \left\| \sum_{j=m}^{n-1} \epsilon_j U_j \right\| \leq C_{\vartheta + \omega} K_{\vartheta - \sigma} M_{\sigma, A}^\infty.
\]
Hence by Proposition 8.4.6(2) with \( U_n = V_n \) and \( T_n = I \),
\[
\mathcal{S} \left\{ \sum_{j=m}^{n-1} U_j^2 : m, n \in \mathbb{Z} \right\} \leq C_{\vartheta + \omega}^2 K_{\vartheta - \sigma}^2 (M_{\sigma, A}^\infty)^2 \Delta X.
\]
By the above identities, this gives the \( R \)-boundedness of the set
\[
\mathcal{S}(t) := \left\{ (I + 2^m t e^{\pm i\omega} A)^{-1} - (I + 2^n t e^{\pm i\omega} A)^{-1} : m, n \in \mathbb{Z}, m < n \right\},
\]
with the same \( R \)-bound. Next, since \( A \) is densely defined, \( \lim_{m \to -\infty} (I + t 2^m e^{\pm i\omega} A)^{-1} x = x \) for all \( x \in \overline{D}(A) = X \) by Proposition 10.1.7(1). Therefore the family
\[
\{(I + 2^n t e^{\pm i \omega} A)^{-1} : n \in \mathbb{Z}\}
\]

belongs to the strong operator closure of \(S(t)\) and is therefore \(R\)-bounded by Proposition 8.1.22, with the same \(R\)-bound. It follows that

\[
\mathcal{R}(\{(I + 2^n t e^{\pm i \omega} A)^{-1} : n \in \mathbb{Z}\}) \leq 1 + K_{\delta, \sigma}^2(M_1^\infty, A)^2 \Delta_X.
\]

So far, \(t > 0\) was arbitrary and fixed. Now by Proposition 8.5.8,

\[
M_{\pi - \delta, \sigma} = \mathcal{R}(\{(I + zA)^{-1} : |\arg(z)| \leq \delta\}) \leq C_{\delta, \sigma}(M_1^\infty, A)^2 \Delta_X,
\]

where \(C_{\delta, \sigma} = 4(1 + \frac{1}{2} \tan(\frac{\pi}{2} \delta))(1 + K_{\delta, \sigma}^2 \Delta_X)\) (we may suppress the dependence on \(\vartheta\) and \(\omega\), since they can be made depend on \(\delta\) and \(\sigma\)).

For the proof of Theorem 10.3.4(3) we also need some preparation.

**Lemma 10.3.11.** Let \(A\) be a sectorial operator on a Banach space \(X\). Let \(\omega(A) < \sigma < \pi\) and let \(f \in H^1(\Sigma_\sigma)\) be given. For \(\mu \in \mathbb{C} \setminus \Sigma_\sigma\) consider \(r_\mu(z) := (\mu - z)^{-1}\). Then \(r_\mu f \in H^1(\Sigma_\sigma)\) and

\[
(r_\mu f)(A) = R(\mu, A)f(A).
\]

**Proof.** As in Proposition 10.2.6 let

\[
\zeta_n(z) = \frac{n}{n + z} - \frac{1}{1 + nz} = \frac{(n^2 - 1)z}{(n + z)(1 + nz)}.
\]

By the multiplicativity of the Dunford calculus (see Theorem 10.2.2)

\[
(r_\mu f)(A)\zeta_n(A) = (r_\mu f \zeta_n)(A) = (\zeta_n r_\mu)(A)f(A) = \zeta_n(A)R(\mu, A)f(A) = R(\mu, A)f(A)\zeta_n(A),
\]

where in the penultimate step we used Proposition 10.2.3 and in the last step the commutativity of the Dunford calculus. Now the required identity follows from the convergence property of the Dunford calculus. \(\square\)

**Lemma 10.3.12.** Let \(0 < \mu < \nu < \pi\). For all \(0 < \alpha < 1\) and non-zero \(z \in \partial \Sigma_\nu\) the function \(\psi_{z, \alpha}(\lambda) := \lambda^\alpha/(z - \lambda)^{2\alpha}\) belongs to \(H^1(\Sigma_\mu)\) and

\[
\|\psi_{z, \alpha}\|_{H^1(\Sigma_\mu)} \leq C_{\nu - \mu, \alpha}|z|^{-\alpha}
\]

with \(C_{\nu - \mu, \alpha} = \frac{2}{\alpha}(\sin(\frac{1}{2} \pi \vee (\pi - \theta)))^{2\alpha}\).

**Proof.** For all \(|\theta| < \mu\) we have

\[
\int_0^\infty |\psi_{z, \alpha}(re^{i\theta})| \frac{dr}{r} = \int_0^\infty \frac{r^\alpha}{|z - re^{i\theta}|^{2\alpha}} \frac{dr}{r} \leq |z|^{-\alpha} \int_0^\infty \frac{\rho^\alpha}{|1 - \rho e^{-i(\nu - \mu)}|^{2\alpha}} \frac{d\rho}{\rho} =: c_{\nu - \mu, \alpha}|z|^{-\alpha},
\]
where, by using Lemma 10.2.4,

$$c_{\theta, \alpha} \leq \frac{1}{\left(\sin\left(\frac{\pi}{2} \vee (\pi - \theta)\right)\right)^2} \int_0^\infty \frac{\rho^\alpha}{(1 + \rho^{2\alpha})} \frac{d\rho}{\rho}$$

and

$$\int_0^\infty \frac{\rho^\alpha}{(1 + \rho^{2\alpha})} \frac{d\rho}{\rho} = \int_0^1 \rho^\alpha \frac{d\rho}{\rho} + \int_1^\infty \rho^{\alpha - 1} \frac{d\rho}{\rho} = \frac{2}{\alpha}.$$ 

\[\text{Lemma 10.3.13.}\]

Let $A$ be a sectorial operator on a Banach space $X$. Let $\omega(A) < \sigma < \pi$ and let $f \in H^1(\Sigma_\sigma)$ be given. Let $\phi_z(\lambda) := \lambda^{1/2}/(z - \lambda)$. Then for all $\omega(A) < \nu < \sigma$ we have

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} z^{1/2} f(z) \phi_z(A) \frac{dz}{z}. \quad (10.29)$$

Before turning to the proof we must justify the well-definedness of the operators $\phi_z(A)$ and the convergence of integral on the right-hand side. By Lemma 10.3.12, the operators $\phi_z(A)$ are well defined through the Dunford calculus and the family $\{z^{1/2} \phi_z(A) : z \in \partial \Sigma_\nu\}$ is uniformly bounded. This, in turn, combined with the fact that $f \in H^1(\Sigma_\sigma)$, shows that the integral in the statement of the lemma is absolutely convergent.

Comparing (10.29) with the Dunford integral

$$f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} f(z)[zR(z, A)] \frac{dz}{z}$$

we see what the lemma achieves: it allows us to replace the bounded function $z \mapsto zR(z, A)$ in the Dunford integral by another function, namely the function $z \mapsto z^{1/2} \phi_z(A)$. The improvement consists of the fact that the operators $z^{1/2} \phi_z(A)$ are obtained through the Dunford calculus of $A$, whereas the operators $zR(z, A)$ are not (as $\lambda \mapsto z/(\lambda - z)$ does not belong to $H^1(\Sigma_\nu)$ for any $0 < \omega < \pi$).

\[\text{Proof of Lemma 10.3.13.}\]

Let $\omega(A) < \nu < \sigma < \pi$ be as in the statement of the lemma and fix $\omega(A) < \mu < \nu$. Let $\zeta_n, n \geq 1$, be the functions in (10.28) and put

$$\eta_n^+(\lambda) := \lambda^{k+1/2} \zeta_n(\lambda), \quad \lambda \in \Sigma_\mu.$$

By the multiplicativity of the Dunford calculus,

$$f(A)\zeta_n(A)^2 = (f\zeta_n^2)(A)(\eta^+ \cdot (\eta^+ f))(A) = \eta_n^+(A)(\eta_n^- f)(A).$$

For $z \in \partial \Sigma_\nu$ we may apply Lemma 10.3.11 to see that

$$\eta_n^+(A)R(z, A) = (\eta_n^+ r_z)(A).$$
Furthermore, it follows from the identity
\[ \eta_n^+(\lambda) r_z(\lambda) = \lambda^{1/2} \zeta_n(\lambda)(z - \lambda)^{-1} = \varphi_z(\lambda) \zeta_n(\lambda) \]
and the multiplicativity of the Dunford calculus that
\[ (\eta_n^+ r_z)(A) = \varphi_z(A) \zeta_n(A), \quad z \in \partial \Sigma. \]
It follows that
\[
f(A)\zeta_n(A)^2 = \frac{1}{2\pi i} \eta_n^+(A) \int_{\partial \Sigma} \eta_n^-(z) f(z) R(z, A) \, dz
= \frac{1}{2\pi i} \eta_n^+(A) \int_{\partial \Sigma} z^{-1/2} \zeta_n(z) f(z) R(z, A) \, dz
= \frac{1}{2\pi i} \int_{\partial \Sigma} z^{-1/2} \zeta_n(z) f(z) (\eta_n^+ r_z)(A) \, dz
= \frac{1}{2\pi i} \int_{\partial \Sigma} \zeta_n(z) [z^{1/2} f(z) \varphi_z(A)] \zeta_n(A) \frac{dz}{z}.
\]
Letting \( n \to \infty \), (10.29) follows from the convergence property of the Dunford calculus and the dominated convergence theorem. \( \square \)

**Proof of Theorem 10.3.4(3).** We must prove the \( R \)-boundedness of the set
\[ \mathcal{S} := \{ f(A) : f \in H^\infty(\Sigma_\rho), \|f\|_{H^\infty(\Sigma_\rho)} \leq 1 \}, \]
along with the stated bound for its \( R \)-boundedness constant.

Fix \( \omega_{H^\infty}(A) < \eta < \mu < \nu < \sigma \) and first consider a function \( f \in H^1(\Sigma_\rho) \cap H^\infty(\Sigma_\rho) \). Let \( \varphi_z(\lambda) = \lambda^{1/2}/(z - \lambda) \) as in Lemma 10.3.13. By that lemma,
\[
f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma} z^{1/2} f(z) \varphi_z(A) \frac{dz}{z}
= \sum_{\epsilon = \pm 1} \frac{1}{2\pi i} e^{-\epsilon \nu/2} \int_0^\infty f(e^{-\epsilon \nu t}) \varphi_{e^{-\epsilon \nu}}(t^{-1} A) \frac{dt}{t}
= \sum_{j \in \mathbb{Z}} \sum_{\epsilon = \pm 1} \frac{1}{2\pi i} e^{-\epsilon \nu/2} \int_1^2 f(e^{-\epsilon \nu 2^j t}) \varphi_{e^{-\epsilon \nu}}(t^{-1} 2^{-j} A) \frac{dt}{t}.
\]
Fix \( f_1, \ldots, f_N \in H^1(\Sigma_\rho) \cap H^\infty(\Sigma_\rho) \) with \( \|f_n\|_{\infty} \leq 1 \) and \( x_1, \ldots, x_N \in X \). Introducing
\[ U_j(t, \epsilon) := \varphi_{e^{-\epsilon \nu}}(t^{-1} 2^{-j} A) \]
we can write
\[
\sum_{n=1}^N \varepsilon_n f_n(A) x_n = \sum_{j \in \mathbb{Z}} \sum_{\epsilon = \pm 1} \frac{1}{2\pi i} e^{-\epsilon \nu/2} \int_1^2 \sum_{n=1}^N \varepsilon_n f_n(e^{-\epsilon \nu 2^j t}) U_j^2(t, \epsilon) x_n \frac{dt}{t},
\]
where \((\varepsilon_n)_{n \in \mathbb{Z}}\) is a Rademacher sequence. Therefore,

\[
\left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n f_n(A)x_n \right\|^2 \right)^{1/2} \leq \frac{\log(2)}{\pi} \sup_{t > 0} \sup_{k \geq 1} \sup_{\epsilon = \pm 1} \max_{|j| \leq k} \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n \sum_{|j| \leq k} f_n(e^{-i \epsilon \nu 2^j t})U_j^2(t, \epsilon)x_n \right\|^2 \right)^{1/2}
\]

\[
\leq \frac{\log(2)}{\pi} \sup_{t > 0} \sup_{\epsilon = \pm 1} \mathcal{R}(\mathcal{T}(t, \epsilon)) \left( \mathbb{E} \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|^2 \right)^{1/2},
\]

where for \(t > 0\) and \(\epsilon \in \{-1, 1\}\) the operator family \(\mathcal{T}(t, \epsilon)\) is given by

\[
\mathcal{T}(t, \epsilon) := \left\{ \sum_{|j| \leq k} f_n(e^{-i \epsilon \nu 2^j t})U_j^2(t, \epsilon) : n \geq 1, k \geq 1 \right\}.
\]

It remains to estimate \(\mathcal{R}(\mathcal{T}(t, \epsilon))\) with a bound that is uniform in \(t > 0\) and \(\epsilon \in \{-1, 1\}\). To do so we will apply Proposition 8.4.6(3), for fixed \(t > 0\), to the operators \(U_n = V_n := U_n(t, \epsilon)\) and the set

\[
\mathcal{T} := \{ f_n(z) : z \in \Sigma_\sigma, n \in \mathbb{N} \} \subseteq \{ cI : |c| \leq 1 \},
\]

which is \(R\)-bounded with constant 1, by the Kahane contraction principle.

To check the conditions on \(U_n\) needed to apply Proposition 8.4.6(3), we apply Lemma 10.3.8, which gives the bound

\[
\sup_{t > 0} \sup_{m < n} \sup_{|\epsilon_m|, \ldots, |\epsilon_{n-1}| = 1} \left\| \sum_{j=m}^{n-1} \epsilon_j U_j(t, \epsilon) \right\| \leq K_{\mu-\eta}M_{\eta, A}\|\phi_{\epsilon^{-i \nu}}\|_{H^1(\Sigma_\sigma)},
\]

with \(\|\phi_{\epsilon^{-i \nu}}\|_{H^1(\Sigma_\sigma)} \leq C_{\nu^{-\mu}, 1/4}\) by Lemma 10.3.12, with the constant as in the lemma. Thanks to this bound we are in a position to apply Proposition 8.4.6(3) and obtain

\[
\mathcal{R}(\mathcal{T}(t, \epsilon)) \leq K_{\mu-\eta}^2(M_{\eta, A})^2 C_{\nu^{-\mu}, 1/4}^2 \alpha_\chi^+ \alpha_\chi^+.
\]

Setting \(\mathcal{T}_1 := \{ f(A) : f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma), \|f\|_{H^\infty(\Sigma_\sigma)} \leq 1 \}\), this proves that \(\mathcal{T}_1\) is \(R\)-bounded and

\[
\mathcal{R}(\mathcal{T}_1) \leq \frac{\log(2)}{\pi} \sup_{t > 0} \sup_{\epsilon \in \{-1, 1\}} \mathcal{R}(\mathcal{T}(t, \epsilon)) \leq K_{\mu-\eta}^2(M_{\eta, A})^2 C_{\nu^{-\mu}, 1/4}^2 \alpha_\chi^+ \alpha_\chi^+.
\]

Finally, since \(f(A)\zeta_m(A)x \rightarrow f(A)x\) for all \(x \in X = \overline{D(A) \cap R(A)}\), by Proposition 8.1.22, \(\mathcal{T}\) is contained in the closure of \(\mathcal{T}_1\) in the strong operator topology, and hence \(\mathcal{T}\) is \(R\)-bounded with the same bound.
Remark 10.3.14. If we do not assume that \( A \) has dense range and dense domain in Theorem 10.3.4(3), then the above proof still gives the \( R \)-boundedness of \( \mathcal{S}_1 \) with the bound as stated.

The following simple corollary is of independent interest.

Corollary 10.3.15. Let \( A \) be a sectorial operator on a Banach space \( X \). Consider the function \( \phi_z(\lambda) = \lambda^{1/2}/(z - \lambda) \). If, for some \( \omega(A) < \nu < \pi \) we have

\[
\int_{\partial \Sigma_\nu} |z^{1/2}\langle \phi_z(A)x, x^* \rangle| \frac{|dz|}{|z|} < \infty
\]

for all \( x \in X \) and \( x^* \in X^* \), then \( A \) has a bounded \( H^{\infty}(\Sigma_\sigma) \)-calculus for all \( \nu < \sigma < \pi \).

Proof. It has already been observed in Lemma 10.3.13 the operators \( \phi_z(A) \) are well defined by the Dunford calculus of \( A \) and the operators \( z^{1/2}\phi_z(A) \) are uniformly bounded as \( z \) ranges over \( \partial \Sigma_\nu \).

By a standard closed graph argument there exists a constant \( C > 0 \) such that

\[
\int_{\partial \Sigma_\nu} |z^{1/2}\langle \phi_z(A)x, x^* \rangle| \frac{|dz|}{|z|} \leq C\|x\|\|x^*\|
\]

for all \( x \in X \) and \( x^* \in X^* \).

Let \( \omega(A) < \nu < \sigma < \pi \), and let \( f \in H^1(\Sigma_\sigma) \cap H^{\infty}(\Sigma_\sigma) \) be given. By Lemma 10.3.13, for \( x \in \overline{D(A)} \cap \overline{R(A)} \) we have

\[
f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} z^{1/2}f(z)\phi_z(A) \frac{dz}{z}.
\]

Hence for all \( x \in X \) and \( x^* \in X^* \),

\[
|\langle f(A)x, x^* \rangle| = \frac{1}{2\pi} \|f\|_{H^{\infty}(\Sigma_\sigma)} \int_{\partial \Sigma_\nu} |z^{1/2}\langle \phi_z(A)x, x^* \rangle| \frac{|dz|}{|z|} \leq C\|x\|\|x^*\|\|f\|_{H^{\infty}(\Sigma_\sigma)}.
\]

Hence \( \|f(A)x\| \leq C\|f\|_{H^{\infty}(\Sigma_\sigma)}\|x\| \). This shows that condition (2) of Proposition 10.2.11 is satisfied. It follows that \( A \) has a bounded \( H^{\infty}(\Sigma_\sigma) \)-calculus with constant \( M_{\hat{K},e} \leq \frac{C}{2\pi} / \sin(\sigma + \frac{\pi}{2}) \) (recall that this constant has been defined as the best constant in condition (2) of this proposition).

\[\square\]

10.4 Square functions and \( H^\infty \)-calculus

From its early days, the topic of \( H^\infty \)-calculus has been intimately connected with square functions. As we will see, the boundedness of suitable square functions associated with a sectorial operator imply that the operator has
a bounded $H^\infty$-calculus and vice versa. Such results were originally proved for continuous square functions in a Hilbert space setting and subsequently generalised to Banach spaces with finite cotype. A typical example of a square function estimate is the equivalence of norms

$$
\left\| \left( \int_0^\infty |t^k \frac{d^k}{dt^k} e^{-t\Delta} f|^2 \frac{dt}{t} \right)^{1/2} \right\|_{L^p(\mathbb{R}^d)} \approx \|f\|_{L^p(\mathbb{R}^d)},
$$

(10.30)

valid for all $f \in L^p(\mathbb{R}^d)$, $1 < p < \infty$ and integers $k \geq 1$. The expression on the left-hand side is the classical Littlewood-Paley $g$-function norm. As we will see, the equivalence of norms (10.30) will be a simple consequence of the abstract equivalence of norms for continuous square functions associated with the operator $A = -\Delta$.

10.4.a Discrete square functions

We start with a study of discrete square function estimates. Apart from their intrinsic interest they have the additional advantage over their continuous analogues that they can be stated and proved without any geometrical assumptions on the Banach space $X$. In contrast, the treatment of continuous square functions requires $X$ to have finite cotype in most of the results.

Definition 10.4.1 (Discrete square functions). Let $A$ be a sectorial operator on a Banach space $X$, let $\omega(A) < \sigma < \pi$, and consider a function $\phi \in H^1(\Sigma_\sigma)$. Let $(\epsilon_n)_{n \in \mathbb{Z}}$ be a Rademacher sequence. The discrete square function norm, associated with $A$ and $\phi$, of a vector $x \in X$ is defined by

$$
\|x\|_{\phi, A} := \sup_{t > 0} \sup_{N \geq 1} \left( E \left\| \sum_{|n| \leq N} \epsilon_n \phi(2^n t A)x \right\|^2 \right)^{1/2}
$$

whenever this expression is finite.

The supremum over $t > 0$ can be replaced by a supremum by $t \in [1, 2]$, as can be seen by writing $t = s 2^n$ with $s \in [1, 2]$ and $n \in \mathbb{Z}$. The parameter $t$ may seem awkward at first sight and can indeed be avoided under suitable assumptions (see Proposition 10.4.8 below).

Remark 10.4.2. In the setting of Definition 10.4.1, for all $x \in D(A) \cap R(A)$ the square function $\|x\|_{\phi, A}$ is finite. To see this, let $\omega(A) < \nu < \sigma$. Writing $x = \zeta(A)y$ with $\zeta(z) = z(1 + z)^{-2}$, so $\zeta(A) = A(I + A)^{-2}$ by Proposition 10.2.3, we estimate the Dunford integral:

$$
\|\phi(2^n t A)x\| \leq \frac{M_{\nu, A}}{2\pi} \int_{\partial \Sigma_\nu} |\phi(2^n tz)| |\zeta(z)| \|y\| \frac{dz}{z}.
$$

Summing over $n \in \mathbb{Z}$ and using $\lim_{\nu \to \sigma} M_{\nu, A} = M_{\sigma, A}$ gives
\[ \sum_{n \in \mathbb{Z}} \| \phi(2^n t A)x \| \leq \frac{K_{\sigma - \nu}}{\pi} M_{\sigma, A} \| \phi \|_{H^1(\Sigma_\nu)} \| \xi \|_{H^1(\Sigma_\nu)} \| y \|, \]

where \( K_\phi = (\frac{4}{\pi \log(2)} \lor \frac{2}{\pi \vartheta})^{1/p} \) is the constant of Proposition H.2.3 which we applied to the function \( z \mapsto \phi(e^{\pm i\nu}z) \) on the sector \( \Sigma_{\sigma - \nu} \).

**Remark 10.4.3.** The square function \( \| x \|_{\phi, A} \) of Definition 10.4.1 was introduced using the dyadic points \( 2^n, n \in \mathbb{Z} \). All results in this subsection easily remain true if the number 2 is replaced by any real number \( q \in (1, \infty) \); the constants in the corresponding estimates will then also depend on the value of \( q \).

The first main result of this section is the following square function bound for operators with a bounded \( H^\infty \)-calculus. Recall that the boundedness constant of the \( H^\infty(\Sigma_\sigma) \)-calculus of an operator \( A \) is denoted by \( M_{\infty, A} \); this constant has been defined as the least admissible constant \( C \) in order that the inequality

\[ \| f(A)x \| \leq C \| hf \|_{H^\infty(\Sigma_\sigma)} \| x \| \]

be satisfied for all \( f \in H^\infty(\Sigma_\sigma) \) and \( x \in \overline{D}(A) \cap R(A) \).

**Theorem 10.4.4 (\( H^\infty \)-calculus implies square function bounds).** Let \( A \) be a sectorial operator with a bounded \( H^\infty \)-calculus on a Banach space \( X \) and let \( \omega_{H^\infty}(A) < \sigma < \vartheta < \pi \). For all \( \phi \in H^1(\Sigma_\vartheta) \) the following assertions hold:

1. For all \( x \in X \) we have

\[ \| x \|_{\phi, A} \leq K_{\vartheta - \sigma} M_{\infty, A} \| \phi \|_{H^1(\Sigma_\vartheta)} \| x \| \]

2. If \( A \) is densely defined, then for all \( x^* \in X^* \) we have

\[ \| x^* \|_{\phi, A^*} \leq K_{\vartheta - \sigma} M_{\infty, A} \| \phi \|_{H^1(\Sigma_\vartheta)} \| x^* \| \]

3. If \( A \) is densely defined and \( \phi \neq 0 \), then for all \( x \in R(A) \) we have

\[ \| x \| \leq K_{\vartheta - \sigma} M_{\infty, A} C_\phi \| x \|_{\phi, A}, \]

where \( C_\phi = \| \phi \|_{H^1(\Sigma_\vartheta)}^2 \| \phi \|_{L^2([0, \vartheta])}^2 \).

Note that any function \( \phi \in H^1(\Sigma_\vartheta) \) restricts to a function in \( H^\infty(\Sigma_{\vartheta'}) \) for all \( 0 < \vartheta' < \vartheta \) by Proposition H.2.4 and hence to a function in \( H^2(\Sigma_{\vartheta'}) \). In particular, \( t \mapsto \phi(t) \) belongs \( L^2([0, \frac{\vartheta}{\vartheta'}]) \) (and is non-zero since \( \phi \) is non-zero as a function in \( H^1(\Sigma_{\vartheta'}) \)).

**Proof.** (1): By Lemma 10.3.8, for all \( x \in X \) we have

\[ \| x \|_{\phi, A} \leq \sup \sup_{t > 0} \sup_{N \geq 1} \sup_{|r_{-N}|, \ldots, |r_N| = 1} \left\| \sum_{|n| \leq N} e_n \phi(2^n t A)x \right\| \]
Taking \( \epsilon = \varepsilon(\omega) \) and averaging with respect to \( \omega \in \Omega \) we obtain (1).

(2): This follows from the previous case applied to the adjoint operator \( A^* \), which has an \( H^\infty \)-calculus by Proposition 10.2.20.

(3): Fix any \( \omega H^\infty(A) < \sigma < \vartheta < \pi \). Let \( \psi \in H^1(\Sigma_\vartheta) \) be given by \( \psi(z) := c^{-1}_\vartheta \phi(z) \) with \( c_\vartheta := \int_0^\infty |\phi(t)|^2 \, dt \). Analyticity of \( \psi \) follows by considering its Taylor series. For all \( x \in D(A) \cap R(A) \) and \( x^* \in X^* \), from the Calderón reproducing formula (Proposition 10.2.5) we obtain

\[
\|\langle x, x^* \rangle\| = \left| \int_0^\infty \langle \phi(tA)\psi(tA)x, x^* \rangle \frac{dt}{t} \right|
\]

\[
= \left| \sum_{n \in \mathbb{Z}} \int_0^2 \langle \phi(2^n tA)\psi(2^n tA)x, x^* \rangle \frac{dt}{t} \right|
\]

\[
\leq \liminf_{N \to \infty} \int_1^2 \left| \sum_{|n| \leq N} \langle \phi(2^n tA)\psi(2^n tA)x, x^* \rangle \right| \frac{dt}{t}
\]

\[
\leq \sup_{N \geq 1} \sup_{t \in [1,2]} \left| \sum_{|n| \leq N} \langle \phi(2^n tA)\psi(2^n tA)x, x^* \rangle \right|.
\]

Randomising the sum in the last expression using a Rademacher sequence \( (\varepsilon_n)_{n \in \mathbb{Z}} \) and noting that complex conjugate sequence \( (\overline{\varepsilon_n})_{n \in \mathbb{Z}} \) is a Rademacher sequence as well, we obtain

\[
\|\langle x, x^* \rangle\| \leq \sup_{N \geq 1} \sup_{t \in [1,2]} \left| \mathbb{E}\left( \sum_{|n| \leq N} \varepsilon_n \phi(2^n tA)x, \sum_{|n| \leq N} \overline{\varepsilon}_n \psi(2^n tA^*)x^* \right) \right|
\]

\[
\leq \|x\|_{\phi,A}\|x^*\|_{\psi,A}
\]

\[
\leq K_{\vartheta - \sigma} M^\infty_{\sigma,A} c^{-1}_\vartheta \|\phi\|_{H^1(\Sigma_\vartheta)}\|x\|_{\phi,A}\|x^*\|
\]

by applying (2) in the last step. Taking the supremum over all \( x^* \in X^* \) of norm \( \leq 1 \), we infer that

\[
\|x\| \leq K_{\vartheta - \sigma} M^\infty_{\sigma,A} c^{-1}_\vartheta \|\phi\|_{H^1(\Sigma_\vartheta)}\|x\|_{\phi,A}.
\]

This proves the desired bound for elements \( x \in D(A) \cap R(A) \). By an approximating argument using (1) it follows that the estimate can be extended to \( \overline{D(A)} \cap \overline{R(A)} = \overline{R(A)} \) (by Proposition 10.1.8 and the assumption that \( D(A) \) is dense in \( X \)). \( \square \)

**Remark 10.4.5.** Let \( A \) be a sectorial operator and consider a non-zero \( \phi \in H^1(\Sigma_\vartheta) \), where \( \omega(\vartheta) < \vartheta < \pi \). Inspecting the proof of Theorem 10.4.4, we see that its conclusions hold if we have

\[
\sup_{t > 0} \sup_{N \geq 1} \sup_{|\varepsilon_{-N}, \ldots, \varepsilon_N| = 1} \left\| \sum_{|n| \leq N} \varepsilon_n \phi(2^n tA) \right\| < \infty.
\]

Indeed, the assumption that \( A \) has a bounded \( H^\infty \)-calculus was only used to deduce this inequality via Lemma 10.3.8.
Our next aim is to prove a converse to Theorem 10.4.4: Theorem 10.4.9 below states that square function bounds together with $R$-sectoriality imply the boundedness of the $H^\infty$-calculus with $\omega_{H^\infty}(A) \leq \omega_R(A)$.

We need a preliminary result which allows us to compare the square functions $\| \cdot \|_{\phi,A}$ associated with different choices of $\phi$. For the second part of the statement we recall from the discussion preceding Proposition 10.2.11 (see (10.14)) that for $x \in D(A) \cap R(A)$ and $f \in H^\infty(\Sigma_\sigma)$ one may define $f(A)x \in D(A) \cap R(A)$ by regularisation with the function $\zeta(z) := z(1 + z)^{-2}$ through

$$f(A)x := (f\zeta)(A)y$$

whenever $y \in X$ satisfies $\zeta(A)y = x$.

Recall the notation $M^R_{\sigma,A}$ for the $R$-bound of the set $\{zR(z,A) : |\arg(z)| < \sigma\}$.

**Proposition 10.4.6 (Equivalence of discrete square functions).** Let $A$ be an $R$-sectorial operator on a Banach space $X$ and let $\omega_R(A) < \nu < \sigma < \pi$. Fix arbitrary $\phi, \psi \in H^1(\Sigma_\sigma)$ with $\psi \neq 0$. Then the following assertions hold:

1. for all $f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma)$ and $x \in X$ we have
   $$\|f(A)x\|_{\phi,A} \leq C_{\phi,\psi}(M^R_{\sigma,A})^2 \|f\|_{H^\infty(\Sigma_\sigma)} \|x\|_{\psi,A};$$

2. the same estimate holds for all $f \in H^\infty(\Sigma_\sigma)$ and $x \in D(A) \cap R(A)$, provided one interprets $f(A)x$ as explained above;

3. if both $\phi$ and $\psi$ are non-zero, then for all $x \in D(A) \cap R(A)$ we have an equivalence of homogeneous norms $\|x\|_{\phi,A} \simeq \|x\|_{\psi,A}$, and moreover
   $$\|x\|_{\phi,A} \leq C_{\phi,\psi}(M^R_{\sigma,A})^2 \|x\|_{\psi,A}.$$

The proof of Proposition 10.4.6 is based on following lemma. Recall that an operator-valued function is said to be strongly measurable its all of its orbits are strongly measurable.

**Lemma 10.4.7.** Let $K, L : \mathbb{R}_+ \to \mathcal{L}(X)$ be bounded and strongly measurable functions and let $h \in L^1(\mathbb{R}_+, \frac{dt}{t})$. Assume that

$$K(t)x = \int_0^\infty h(ts)L(s)x \frac{ds}{s}, \quad x \in X, \quad t > 0. \quad (10.31)$$

Then for all $x \in X$ we have

$$\sup_{t > 0} \sup_{N \geq 1} \mathbb{E} \left\| \sum_{|n| \leq N} \varepsilon_n K(2^n t)x \right\|^2 \leq \|h\|_{L^1(\mathbb{R}_+, \frac{dt}{t})}^2 \sup_{t > 0} \sup_{N \geq 1} \mathbb{E} \left\| \sum_{|n| \leq N} \varepsilon_n L(2^n t)x \right\|^2.$$

**Proof.** In order to avoid convergence issues, we first replace $h$ by $h_r := 1_{[r,1/r]}h$ and $L$ by $L_r := 1_{[r,1/r]}L$ with $r \in (0, 1)$. Defining $K_r$ as (10.31) with $L$ replaced
by $L_r$, we have $K_r(t)x \to K(t)x$ for all $t \in (0, \infty)$ and $x \in X$. Moreover, for all $n \in \mathbb{Z}$ and $t > 0$,

$$K_r(2^n t)x = \int_1^2 \sum_{j \in \mathbb{Z}} h_r(2^{n+j} ts)L_r(2^j s)x \frac{ds}{s}.$$ 

By Kahane’s contraction principle (see Theorem 6.1.13),

$$\left\| \sum_{|n| \leq N} \varepsilon_n K_r(2^n t)x \right\|_{L^2(\Omega; X)} \leq \left\| \sum_{n \in \mathbb{Z}} \varepsilon_n K_r(2^n t)x \right\|_{L^2(\Omega; X)} \leq \int_1^2 \left\| \sum_{n \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \varepsilon_n h_r(2^{n+j} ts)L_r(2^j s)x \right\|_{L^2(\Omega; X)} \frac{ds}{s} \leq \int_1^2 \left\| \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \varepsilon_{k-j} h_r(2^k ts)L_r(2^j s)x \right\|_{L^2(\Omega; X)} \frac{ds}{s} \leq \sum_{k \in \mathbb{Z}} \int_1^2 \left| h_r(ts2^k) \right| \frac{ds}{s} \left( \sup_{s \in [1,2]} \left\| \sum_{j \in \mathbb{Z}} \varepsilon_{k-j} L_r(2^j s)x \right\|_{L^2(\Omega; X)} \right) \leq \int_0^\infty |h(s)| \frac{ds}{s} \sup_{s \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|j| \leq N} \varepsilon_j L_r(2^j s)x \right\|_{L^2(\Omega; X)}.$$ 

Again by the Kahane contraction principle,

$$\left\| \sum_{|j| \leq N} \varepsilon_j L_r(2^j s)x \right\|_{L^2(\Omega; X)} \leq \left\| \sum_{|j| \leq N} \varepsilon_j L(2^j s)x \right\|_{L^2(\Omega; X)}.$$ 

The assertion now follows by combining the estimates and letting $r \downarrow 0$. □

Proof of Proposition 10.4.6. We only need to prove assertions (1) and (2), as (3) follows from (2) by taking $f \equiv 1$.

We present the proof for general $x \in X$ and functions $f \in H^1(S_\sigma) \cap H^\infty(S_\sigma)$; the reader may follow the lines of the proof to check that the same proof applied almost verbatim to the case where $x \in D(A) \cap R(A)$ and $f \in H^\infty(S_\sigma)$; the only difference is that the multiplicativity of the Dunford calculus in (10.32) must now be invoked with $f\zeta$ instead of $f$. This necessitates choosing $x \in D(A) \cap R(A)$.

Let $\zeta \in H^1(S_\sigma) \cap H^\infty(S_\sigma)$ be an arbitrary non-zero function. Let $\eta \in H^1(S_\sigma)$ be defined by

$$\eta(z) := c_{\phi,\psi}^{-1} \frac{1}{|\zeta(z)|} \phi(z), \quad \text{where} \quad c_{\phi,\psi} := \int_0^\infty \left| \phi(t) \right|^2 |\xi(t)|^2 \frac{dt}{t},$$

where $\phi(z) = \frac{1}{|\zeta(z)|} \phi(z)$.
so that \( \int_0^\infty \xi(t) \eta(t) \psi(t) \frac{dt}{t} = 1 \) (the integral defining \( c_{\phi, \psi} \) is finite by an argument similar to the one in the proof of Theorem 10.4.4. Analyticity of \( \eta \) follows by considering its Taylor series. Then

\[
\int_0^\infty \xi(tz) \eta(tz) \psi(tz) \frac{dt}{t} = 1, \quad z \in \Sigma_{\sigma},
\]

which is clear for \( z \in \mathbb{R} \setminus \{0\} \) and then in general by analytic continuation.

Let \( f \in H^1(\Sigma_{\sigma}) \cap H^\infty(\Sigma_{\sigma}) \). By Fubini’s theorem and the multiplicativity of the Dunford calculus

\[
f(A) = \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} f(z) R(z, A) \, dz
\]

\[
= \frac{1}{2\pi i} \int_0^\infty \int_{\partial \Sigma_{\sigma}} f(z) \xi(tz) \eta(tz) \psi(tz) R(z, A) \, dz \frac{dt}{t},
\]

(10.32)

For \( z \in \Sigma_{\sigma} \) set

\[
U(z) := \int_0^\infty \xi(tz) f(A) \eta(tA) \psi(tA) \frac{dt}{t},
\]

\[
L(z) := z R(z, A) U(z).
\]

An easy estimate using (10.9) shows that the operators \( U(z) \) thus defined are uniformly bounded, and by Fubini’s theorem

\[
f(A) \phi(sA)x = \int_0^\infty f(A) \xi(tA) \eta(tA) \psi(tA) \phi(sA)x \frac{dt}{t}
\]

\[
= \int_0^\infty \left( \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} \xi(tz) \phi(sz) R(z, A) \, dz \right) f(A) \eta(tA) \psi(tA) x \frac{dt}{t}
\]

\[
= \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} \phi(sz) R(z, A) \left( \int_0^\infty \xi(tz) f(A) \eta(tA) \psi(tA)x \frac{dt}{t} \right) \, dz
\]

\[
= \frac{1}{2\pi i} \int_{\partial \Sigma_{\sigma}} \phi(sz) R(z, A) U(z)x \, dz
\]

\[
= \frac{1}{2\pi i} \sum_{\epsilon = \pm 1} \int_0^\infty e^{\epsilon i\nu st} L(e^{-i\epsilon \nu t}) x \frac{dt}{t}
\]

\[
= \frac{1}{2\pi i} \sum_{\epsilon = \pm 1} \int_0^\infty e^{\epsilon i\nu t} L(e^{-i\epsilon \nu s^{-1}} t) x \frac{dt}{t}.
\]

(10.33)

Hence by Lemma 10.4.7,

\[
\| f(A)x \|_{\phi, A}
\]

\[
= \sup_{t > 0} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \epsilon_n f(A) \phi(2^n t A)x \right\|_{L^2(\Omega, X)}
\]
the functions

\[ \psi_t(z) = \frac{\phi^2(tz)}{\phi(z)}, \quad t > 0, \]

As a first application we now show that the supremum over \( t \) in the definition of the discrete square function norm \( \| \cdot \|_{\phi,A} \) can be eliminated under suitable assumptions on \( \phi \) and \( A \).

**Proposition 10.4.7.** Let \( A \) be an \( R \)-sectorial operator, let \( \omega_R(A) < \sigma < \pi \), and let \( \phi \in H^1(\Sigma_{\sigma}) \cap H^2(\Sigma_{\sigma}) \) be a zero-free function with the property that the functions

\[ \psi_t(z) = \frac{\phi^2(tz)}{\phi(z)}, \quad t > 0, \]

By another application of Lemma 10.4.7,

\[
\sup_{t > 0} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n U(e^{-i n^2 t}) x \right\|_{L^2(\Omega; X)}
\]

\[
= \sup_{t > 0} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n \int_0^\infty \xi(e^{-i n^2 s}) f(A) \eta(sA) \psi(sA) x \frac{ds}{s} \right\|_{L^2(\Omega; X)}
\]

\[
\leq \| \xi \|_{H^1(\Sigma_{\sigma})} \sup_{t > 0} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n f(A) \eta(2^m tA) \psi(2^m tA) x \right\|_{L^2(\Omega; X)}
\]

\[
\leq \| \xi \|_{H^1(\Sigma_{\sigma})} \sup_{t > 0} \mathcal{S}(\{ f(A) \eta(2^m tA) : m \in \mathbb{Z} \}) \| x \|_{\psi,A}.
\]

To estimate the \( R \)-bound uniformly in \( t > 0 \) we invoke Proposition 10.3.2, taking into account the estimate

\[
\sup_{t > 0} \int_{\partial \Sigma_{\sigma}} |f(z)||\eta(tz)| \frac{dz}{z} \leq c_{\phi,\psi}^{-1} \| f \|_{H^\infty(\Sigma_{\sigma})} \| \xi \psi \|_{H^1(\Sigma_{\sigma})}. \quad (10.34)
\]

This gives the desired \( R \)-boundedness, with estimate

\[
\mathcal{S}(\{ f(A) \eta(2^m tA) : n \in \mathbb{Z} \}) \leq \frac{1}{\pi} M_{\sigma,A} c_{\phi,\psi}^{-1} \| f \|_{H^\infty(\Sigma_{\sigma})} \| \xi \psi \|_{H^1(\Sigma_{\sigma})}.
\]

Putting together all the estimates we obtain part (1) with

\[
C_{\phi,\psi} = \frac{1}{\pi^2} \| \phi \|_{H^1(\Sigma_{\sigma})} \| \xi \|_{H^1(\Sigma_{\sigma})} \| \xi \psi \|_{H^1(\Sigma_{\sigma})} \| \xi \psi \|_{H^1(\Sigma_{\sigma})}^{-2} \| x \|_{L^2(\mathbb{R}_+, A)}^{-2}. \quad (10.35)
\]

As a first application we now show that the supremum over \( t \) in the definition of the discrete square function norm \( \| \cdot \|_{\phi,A} \) can be eliminated under suitable assumptions on \( \phi \) and \( A \).
10.4 Square functions and $H^\infty$-calculus

satisfy

$$\sup_{t \in [1,2]} \| \psi_t \|_{H^1(\Sigma_\sigma)} < \infty.$$ 

Then for all $x \in \text{Dom}(A) \cap \text{R}(A)$ we have an equivalence of norms

$$\| x \|_{\phi,A} \approx \sup_{N \geq 1} \left( \mathbb{E} \left\| \sum_{|n| \leq N} \epsilon_n \phi(2^n A)x \right\|^2 \right)^{1/2}$$

with constants independent of $x$. This proves the upper bound in (10.35). The lower bound (with constant 1) holds trivially.

It is easy to check that the condition on the $\psi_t$’s is satisfied for common choices such as $\phi(z) = z^\alpha e^{-z}$ and $\phi(z) = z^\alpha/(1 + z)^\beta$ for $0 < \alpha < \beta$.

**Proof.** We apply Proposition 10.3.2, which gives us

$$\mathcal{B}(\{\psi_t(2^n A) : n \in \mathbb{Z}, t \in [1,2]\}) \leq \frac{1}{\pi} M_{\sigma,A}^R \sup_{t \in [1,2]} \| \psi_t \|_{H^1(\Sigma_\sigma)} =: K.$$ 

For $x \in \text{Dom}(A) \cap \text{R}(A)$, by Proposition 10.4.6(3), with $C = (M_{\nu,A}^R)^2 C_{\phi,\xi}$ we obtain

$$\| x \|_{\phi,A} \leq C \| x \|_{\phi^2,A} = C \sup_{t \in [1,2]} \sup_{N \geq 1} \left( \mathbb{E} \left\| \sum_{|n| \leq N} \epsilon_n \phi^2(2^n t A)x \right\|^2 \right)^{1/2}$$

$$= C \sup_{t \in [1,2]} \sup_{N \geq 1} \left( \mathbb{E} \left\| \sum_{|n| \leq N} \epsilon_n \psi_t^n(2^n A)\phi(2^n A)x \right\|^2 \right)^{1/2}$$

$$\leq CK \sup_{N \geq 1} \left( \mathbb{E} \left\| \sum_{|n| \leq N} \epsilon_n \phi(2^n A)x \right\|^2 \right)^{1/2}.$$ 

\[\square\]

**Theorem 10.4.9 (Square function bounds imply $H^\infty$-calculus).** Let $A$ be an $R$-sectorial operator on a Banach space $X$. If, for some non-zero $\phi, \psi \in H^1(\Sigma_\sigma)$ with $\omega_R(A) < \sigma < \pi$, there exist constants $c_0, c_1 > 0$ such that

$$\| x \| \leq c_0 \| x \|_{\phi,A}, \text{ and } \| x \|_{\psi,A} \leq c_1 \| x \|, \quad x \in \text{Dom}(A) \cap \text{R}(A),$$

then $A$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus. In particular,

$$\omega_{H^\infty}(A) \leq \omega_R(A).$$
Proof. For \( f \in H^1(\Sigma_\sigma) \cap H^\infty(\Sigma_\sigma) \) and \( x \in D(A) \cap R(A) \), from our assumption and Proposition 10.4.6 we infer that
\[
\| f(A)x \| \leq c_0 \| f(A)x \|_{\phi,A} 
\leq c_0 C_{\phi,\psi}(M^R_{\sigma,A})^2 \| f \|_{H^\infty(\Sigma_\sigma)} \| x \|_{\psi,A} 
\leq c_0 c_1 C_{\phi,\psi}(M^R_{\sigma,A})^2 \| f \|_{H^\infty(\Sigma_\sigma)} \| x \|,
\]
where \( C_{\phi,\psi} \) is as in Proposition 10.4.6. This proves the result, with bound \( M^\infty_{\sigma,A} \leq c_0 c_1 C_{\phi,\psi}(M^R_{\sigma,A})^2 \).

\[\]
Definition 10.4.12 (Continuous square functions). Let $A$ be a sectorial operator on a Banach space $X$ and let $\omega(A) < \sigma < \pi$. The continuous square function norm of a vector $x \in X$ associated with a function $\phi \in H^1(\Sigma_\sigma)$ is defined by

$$\|x\|_{\phi,A} := \|t \mapsto \phi(tAx)\|_{\gamma(\mathbb{R}_+,\frac{dt}{t};X)}$$

whenever $t \mapsto \phi(tAx)x$ belongs to $\gamma(\mathbb{R}_+,\frac{dt}{t};X)$.

In order to state our results in their strongest possible form we will also need dual square functions. In order to introduce these we use the following terminology. For a measure space $(S, \Sigma, \mu)$ and a strongly $\mu$-measurable function $g : S \to X^*$ we say that $g$ belongs to $\gamma^*(S;X^*)$ if

$$\|g\|_{\gamma^*(S;X^*)} := \sup_{f \in \gamma(S;X)} \left| \int_S (f(s), g(s)) \, d\mu(s) \right| < \infty,$$

the supremum being taken over all strongly measurable functions that are weakly square integrable and belong to $\gamma(S;X)$. By density it suffices to consider simple functions in the supremum.

Definition 10.4.13 (Continuous dual square functions). Let $A$ be a densely defined sectorial operator on a Banach space $X$ and let $\omega(A) < \sigma < \pi$. The continuous dual square function norm of a vector $x^* \in X^*$ associated with a function $\phi \in H^1(\Sigma_\sigma)$ and $A$ is defined by

$$\|x^*\|_{\phi,A^*} := \|t \mapsto \phi(tA^*)x^*\|_{\gamma^*(\mathbb{R}_+,\frac{dt}{t};X^*)}$$

whenever $t \mapsto \phi(tA^*)x^*$ belongs to $\gamma^*(\mathbb{R}_+,\frac{dt}{t};X^*)$.

Typical choices in applications include

$$\phi(z) = z^\alpha (1 + z)^{-\beta}, \quad \phi(tA) = (tA)^\alpha (I + tA)^{-\beta};$$

$$\phi(z) = z^\alpha \exp(-z), \quad \phi(tA) = (tA)^\alpha \exp(-tA),$$

where $0 < \alpha < \beta$. For the negative Laplace operator $A = -\Delta$ on $X = L^p(\mathbb{R}^d)$, $1 < p < \infty$, the choice $\phi_k(z) = z^k \exp(-z)$ leads to a continuous square function norm equivalent to the classical Littlewood-Paley $g$-function norm of (10.30). To see this, recall that the radonifying norm in $L^p(\mathbb{R}^d)$-space can be computed using Proposition 9.3.2. Then

$$\left\| \left( \int_0^\infty |tk \frac{d^k}{dt^k} e^{-t\Delta} f|^2 \frac{dt}{t} \right)^{1/2} \right\|_{\gamma(\mathbb{R}_+,\frac{dt}{t};L^p(\mathbb{R}^d))} \approx \left\| t \mapsto tk \frac{d^k}{dt^k} e^{-t\Delta} f \right\|_{\gamma(\mathbb{R}_+,\frac{dt}{t};L^p(\mathbb{R}^d))} = \left\| t \mapsto \phi_k(tA) f \right\|_{\gamma(\mathbb{R}_+,\frac{dt}{t};L^p(\mathbb{R}^d))}.$$
We point out that the definition of continuous square functions is phrased in terms of membership of the space \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \). This space should be carefully distinguished from its larger variant \( \gamma_{\infty}(\mathbb{R}^+, \frac{dt}{t}; X) \). In most applications \( X \) has finite cotype or is even a UMD space, and in such cases both spaces are equal, with identical norms, by Theorem 9.1.20. In the case of a general Banach space \( X \), however, one must carefully distinguish between these spaces.

One of our main tools in the analysis of continuous square functions is the \( \gamma \)-multiplier theorem, Theorem 9.5.1, which asserts that \( \gamma \)-bounded pointwise multipliers act boundedly from \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \) into \( \gamma_{\infty}(\mathbb{R}^+, \frac{dt}{t}; X) \). This is only a minor inconvenience in the case of square functions, thanks to the following useful observation.

**Lemma 10.4.14.** Let \( A \) be a sectorial operator on a Banach space \( X \) and let \( \omega(A) < \sigma < \pi \). Then for all \( \phi \in H^1(\Sigma_\sigma) \) and \( x \in D(A) \cap R(A) \) the function \( t \mapsto \phi(tA)x \) defines an element of \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \).

**Proof.** Fix an \( x \in D(A) \cap R(A) \), say \( x = \zeta(A)y \) with \( \zeta(z) = z(1+z)^{-2} \). With \( \omega(A) < \nu < \sigma \), the Dunford calculus gives

\[
\phi(tA)x = \frac{1}{2\pi i} \int_{\partial \Sigma_\nu} \phi(tz)\zeta(z)R(z, A)y \, dz.
\]

As it was already observed before (see the discussion around Theorem 10.4.4), Proposition H.2.4 implies that \( t \mapsto \phi(tz) \) belongs to \( L^2(\mathbb{R}^+, \frac{dt}{t}) \). Then for each \( x_0 \in X \) the function \( t \mapsto \phi(tz) \otimes x_0 \) belongs to \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \) and by Proposition 9.1.3 its norm is given by

\[
\left\| t \mapsto \phi(tz) \otimes x_0 \right\|_{\gamma(\mathbb{R}^+, \frac{dt}{t}; X)} = \left\| t \mapsto \phi(tz) \right\|_{L^2(\mathbb{R}^+, \frac{dt}{t}; X)} \| x_0 \|.
\]

Applying this with \( x_0 = x_0(z) = R(z, A)y \), we may interpret the above Dunford integral as a Bochner integral in \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \). This shows that \( t \mapsto \phi(tA)x \in \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \) and

\[
\left\| t \mapsto \phi(tA)x \right\|_{\gamma(\mathbb{R}^+, \frac{dt}{t}; X)} \leq \frac{1}{2\pi} \int_{\partial \Sigma_\nu} \left\| t \mapsto \phi(tz)\zeta(z)R(z, A)y \right\|_{\gamma(\mathbb{R}^+, \frac{dt}{t}; X)} \, |dz|
\]

\[
\leq \frac{M_{\nu, A}}{2\pi} \int_{\partial \Sigma_\nu} \left\| t \mapsto \phi(tz) \right\|_{L^2(\mathbb{R}^+, \frac{dt}{t}; X)} \| \zeta(z) \| \| y \| \, |dz|
\]

\[
\leq \frac{M_{\nu, A}}{\pi} \| \phi \|_{H^2(\Sigma_\nu)} \| \zeta \|_{H^1(\Sigma_\sigma)} \| y \|.
\]

\( \square \)

Our first result relating discrete and continuous square functions is as follows. A further comparison will be given in Proposition 10.4.20.
Proposition 10.4.15. Let \( A \) be a sectorial operator on a Banach space \( X \) and let \( \omega(A) < \sigma < \pi \). For \( \phi \in H^1(\Sigma_\sigma) \) and \( 0 < \delta < \omega(A) - \sigma \) set \( \phi_{\pm \delta}(z) = \phi(e^{\pm \delta} z) \). Then,

1. without any additional assumptions, for all \( x \in D(A) \cap R(A) \) we have
   \[
   \|x\|_{\phi,A} \lesssim_\delta (\|x\|_{\phi_{-\delta},A} + \|x\|_{\phi_{\delta},A});
   \]
2. if \( X \) has finite cotype, then for all \( x \in D(A) \cap R(A) \) we have
   \[
   \|x\|_{\phi,A} \lesssim_\delta C_X \sup_{|\beta| < \delta} \|x\|_{\phi_{\beta},A};
   \]
3. if \( A \) is densely defined, then for all \( x^* \in D(A^*) \cap R(A^*) \) we have
   \[
   \|x^*\|_{\phi,A^*} \lesssim_\delta \sup_{|\beta| < \delta} \|x^*\|_{\phi_{\beta},A^*}.
   \]

Proof. (1): We have

\[
\|x\|_{\phi,A} = \sup_{t \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n \phi(2^n t A) x \right\|_{L^2(\Omega; X)}
\leq \frac{1}{\|\gamma\|_1} \sup_{t \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \gamma_n \phi(2^n t A) x \right\|_{L^2(\Omega; X)}
\lesssim_\delta (\|x\|_{\phi_{-\delta},A} + \|x\|_{\phi_{\delta},A}),
\]

where the last estimate follows from the sectorial version of Lemma 9.7.10.

(2): By the sectorial version of Proposition 9.7.20 we obtain

\[
\|x\|_{\phi,A} \lesssim_\delta \sup_{|\beta| < \delta} \sup_{t \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \gamma_n \phi(t 2^n e^{i \beta} A) x \right\|_{L^2(\Omega; X)}
\lesssim_\delta C_X \sup_{|\beta| < \delta} \sup_{t \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n \phi(t 2^n e^{i \beta} A) x \right\|_{L^2(\Omega; X)}
= C_X \sup_{|\beta| < \delta} \|x\|_{\phi_{\beta},A},
\]

where in the second step we applied the finite cotype of \( X \) to estimate the Gaussian sequence by a Rademacher sequence (see Corollary 7.2.10).

(3): By the sectorial version of Proposition 9.7.19,

\[
\|x^*\|_{\phi,A^*} \lesssim_\delta \sup_{|\beta| < \delta} \sup_{t \in [1,2]} \sup_{N \geq 1} \left\| \sum_{|n| \leq N} \varepsilon_n \phi(t 2^n e^{i \beta} A^*) x^* \right\|_{L^2(\Omega; X^*)}
= \sup_{|\beta| < \delta} \|x^*\|_{\phi_{\beta},A^*}.
\]
We can now prove the following continuous analogue of Theorem 10.4.4.

**Theorem 10.4.16 (\(H^\infty\)-calculus implies square function bounds).** Let \(A\) be a sectorial operator with a bounded \(H^\infty(\Sigma_{\vartheta})\)-calculus on a Banach space \(X\) with finite cotype, and let \(\omega_{H^\infty}(A) < \sigma < \vartheta < \pi\). Let \(\phi \in H^1(\Sigma_{\vartheta})\).

1. If \(X\) has finite cotype, then for all \(x \in D(A) \cap R(A)\) we have
   \[\|t \mapsto \phi(tA)x\|_{\gamma(\mathbb{R}_+, \frac{\vartheta}{\pi}; X)} \leq C_{\sigma, \vartheta} C_X M_{\sigma, \vartheta} \|\phi\|_{H^1(\Sigma_{\vartheta})} \|x\|\.
   \]
2. If \(A\) is densely defined, then for all \(x^* \in D(A^*) \cap R(A^*)\),
   \[\|t \mapsto \phi(tA^*)x^*\|_{\gamma(\mathbb{R}_+, \frac{\vartheta}{\pi}; X^*)} \leq C_{\sigma, \vartheta} M_{\sigma, \vartheta} \|\phi\|_{H^1(\Sigma_{\vartheta})} \|x^*\|\.
   \]
3. If \(A\) is densely defined and \(\phi \neq 0\), then for all \(x \in D(A) \cap R(A)\) we have
   \[\|x\| \leq C_{\sigma, \vartheta} C_{\phi} M_{\sigma, \vartheta} \|\phi\|_{H^1(\Sigma_{\vartheta})} \|x\|_{\gamma(\mathbb{R}_+, \frac{\vartheta}{\pi}; X)}\]
   where \(C_{\phi} = \|\phi\|_{H^1(\Sigma_{\vartheta})}\|\phi\|_{L^2(\mathbb{R}_+, \frac{\vartheta}{\pi})}^{-2}\).

In all three parts, membership of \(t \mapsto \phi(tA)x\) of the respective spaces is part of the assertion.

**Proof.** (1): By density it suffices to consider \(x \in D(A) \cap R(A)\). Let \(\delta > 0\) be such that \(\vartheta - \delta > \sigma\) (for instance \(\delta = (\vartheta - \sigma)/2\)). Since by Proposition 10.4.15(2),
\[\|x\|_{\phi, \delta} \leq C_X \sup_{|\beta| < \delta} \|x\|_{\phi, \beta, A},\]
it suffices to estimate \(\|x\|_{\phi, \beta, A}\) uniformly for \(|\beta| < \delta\). Since
\[\|\phi\|_{H^1(\Sigma_{\vartheta})} \leq \|\phi\|_{H^1(\Sigma_{\vartheta})},\]
it follows from Theorem 10.4.4(1) that
\[\|x\|_{\phi, \beta, A} \leq C_{\sigma, \vartheta} M_{\sigma, \vartheta} \|\phi\|_{H^1(\Sigma_{\vartheta})} \|x\|\]
with a constant depending on \(\sigma, \vartheta\) but independent of \(\beta\).

(2): This can be proved in the same way by using Proposition 10.4.15(3) and Theorem 10.4.4(2) instead.

(3): Since we take \(x \in D(A) \cap R(A)\), Lemma 10.4.14 guarantees that \(\phi(tA)x \in \gamma(\mathbb{R}_+, \frac{\vartheta}{\pi}; X)\). Let \(\psi \in H^1(\Sigma_{\vartheta})\) be given by \(\psi(z) = c^{-1}\phi(z)\) with \(c = \int_0^\infty |\phi(t)|^2 \frac{dt}{t}\). For all \(x^* \in D(A^*) \cap R(A^*)\), from the reproducing formula of Proposition 10.2.5 we obtain
\[|\langle x, x^* \rangle| = \left| \int_0^\infty \langle \phi(tA)\psi(tA)x, x^* \rangle \frac{dt}{t} \right|\]
\[ \| t \mapsto \phi(tA)x \|_{\gamma(\mathbb{R}^+, \frac{\mu}{\lambda}; X)} \leq \| t \mapsto \psi(tA)^*x^* \|_{\gamma^*(\mathbb{R}^+, \frac{\mu}{\lambda}; X^*)}. \]

By (2),
\[ \| \psi(tA)^*x^* \|_{\gamma^*(\mathbb{R}^+, \frac{\mu}{\lambda}; X^*)} \leq C_{\phi, \sigma} M_{(\sigma, A)}^\infty \| \phi \|_{H^1(\Sigma_\nu)} \| x^* \|. \]

Therefore,
\[ |\langle x, x^* \rangle| \leq C_{\phi, \sigma} M_{(\sigma, A)}^\infty c^{-1} \| \phi \|_{H^1(\Sigma_\nu)} \| x \|_{\phi, A} \| x^* \|. \]

Taking the supremum over all \( x^* \in D(A^*) \cap R(A^*) \) of norm \( \leq 1 \), from Lemma 10.2.19 we infer
\[ \| x \| \leq 2 C_{\phi, \sigma} M_{(\sigma, A)}^\infty M_{(\sigma, A)}^\infty c^{-1} \| \phi \|_{H^1(\Sigma_\nu)} \| x \|_{\phi, A}. \]

\[ \square \]

Our next aim is to prove that boundedness of continuous square functions implies the boundedness of the \( H^\infty \)-calculus. Here we will follow the same strategy as in the discrete setting. The following result is the continuous analogue of Proposition 10.4.6.

Let \( M_{(\sigma, A)}^\gamma \) denote the \( \gamma \)-bound of the set \( \{ z R(z, A) : z \in \mathbb{C} \Sigma_\nu \} \).

**Proposition 10.4.17 (Equivalence of continuous square functions).** Let \( A \) be a \( \gamma \)-sectorial operator on \( X \) and let \( \omega_\nu(A) < \nu < \sigma < \pi \). Fix arbitrary \( \phi, \psi \in H^1(\Sigma_\nu) \), with \( \psi \neq 0 \). Then the following assertions hold:

1. for all \( f \in H^1(\Sigma_\nu) \cap H^\infty(\Sigma_\nu) \) and \( x \in D(A) \cap R(A) \) we have
   \[ \| f(A)\phi(A)x \|_{\gamma(\mathbb{R}^+, \frac{\mu}{\lambda}; X)} \leq C_{\phi, \psi}(M_{(\sigma, A)}^\gamma)^2 \| f \|_{H^\infty(\Sigma_\nu)} \| \psi(A)x \|_{\gamma(\mathbb{R}^+, \frac{\mu}{\lambda}; X)}. \]

2. if both \( \phi \) and \( \psi \) are non-zero, then for all \( x \in D(A) \cap R(A) \) we have an equivalence of norms
   \[ \| \phi(tA)x \|_{\gamma(L^2(\mathbb{R}^+, \frac{\mu}{\lambda}), X)} \approx \| \psi(tA)x \|_{\gamma(L^2(\mathbb{R}^+, \frac{\mu}{\lambda}), X)} \]
   with constants independent of \( x \).

In the proof we use the following lemma.

**Lemma 10.4.18.** For any \( h \in L^1(\mathbb{R}^+, \frac{dt}{t}) \), the operator \( S_h \) on \( L^2(\mathbb{R}^+, \frac{dt}{t}) \otimes X \) defined by
\[ S_h(u \otimes x)(s) := \left( \int_0^s h(st)u(t) \frac{dt}{t} \right) \otimes x, \quad s > 0, \]
extends uniquely to a bounded operator on \( \gamma(\mathbb{R}^+, \frac{dt}{t}; X) \) of norm \( \| S_h \| \leq \| h \|_{L^1(\mathbb{R}^+, \frac{dt}{t})}. \)
Proof. By Theorem 9.6.1 it suffices to show that \( u \mapsto \int_0^{\infty} h(t)u(t) \frac{dt}{t} \) defines a bounded operator on \( L^2(\mathbb{R}_+, \frac{dt}{t}) \). Let \( c = \|h\|_{L^1(\mathbb{R}_+, \frac{dt}{t})} \). By Jensen’s inequality and Fubini’s theorem, for all \( u \in L^2(\mathbb{R}_+, \frac{dt}{t}) \) we have

\[
\int_0^{\infty} \int_{0}^{\infty} h(st)u(t) \frac{dt}{ct} \frac{ds}{s} \leq \int_0^{\infty} \int_{0}^{\infty} |h(st)||u(t)|^2 \frac{dt}{ct} \frac{ds}{s} = \int_0^{\infty} |u(t)|^2 \frac{dt}{t}.
\]

This gives the result. \( \square \)

Proof of Proposition 10.4.17. As in the discrete case we only need to prove assertion (1). Since \( x \in D(A) \cap R(A) \), all square functions are well defined by Lemma 10.4.14. It was shown in the proof of Proposition 10.4.6 (see (10.33)), using the same notation introduced there, that

\[
f(A)\phi(sA) = \frac{1}{2\pi i} \int_{\partial \Sigma_v} \phi(sz)R(z, A)U(z) \, dz
= \frac{1}{2\pi i} \sum_{\epsilon = \pm 1} \int_0^{\infty} e^{\phi(st)e^{-i\epsilon \nu}t} e^{-i\epsilon \nu} R(te^{-i\epsilon \nu}, A)U(te^{-i\epsilon \nu}) \frac{dt}{t}.
\]

Using Lemma 10.4.18, the \( \gamma \)-multiplier theorem (Theorem 9.5.1 applied in combination with Lemma 10.4.14), the \( \gamma \)-sectoriality of \( A \), and Lemma 10.4.18 once again, we obtain

\[
\|t \mapsto f(A)\phi(tA)x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}
\leq \frac{1}{\pi} \|\phi\|_{H^1(\Sigma_v)} \sup_{\epsilon \in \{-1, 1\}} \|t \mapsto tR(te^{i\epsilon \nu}, A)U(te^{i\epsilon \nu})x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}
\leq \frac{1}{\pi} M_{\nu, A}^\gamma \|\phi\|_{H^1(\Sigma_v)} \sup_{\epsilon \in \{-1, 1\}} \|t \mapsto U(te^{i\epsilon \nu})x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}
\leq \frac{1}{\pi} M_{\nu, A}^\gamma \|\phi\|_{H^1(\Sigma_v)} \|\xi\|_{H^1(\Sigma_v)} \|t \mapsto f(A)\eta(tA)\psi(tA)x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}.
\]

In view of the \( \gamma \)-multiplier theorem, it remains to be shown that \( \{f(A)\eta(tA) : t > 0\} \) is \( \gamma \)-bounded. But this follows from the analogue of Proposition 10.3.2 for \( \gamma \)-boundedness, taking into account the estimate (10.34). The \( \gamma \)-multiplier theorem applied in combination with Lemma 10.4.14, now gives

\[
\|t \mapsto f(A)\eta(tA)\psi(tA)x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}
\leq \frac{1}{\pi} (M_{\nu, A}^\gamma)^2 \|f\|_{H^\infty(\Sigma_v)} \|\phi\|_{H^1(\Sigma_v)} \|\xi\|_{H^1(\Sigma_v)} \|t \mapsto \psi(tA)x\|_{\gamma(\mathbb{R}_+, \frac{dx}{x})}.
\]

After letting \( \nu \uparrow \sigma \), this proves (1) with constant \( C_{\phi, \psi} \) as in (10.35). \( \square \)

The next result is a continuous time version of Theorem 10.4.9 and a converse to Theorem 10.4.16.
Theorem 10.4.19 (Square function bounds imply $H^\infty$-calculus). Let $A$ be a $\gamma$-sectorial operator on a Banach space $X$. If, for some non-zero $\phi, \psi \in H^1(\Sigma)$ with $\omega_\gamma(A) < \sigma < \pi$, for all $x \in D(A) \cap R(A)$ we have
\[
\|x\| \leq c_0 \|t \mapsto \phi(tA)x\|_{\gamma(R_+, \mathbb{T}; X)}\text{ and } \|t \mapsto \psi(tA)x\|_{\gamma(R_+, \mathbb{T}; X)} \leq c_1 \|x\|,
\]
then $A$ has a bounded $H^\infty(\Sigma)$-calculus. In particular,
\[
\omega_{H^\infty}(A) \leq \omega_\gamma(A).
\]
Recall from Corollary 10.4.10 that $\omega_{H^\infty}(A) = \omega_\gamma(A)$ if we make the additional assumption that $X$ has the triangular contraction property.

Proof. Fix an arbitrary $\omega_\gamma(A) < \nu < \sigma$. For $f \in H^1(\Sigma) \cap H^\infty(\Sigma)$ and $x \in D(A)$, from Proposition 10.4.17 we infer that
\[
\|f(A)x\| \leq c_0 \|t \mapsto f(tA)x\|_{\gamma(R_+, \mathbb{T}; X)} \leq c_0 C_{\phi, \psi}(M_\sigma^A)^2 \|f\|_{H^\infty(\Sigma)} \|f\|\|t \mapsto \phi(tA)x\|_{\gamma(R_+, \mathbb{T}; X)} \leq c_0 c_1 C_{\phi, \psi}(M_\sigma^A)^2 \|f\|_{H^\infty(\Sigma)} \|x\|,
\]
where $C_{\phi, \psi}$ is as in Proposition 10.4.17. This proves the result, with bound $M_\nu^A \leq c_0 c_1 C_{\phi, \psi}(M_\sigma^A)^2$. □

In Proposition 10.4.15 we have compared discrete and continuous square functions at different angles. As a final result in this section we give conditions under which discrete and continuous square functions are actually equivalent for a fixed angle.

Proposition 10.4.20. Let $A$ be an $R$-sectorial operator on a Banach space $X$ with finite cotype. Let $\omega(A) < \sigma < \vartheta < \pi$. For all $\phi \in H^1(\Sigma)$ and $x \in D(A) \cap R(A)$ we have
\[
\|x\|_{\phi, A} \approx \|x\|_{\phi, A}
\]
with a constant independent of $x$.

Proof. By Proposition 10.4.15(2) and Proposition 10.4.6, we have
\[
\|x\|_{\phi, A} \lesssim \delta C_X \sup_{|\beta| < \delta} \|x\|_{\phi, A} \lesssim \delta \phi C_X (M_\nu^A)^2 C_{\phi, \delta} \|x\|_{\phi, A}.
\]
The converse estimate follows in the same way by instead applying Propositions 10.4.15(1) and 10.4.17. □
sectorial operators on Hilbert spaces revisited

In Hilbert spaces, square function estimates take a particularly simple form, since by Proposition 9.2.9 we have

\[ L^2(\mathbb{R}_+, \frac{dt}{t}; H) \simeq \gamma(\mathbb{R}_+, \frac{dt}{t}; H) \]

isometrically. For this reason, they are sometimes referred to as quadratic estimates. Before coming to the main results, we also recall Proposition 10.1.9, which implies that sectorial operators in Hilbert spaces are densely defined and satisfy \( \mathcal{D}(A) \cap \mathcal{R}(A) = \mathcal{R}(A) \).

We have the following fundamental characterisation of sectorial Hilbert space operators with a bounded \( H^\infty \)-calculus of angle less than \( \frac{1}{2} \pi \).

**Theorem 10.4.21 (McIntosh).** For a sectorial operator \( A \) on a Hilbert space \( H \) the following assertions are equivalent:

1. \( A \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus for some \( \sigma \in (\omega(A), \pi) \);
2. \( A \) has a bounded \( H^\infty(\Sigma_\sigma) \)-calculus for all \( \sigma \in (\omega(A), \pi) \);
3. for some \( \sigma \in (\omega(A), \pi) \) and some non-zero \( \phi, \psi \in H^1(\Sigma_\sigma) \) there exist constants \( c_0 \geq 0 \) and \( c_1 \geq 0 \) such that

\[ \|x\| \leq c_0 \| t \mapsto \phi(tA)x \|_{L^2(\mathbb{R}_+, \frac{dt}{t}; H)} \quad \text{and} \quad \|t \mapsto \psi(tA)x\|_{L^2(\mathbb{R}_+, \frac{dt}{t}; H)} \leq c_1 \|x\| \]

for all \( x \in \mathcal{R}(A) \);
4. for all \( \sigma \in (\omega(A), \pi) \) and all non-zero \( \phi, \psi \in H^1(\Sigma_\sigma) \) there exist constants \( c_0 \geq 0 \) and \( c_1 \geq 0 \) such that

\[ \|x\| \leq c_0 \| t \mapsto \phi(tA)x \|_{L^2(\mathbb{R}_+, \frac{dt}{t}; H)} \quad \text{and} \quad \|t \mapsto \psi(tA)x\|_{L^2(\mathbb{R}_+, \frac{dt}{t}; H)} \leq c_1 \|x\| \]

for all \( x \in \mathcal{R}(A) \).

Moreover, we have equality of the bounds

\[ \omega_{H^\infty}(A) = \omega_R(A) = \omega_\gamma(A) = \omega(A). \]

**Proof.** The equality \( \omega_R(A) = \omega_\gamma(A) = \omega(A) \) is an immediate consequence of the fact that the notions of \( R \)-sectoriality, \( \gamma \)-sectoriality and sectoriality coincide in Hilbert spaces by Theorem 8.1.3.

(1) \( \Rightarrow \) (3) and (2) \( \Rightarrow \) (4): These implications follow from Theorem 10.4.16.

(3) \( \Rightarrow \) (2): This follows from Theorem 10.4.19 which also gives the inequality \( \omega_{H^\infty}(A) \leq \omega(A) \); the converse inequality holds trivially.

(2) \( \Rightarrow \) (1) and (4) \( \Rightarrow \) (3): These implications are trivial. \( \square \)

If \( -A \) is the generator of a \( C_0 \)-semigroup of contractions on Hilbert space, then \( A \) has a bounded \( H^\infty \)-calculus with \( \omega_{H^\infty}(A) \leq \frac{1}{2} \pi \) by Theorem 10.2.24. The next result shows that in the case \( \omega(A) < \frac{1}{2} \pi \), this actually gives a characterisation of the boundedness of the \( H^\infty \)-calculus.
Theorem 10.4.22 (Le Merdy). A be a sectorial operator on a Hilbert space $H$ with dense range and which satisfies $\omega(A) < \frac{1}{2} \pi$. Then the following assertions are equivalent:

1. $A$ has a bounded $H^\infty$-calculus;
2. $-A$ generates a $C_0$-semigroup with respect to some equivalent Hilbertian norm on $H$.

Proof. (1) $\Rightarrow$ (2): By Theorem 10.4.21 we have $\omega_H(A) = \omega(A) < \frac{1}{2} \pi$. Furthermore, Lemma 10.2.8, for the function $\varphi(z) = z \exp(-z)$ we have $\varphi(tA) = tAS(t)$, $t \geq 0$, where $(S(t))_{t \geq 0}$ denotes the bounded analytic $C_0$-semigroup generated by $-A$ (see Theorem G.5.2). By Theorem 10.4.16,

$$||x|| := \left\| t \mapsto \varphi(tA)x \right\|_{L^2(\mathbb{R}^+, H)} = \left\| t \mapsto t^{1/2}AS(t)x \right\|_{L^2(\mathbb{R}^+, H)}$$

defines an equivalent Hilbertian norm on $H$, and the estimate

$$||S(s)x|| = \left\| t \mapsto t^{1/2}AS(s + t)x \right\|_{L^2(\mathbb{R}^+, H)} \leq \left\| t \mapsto t^{1/2}AS(t)x \right\|_{L^2(\mathbb{R}^+, H)} = ||x||$$

shows that $(S(t))_{t \geq 0}$ is contractive in this norm.

(2) $\Rightarrow$ (1): This follows from Theorem 10.2.24.

Square functions and $H^\infty$-calculus in $L^p$-spaces

Theorem 10.4.23. Let $(S, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space and $p \in (1, \infty)$. Let $A$ be a sectorial operator on $L^p(S)$. Consider the following assertions for $\sigma, \vartheta \in (\omega(A), \pi)$:

1. $A$ has a bounded $H^\infty(\Sigma_\sigma)$-calculus;
2. $A$ is $R$-sectorial with $\omega_R(A) < \vartheta$ and for some (equivalently, all) non-zero $\phi \in H^1(\Sigma_\sigma)$ there exist constants $C_0$ and $C_1$ such that

$$C_0^{-1}||x||_p \leq \left\| \int_0^\infty |\phi(tA)x|^2 \, dt \right\|^{1/2}_p \leq C_1||x||_p$$

for all $x \in \mathcal{R}(A)$.

Then (1) $\Rightarrow$ (2) holds if $\vartheta > \sigma$, and (2) $\Rightarrow$ (1) holds if $\sigma \geq \vartheta$.

The constants in (2) can be taken as $C_0 = ||\phi||_{L^2(\mathbb{R}^+, H)}^{-2}C$ and $C_1 = C_\vartheta C$, where $C := C_{\vartheta, \sigma}M_{\sigma, A}^\infty M_{\sigma, A}||\phi||_{H^1(\Sigma_\sigma)}$. The theorem remains true if $L^p(S)$ is replaced by any reflexive Banach function space with finite cotype.

Proof. Since $L^p(S)$ is reflexive, $\mathcal{D}(A)$ is dense by Proposition 10.1.9. Since $L^p(S)$ has the triangular contraction principle and finite cotype, the implication (1) $\Rightarrow$ (2) for $\vartheta > \sigma$ is immediate from Theorems 10.3.4 ($R$-sectoriality) and 9.3.8 and 10.4.16 (square function estimates). The implication (2) $\Rightarrow$ (1) for $\sigma \geq \vartheta$ follows from Theorem 10.4.19, recalling that $R$-sectoriality implies $\gamma$-sectoriality.  

$\Box$
Similarly, Theorem 10.3.4 and Corollary 10.4.10 imply the following result.

**Theorem 10.4.24.** Let \((S, \mathcal{A}, \mu)\) be a \(\sigma\)-finite measure space and \(p \in (1, \infty)\). Let \(A\) be a sectorial operator with dense range and with a bounded \(H^\infty(\Sigma_\sigma)\)-calculus on \(L^p(S)\). Then \(A\) is \(R\)-sectorial, \(\omega_R(A) = \omega_{H^\infty}(A)\) and the set

\[
\{ f(A) : f \in H^\infty(\Sigma_\sigma), \| f \|_{H^\infty(\Sigma_\sigma)} \leq 1 \}
\]

is \(R\)-bounded, with \(R\)-bound at most \(C_{\eta,\sigma}(M_{\eta,A}^\infty)^2C_p\), for any \(\omega(A) < \eta < \sigma\).

### 10.4.c The quadratic \(H^\infty\)-calculus

In the preceding subsection we have characterised, under suitable assumptions on \(A\) and \(X\), the boundedness of the \(H^\infty\)-calculus of a sectorial operator \(A\) on \(X\) in terms of continuous square function estimates of the form

\[
\| t \mapsto \phi(tA)x \|_{\gamma(\mathbb{R}_+, \frac{dt}{t}; X)} \sim \| x \|
\]

under the assumption \(\phi \in H^1(\Sigma)\) for a suitable sector \(\Sigma\). By restriction, such functions belong to \(H^\infty(\Sigma')\), and hence to \(H^p(\Sigma')\) for all \(1 < p < \infty\), for any sector \(\Sigma'\) properly contained in \(\Sigma\) (see Proposition H.2.4). In particular they belong to \(H^2(\Sigma')\), and the quadratic nature of square functions prompts the natural question whether the above equivalence of norms extends to arbitrary functions \(\phi \in H^2(\Sigma)\). The affirmative answer to this question will be deduced from another result, which is of considerable interest in itself: the mapping \(\phi \mapsto \phi(A)\), viewed as a bounded mapping

\[
H^\infty(\Sigma) \to \mathcal{L}(X),
\]

extends to a bounded linear mapping

\[
H^\infty(\Sigma; H^*) \to \mathcal{L}(X, \gamma(H, X))
\]

for any Hilbert space \(H\), provided \(X\) has finite cotype. Taking \(H = L^2(\mathbb{R}_+, \frac{dt}{t})\) will answer the question above (see Theorem 10.4.27).

**Theorem 10.4.25 (Haak and Haase, Le Merdy).** Let \(A\) be a sectorial operator on a Banach space \(X\) with finite cotype \(q\), with dense range and dense domain, and assume that \(A\) has a bounded \(H^\infty(\Sigma_\sigma)\)-functional calculus. Let \(H\) be a Hilbert space, let \(\sigma < \vartheta < \pi\), and define, for \(F \in H^\infty(\Sigma_\sigma; H^*)\), the operator \(F(A) : X \to \mathcal{L}(H, X)\) by

\[
[F(A)x]h := \langle h, F(A)x \rangle, \quad x \in X, \ h \in H.
\]

Then \(F(A)\) maps \(X\) into \(\gamma(H, X)\) boundedly and

\[
\| F(A) \|_{\mathcal{L}(X, \gamma(H, X))} \leq C_{q, X} C_{\sigma, \vartheta}(M_{\sigma, A}^\infty)^2 \| F \|_{H^\infty(\Sigma_\sigma; H^*)},
\]

where \(C_{q, X} = 2c_{q, X} q^{1/q} \| \gamma \|_{2q}\), where \(\gamma\) is a standard Gaussian variable.
We start with a preliminary result on sequences of holomorphic functions which is an analogue of Lemma 10.3.8(1).

**Lemma 10.4.26.** Let $A$ be a sectorial operator with a bounded $H^\infty(\Sigma_\sigma)$-functional calculus on a Banach space $X$. Let $f = (f_n)_{n \geq 1} \in H^\infty(\Sigma_\sigma; \ell^1)$. Then for all finite sets $I \subseteq \mathbb{N}_{\geq 0}$ and scalars $|\alpha_n| \leq 1 \ (n \in I)$,

$$
\left\| \sum_{n \in I} \alpha_n f_n(A)x \right\| \leq M_{\sigma,A}^\infty \|f\|_{H^\infty(\Sigma_\sigma; \ell^1)} \|x\|, \quad x \in \overline{D(A) \cap \text{R}(A)}.
$$

**Proof.** Let $I \subseteq \mathbb{N}$ be finite and let $\phi_I = \sum_{n \in I} \alpha_n f_n$. Then $\phi_I \in H^\infty(\Sigma_\sigma)$ and $\|\phi_I\|_{H^\infty(\Sigma_\sigma)} \leq \|f\|_{H^\infty(\Sigma_\sigma; \ell^1)}$. Therefore, for all $x \in \overline{D(A) \cap \text{R}(A)}$,

$$
\left\| \sum_{n \in I} \alpha_n f_n(A)x \right\| = \|\phi_I(A)x\| \leq M_{\sigma,A}^\infty \|f\|_{H^\infty(\Sigma_\sigma; \ell^1)} \|x\|
$$

by the boundedness of the $H^\infty$-calculus. \qed

Lemma 10.4.26 is the only place where the boundedness of the functional calculus is used.

**Proof of Theorem 10.4.25.** We may assume that $\|F\|_{H^\infty(\Sigma_\sigma; H^r)} = 1$. By Theorem H.3.1, $F$ admits a representation of the form

$$
F(z) = \sum_{n \geq 1} f_n(z)g_n(z)h_n^*, \quad z \in \Sigma_\sigma,
$$

where $\|(f_n)_{n \geq 1}\|_{H^\infty(\Sigma_\sigma; \ell^1)} \leq 1$, $\|(g_n)_{n \geq 1}\|_{H^\infty(\Sigma_\sigma; \ell^1)} \leq 1$, and $\|h_n^*\| \leq C_{\sigma,\vartheta}$. Moreover, by the properties of the functional calculus (see Theorem 10.2.13), for all $h \in H$ and $x \in X$ we have

$$
[(h, F)](A)x = \sum_{n \geq 1} \langle h, h_n^* \rangle f_n(A)g_n(A)x.
$$

Let $(h_j)_{j \in J}$ be a finite orthonormal system in $H$ and let $(\gamma_j)_{j \geq 1}$ be a Gaussian sequence on a probability space $(\Omega, \mathcal{F})$. For $n \geq 1$ put

$$
\hat{\gamma}_n := \sum_{j \in J} \gamma_j \langle h_j, h_n^* \rangle.
$$

Then each $\hat{\gamma}_n$ is a Gaussian random variable and for all $r \in [1, \infty)$ we have

$$
\|\hat{\gamma}_n\|_r = \|\gamma\|_r \left( \sum_{j \in J} |\langle h_j, h_n^* \rangle|^2 \right)^{1/2} \leq \|\gamma\|_r \|h_n^*\| \leq C_{\sigma,\vartheta} \|\gamma\|_r. \quad (10.36)
$$

Using the identity $[F(A)](A)x = [(h, F)](A)x$ and the representation formula for $F$, we obtain
where the constants $t_a$ bounded

Theorem 10.4.27

Next we consider the special case

where the supremum extends over all finite orthonormal systems $h = (h_j)_{j \in J}$ in $H$. This proves the required result, since by Theorem 9.1.20 we have $\gamma(H, X) = \gamma(H, X)$, for the finite cotype assumption implies that $X$ does not contain an isomorphic copy of $c_0$. \qed

Next we consider the special case $H = L^2(\mathbb{R}_+, \frac{dt}{t})$ and obtain the announced extension of Theorem 10.4.161 to functions $\phi \in H^2(\Sigma_\sigma)$.

Theorem 10.4.27 ($\gamma$-Square functions). Let $A$ be a sectorial operator with a bounded $H^\infty(\Sigma_\sigma)$-calculus on a Banach space $X$ with finite cotype $q$. Let $0 < \sigma < \vartheta < \pi$. For all $\phi \in H^2(\Sigma_\sigma)$ and all $x \in \mathcal{D}(A) \cap \mathcal{R}(A)$ the function $t \mapsto \phi(tA)x$ belongs to $\gamma(\mathbb{R}_+, \frac{dt}{t}, X)$ and

$$
\left\| t \mapsto \phi(tA)x \right\|_{\gamma(\mathbb{R}_+, \frac{dt}{t}, X)} \leq C_{q, \Sigma, \vartheta} C_{\Sigma, \vartheta}^2 \| \phi \|_{H^2(\Sigma_\sigma)} \| x \|
$$

where the constants $C_{q, \Sigma}$ and $C_{\Sigma, \vartheta}$ are as in Theorem 10.4.25.
Then that the following two-sided estimate holds for all operator with dense range, and which satisfies Theorem 10.4.28.

The theorem is concerned with what happens if a two-sided square function $x$ for all $x > 0$ where $z$ due to Le Merdy describing a situation where this happens. It prominently is quite a useful piece of information. In this section we present a theorem of when one knows that property, then $ab$ bounded.

In the previous section it has been shown that if $A$ is densely defined and has a bounded $H^\infty$-calculus on a Banach space with the triangular contraction property, then $A$ is $R$-sectorial and $\omega_R(A) = \omega_{H^\infty}(A)$. In many applications one knows that $\omega(A) < \frac{1}{2}\pi$, for instance when $A$ is given by a sectorial form of when $-A$ generates a bounded analytic $C_0$-semigroup (see Appendix G for the precise statements). In such situations it is natural to ask whether one also has $\omega_R(A) = \omega_{H^\infty}(A) < \frac{1}{2}\pi$. Since there are many interesting holomorphic functions which are bounded on every proper subsector of $\mathbb{C}_+$, such as $z^\alpha \exp(-z)$ with $\alpha > 0$, knowing that the angles are strictly smaller than $\frac{1}{2}\pi$ is quite a useful piece of information. In this section we present a theorem due to Le Merdy describing a situation where this happens. It prominently features the functions

$$\varphi_\alpha(z) := z^\alpha \exp(-z), \quad z \in \mathbb{C}_+,$$

where $\alpha > 0$. If $\omega(A) < \frac{1}{2}\pi$, then the operators $\varphi_\alpha(tA)$ are well defined for all $t > 0$ by the Dunford calculus, and Lemma 10.4.14 shows that if all $x \in \text{Dom}(A) \cap \text{R}(A)$, then the function $t \mapsto \varphi_\alpha(tA)x$ belongs to $\gamma(\mathbb{R}_+, \frac{dt}{t}; X)$. The theorem is concerned with what happens if a two-sided square function estimate holds:

**Theorem 10.4.28 (Le Merdy).** Let $A$ be a densely defined sectorial operator with dense range, and which satisfies $\omega(A) < \frac{1}{2}\pi$, on a Banach space $X$ with Pisier’s contraction property. Suppose there is a constant $C > 0$ such that the following two-sided estimate holds for all $x \in \text{Dom}(A) \cap \text{R}(A)$:

$$C^{-1}\|x\| \leq \|t \mapsto \varphi_1(tA)x\|_{\gamma(\mathbb{R}_+, \frac{dt}{t}; X)} \leq C\|x\|. \quad (10.37)$$

Then $A$ is $R$-sectorial and has a bounded $H^\infty$-calculus, and we have

$$\omega_R(A) = \omega_{H^\infty}(A) < \frac{1}{2}\pi.$$
All the steps in the proof rely on explicit quantitative estimates involving the relevant constants, namely, the angle of sectoriality $\omega(A)$, the sectoriality constants $M_{\sigma, A}$ for $\omega(A) < \sigma < \frac{1}{2}\pi$, the constants associated with Pisier’s contraction property, and the constants in (10.37). As a consequence it is possible to give an explicit estimate for the difference $\frac{1}{2}\pi - \omega_R(A)$. Since the resulting expression is complicated and not likely to provide any new insights, we leave this to the interested reader.

Pisier’s contraction property will enter through Corollary 9.4.11, which implies that if $X$ has this property, then we have a natural isomorphism of Banach spaces

$$
\gamma(T \times S; X) \simeq \gamma(T; \gamma(S; X))
$$

whenever $(S, \Sigma, \mu)$ and $(T, \mathcal{B}, \nu)$ are $\sigma$-finite measure spaces.

We begin with a simple extension result.

**Lemma 10.4.29.** Let $X, Y$ be Banach spaces, $(S, \mathcal{A}, \mu)$ and $(T, \mathcal{B}, \nu)$ measure spaces, and let $\Psi : T \to \mathcal{L}(X, Y)$ a function such that for every $x \in X$ the function $t \mapsto \Psi(t)x$ belongs to $\gamma(T, Y)$ and

$$
C^{-1}\|x\| \leq \|t \mapsto \Psi(t)x\|_{\gamma(T; X)} \leq C\|x\|.
$$

If $f \in \gamma(S; X)$, then $t \mapsto [s \mapsto \Psi(t)f(s)]$ belongs to $\gamma(T; \gamma(S; Y))$ and

$$
C^{-1}\|\|f\|_{\gamma(S; X)} \leq \|\Psi f\|_{\gamma(T; \gamma(S; Y))} \leq C\|f\|_{\gamma(S; X)}.
$$

**Proof.** First we check that the mapping $t \mapsto \Psi(t)f(\cdot)$ is strongly $\nu$-measurable as a function from $T$ to $\gamma(S, Y)$. By Example 9.1.16 it suffices to check that $t \mapsto \Psi(t)\|fh$ is measurable for all $h \in L^2(S)$, and this is clear from the assumptions.

The next step is to show that the mapping $t \mapsto [s \mapsto \Psi(t)f(s)]$ defines an element of $\gamma(T; \gamma(S; Y))$ and satisfies the required norm estimate for any $f \in \gamma(S; X)$. Recall from Proposition 9.4.9 that this space isometrically coincides with $\gamma(S, \gamma(T, Y))$.

First consider a $\mu$-simple function $f = \sum_{n=1}^{N} \frac{1}{|A_n|} 1_{A_n} \otimes x_n$ with disjoint measurable sets $A_n \subseteq S$ of finite positive $\mu$-measure. Then $t \mapsto \Psi(t)f(\cdot) = \sum_{n=1}^{N} \frac{1}{|A_n|} 1_{A_n}(\cdot)\Psi(t)x_n$ is a $\mu$-simple function with values in $\gamma(T; Y)$ and therefore, by Proposition 9.1.3, it belongs to $\gamma(S; \gamma(T; Y))$ and its norm is given by

$$
\|t \mapsto [s \mapsto \Psi(t)f(s)]\|_{\gamma(T; \gamma(S; Y))}^2 = \|s \mapsto [t \mapsto \Psi(t)f(s)]\|_{\gamma(S; \gamma(T; Y))}^2
$$

$$
= \mathbb{E}\left[\sum_{n=1}^{N} \gamma_n|t \mapsto \Psi(t)x_n|^{2}_{\gamma(T; Y)}\right]
$$

$$
\leq C^2\mathbb{E}\left[\sum_{n=1}^{N} \gamma_n|x_n|\right]^{2} = C^2\|f\|_{\gamma(S; X)}^{2}.
$$
where in the penultimate step we used the assumption on $\Psi$. By a density argument (see Proposition 9.2.5) the result extends to general $f \in \gamma(S; X)$.

The lower estimate also follows from

$$C^2 E \left| \sum_{n=1}^{N} \gamma_n |t \mapsto \Psi(t)x_n| \right|^2_{\gamma(T; Y)} \geq E \left| \sum_{n=1}^{N} \gamma_n x_n \right|^2_X = \|f\|^2_{\gamma(S; X)},$$

using the assumed lower bound for $\Psi$.

The next lemma takes advantage of the specific properties of the functions $\varphi_\alpha(z) = z^\alpha \exp(-z)$.

**Lemma 10.4.30.** Let $X$ be a Banach space with Pisier’s contraction property. Let $\alpha, \beta > 0$ and assume that there constants $C_{0,A}$ and $C_{1,A}$ such that

$$C_{0,A}^{-1} \|x\| \leq \|t \mapsto \varphi_\alpha(tA)x\|_{\gamma(R^+; X)} \leq C_{0,A} \|x\|,$$

$$C_{1,A}^{-1} \|x\| \leq \|t \mapsto \varphi_\beta(tA)x\|_{\gamma(R^+; X)} \leq C_{1,A} \|x\|,$$

for all $x \in D(A) \cap R(A)$. Then for all $x \in D(A) \cap R(A)$,

$$C^{-1} \|x\| \leq \|t \mapsto \varphi_{\alpha + \beta}(tA)x\|_{\gamma(R^+; X)} \leq C \|x\|,$$

where $C = C_X C_{\alpha, \beta} C_{0,A} C_{1,A}$ for some constants $C_X, C_{\alpha, \beta} > 0$.

**Proof.** By the multiplicativity of the Dunford calculus, for all $s, t > 0$ we have

$$\varphi_\alpha(tA)\varphi_\beta(sA) = \lambda(s, t)\varphi_{\alpha + \beta}((s + t)A),$$

where $\lambda(s, t) = \frac{s^{\alpha - \beta}}{(t + s)^{\alpha - \beta}}$. The following simple identity for functions $h \in L^2(\mathbb{R}_+, \frac{ds}{s})$ is the key to the proof:

$$\int_0^\infty \int_0^\infty |\lambda(s, t)h(t + s)|^2 \frac{ds}{s} \frac{dt}{t} = \int_0^\infty \int_t^\infty \frac{(s - t)^{2\alpha - 2\beta}t^{2\beta}}{s^{2\alpha + 2\beta}} |h(s)|^2 \frac{ds}{s} \frac{dt}{t}$$

$$= \int_0^\infty \int_0^s \frac{(s - t)^{2\alpha - 2\beta}t^{2\beta}}{s^{2\alpha + 2\beta}} |h(s)|^2 \frac{dt}{t} \frac{ds}{s}$$

$$= \int_0^\infty \int_0^{(1 - t)^{2\alpha - 2\beta - 1}} |h(s)|^2 \frac{ds}{s} \frac{dt}{t}$$

$$= C_{\alpha, \beta}^2 \int_0^\infty |h(s)|^2 \frac{ds}{s}.$$

Stated differently, $h \mapsto C_{\alpha, \beta}^{-1}[(s, t) \mapsto \lambda(s, t)h(s + t)]$ is an isometric mapping from $L^2(\mathbb{R}_+, \frac{ds}{s})$ into $L^2(\mathbb{R}_+ \times \mathbb{R}_+, \frac{ds}{s} \times \frac{dt}{t})$. By Theorem 9.6.1 it has an isometric $\gamma$-extension from $\gamma(\mathbb{R}_+, \frac{ds}{s}; X)$ into $\gamma(\mathbb{R}_+^2, \frac{ds}{s} \times \frac{dt}{t}; X)$. For all $x \in D(A) \cap R(A)$ the function $s \mapsto \varphi_{\alpha + \beta}(sA)x$ belongs to $\gamma(\mathbb{R}_+, \frac{ds}{s}; X)$ by Proposition 10.4.14 and therefore
\[ \| s \mapsto \varphi_{\alpha+\beta}(sA)x \|_{\gamma(R_+, \frac{dt}{t}; X)} = C_{\alpha, \beta} \| (s, t) \mapsto \lambda(s, t)\varphi_{\alpha+\beta}((s + t)A)x \|_{\gamma(R_+, \frac{dt}{t}; \frac{ds}{s}; X)} = C_{\alpha, \beta} \| (s, t) \mapsto \varphi_{\alpha}(tA)\varphi_{\beta}(sA)x \|_{\gamma(R_+, \frac{dt}{t};\frac{ds}{s}; X)} . \]

It remains to estimate the last expression. Using Pisier's contraction property in the form (10.38), it follows that

\[ \| (s, t) \mapsto \varphi_{\alpha}(tA)\varphi_{\beta}(sA)x \|_{\gamma(R_+, \frac{dt}{t}; \frac{ds}{s}; X)} \approx_X \| (s, t) \mapsto \varphi_{\alpha}(tA)\varphi_{\beta}(sA)x \|_{\gamma(R_+, \frac{dt}{t}; \frac{ds}{s}; X)} \leq C_{0, A} \| (s, t) \mapsto \varphi_{\beta}(sA)x \|_{\gamma(R_+, \frac{dt}{t}; X)} \leq C_{0, A} C_{1, A} \| x \|, \]

where the two inequalities follow from Lemma 10.4.29 and the assumption. The upper estimate of the lemma follows by combining the above estimates.

The lower estimate is proved in the same way, this time using the lower estimate of Lemma 10.4.29.

The next lemma, which is again based on Pisier's contraction property, will allow us to manipulate \( \gamma \)-norms.

**Lemma 10.4.31.** Let \( X \) be a Banach space with Pisier's contraction property. Let \( \nu \) be a \( \sigma \)-finite measure on \( R_+ \) and assume that \( t \mapsto |s \mapsto f(s, t)| \) belongs to \( \gamma(R_+, \nu; \gamma(R_+, X)) \). Then for all \( g \in L^\infty(R^+_+) \) the function \( t \mapsto |s \mapsto g(s, t)f(s + t, t)| \) defines an element of \( \gamma(R_+, \nu; \gamma(R_+, X)) \) and

\[ \| (s, t) \mapsto |t \mapsto g(s, t)f(s + t, t)| \|_{\gamma(R_+, \gamma(R_+, \nu; X))} \leq C_{X} \| g \|_{\infty} \| (s, t) \mapsto |t \mapsto f(s, t)| \|_{\gamma(R_+, \gamma(R_+, \nu; X))}. \]

**Proof.** Let \( \lambda \) denote the Lebesgue measure on \( R_+ \). We begin by observing that for all \( h \in L^2(R_+ \times R_+ \times \lambda \times \nu) \) the following estimate holds:

\[ \int_0^\infty \int_0^\infty |g(s, t)h(s + t, t)|^2 \, ds \, d\nu(t) \leq \| g \|_{\infty}^2 \int_0^\infty \int_0^\infty |h(s, t)|^2 \, ds \, d\nu(t). \]

By Theorem 9.6.1 this estimate has the \( \gamma \)-extension

\[ \| (s, t) \mapsto g(s, t)f(s + t, t) \|_{\gamma(R^+_+, \lambda \times \nu; X)} \leq \| g \|_{\infty} \| (s, t) \mapsto f(s, t) \|_{\gamma(R^+_+, \lambda \times \nu; X)}. \]

Now the result follows by applying (10.38).

**Proof of Theorem 10.4.28.** The key point is to prove that \( A \) is \( R \)-sectorial with angle \( \omega_R(A) < \frac{1}{2} \pi \). Once we know this, the remaining assertions follow from the earlier results in this chapter. Indeed, Theorem 10.4.9 then implies
that $A$ has a bounded $H^\infty$-calculus of angle $\omega_{H^\infty}(A) \leq \omega_H(A)$, and then Corollary 10.4.10 gives that $\omega_{H^\infty}(A) = \omega_H(A)$.

To prove that $A$ is $R$-sectorial, according to Proposition 10.3.3 it suffices to show that the sets 

$$
\{S(s) : s \geq 0 \} \text{ and } \{sAS(s) : s \geq 0 \} 
$$

are $R$-bounded. Since $X$ has Pisier’s contraction property, it has finite cotype by Corollary 7.5.13, and therefore, $\gamma$-boundedness and $R$-boundedness are equivalent by Theorem 8.1.3). Thus it suffices to check the $\gamma$-boundedness of the operator families in (10.39).

Repeated use of Lemma 10.4.30 gives that for all integers $k \geq 1$ and $x \in D(A) \cap R(A)$,

$$
C^{-2k} \|x\| \leq \left\| s \mapsto \varphi_k(sA)x \right\|_{\gamma(\mathbb{R}_+, \frac{x}{\|x\|})} \leq C^{2k} \|x\|, 
$$

where $C$ is as in Lemma 10.4.30. By Lemma 10.2.8 and the multiplicativity of the Dunford calculus applied to the function $(z^{e^{-z/k}})^k = z^k e^{-z}$, we obtain $\varphi_k(sA) = s^k A^k S(s)$, where $(S(s))_{s \geq 0}$ denotes the analytic semigroup generated by $\varphi_0 A$. Therefore, (10.40) becomes

$$
C^{-2k} \|x\| \leq \left\| s \mapsto s^{k-\frac{1}{2}} A^k S(s)x \right\|_{\gamma(\mathbb{R}_+, \mathcal{X})} \leq C^{2k} \|x\|. 
$$

Turning to the proof of the $\gamma$-boundedness of the set $\{S(s) : s \geq 0 \}$, fix a finite sequence $(t_n)_{n=1}^N$ of non-negative real numbers and a sequence $(x_n)_{n=1}^N$ in $D(A) \cap R(A)$. Then applying the lower and upper estimate of (10.41) with $k = 1$ (in the first and last step) and Lemma 10.4.31 with $g(s, n) = \frac{s^{1/2}}{(s + t_n)^{1/2}}$ and $f(s, n) = s^{1/2} AS(s)x_n$, we obtain

$$
C^{-2} \left\| \sum_{n=1}^N \gamma_n S(t_n) x_n \right\|_{L^2(\Omega; \mathcal{X})} 
= \left\| s \mapsto \sum_{n=1}^N \gamma_n s^{1/2} A S(s + t_n) x_n \right\|_{L^2(\Omega; \gamma(\mathbb{R}_+, \mathcal{X})}) 
\leq \left\| s \mapsto \left[ n \mapsto \frac{s^{1/2}}{(s + t_n)^{1/2}} (s + t_n)^{1/2} A S(s + t_n) x_n \right] \right\|_{\gamma(\mathbb{R}_+, \gamma(N))} 
\leq C \left\| s \mapsto \left[ n \mapsto s^{1/2} A S(s)x_n \right] \right\|_{\gamma(\mathbb{R}_+, \gamma(N))} 
= C \left\| s \mapsto s^{1/2} A S(s) \sum_{n=1}^N \gamma_n x_n \right\|_{L^2(\Omega; \gamma(\mathbb{R}_+, \mathcal{X}))} 
\leq C^2 C \left\| \sum_{n=1}^N \gamma_n x_n \right\|_{L^2(\Omega; \mathcal{X})}.
$$
This shows that the set \( \{ S(s) : s \geq 0 \} \) is \( \gamma \)-bounded, with constant \( C^4C_X \).

The proof of the \( \gamma \)-boundedness of \( \{ sAS(s) : s \geq 0 \} \) proceeds in the same way, this time applying the lower and upper estimate of (10.41) with \( k = 1 \) and \( k = 2 \), respectively, and Lemma 10.4.31 with with \( g(s, n) = \frac{s t_n}{(s + t_n)^2} \), where \( f(s, n) = s^2 A^2 S(s) x_n \). With these choices,

\[
C^{-2} \left\| \sum_{n=1}^{N} \gamma_n t_n AS(s_n)x_n \right\|_{L^2(\Omega; X)} \\
\leq \left\| s \mapsto \sum_{n=1}^{N} \gamma_n t_n s^{1/2} A^2 S(s + t_n)x_n \right\|_{L^2(\Omega;\gamma(\mathbb{R}^+; X))} \\
= \left\| s \mapsto \left[ n \mapsto \frac{t_n s^{1/2}}{(s + t_n)^{3/2}} (s + t_n)^{3/2} A^2 S(s + t_n)x_n \right] \right\|_{\gamma(\mathbb{R}^+;\gamma_N(X))} \\
\leq \frac{1}{3} C_X \left\| s \mapsto \left[ n \mapsto s^{3/2} A^2 S(s)x_n \right] \right\|_{\gamma(\mathbb{R}^+;\gamma_N(X))} \\
= \frac{1}{3} C_X \left\| s \mapsto s^{3/2} A^2 S(s) \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega;\gamma(\mathbb{R}^+; X))} \\
\leq \frac{1}{3} C^4 C_X \left\| \sum_{n=1}^{N} \gamma_n x_n \right\|_{L^2(\Omega; X)}.
\]

This shows that the set \( \{ sAS(s) : s \geq 0 \} \) is \( \gamma \)-bounded, with constant \( \frac{1}{3} C^6 C_X \).

\( \square \)

**Remark 10.4.32.**

(1) Instead of (10.40) one could use the following estimates in the above proof:

\[
C^{-1} \left\| x \right\| \leq \left\| t \mapsto \varphi_{1/2}(tA)x \right\|_{\gamma(\mathbb{R}^+; \frac{\Omega}{\Omega}; X)} \leq C \left\| x \right\| \\
\left\| t \mapsto \varphi_{3/2}(tA)x \right\|_{\gamma(\mathbb{R}^+; \frac{\Omega}{\Omega}; X)} \leq C^3 \left\| x \right\|.
\]

This gives the result with a better constant, but we haven’t introduced fractional powers yet.

(2) Theorem 10.4.28 also holds if we assume the square function estimate holds for \( \varphi_{1/2}(tA) \), where \( n \geq 1 \) is an integer instead of \( \varphi_{1/2}(tA) \). To see this it suffices to observe that a repeated use of Lemma 10.4.30 still implies (10.40).

### 10.5 Necessity of UMD and Pisier’s contraction property

This section is devoted to proving the necessity of the UMD property (resp. Pisier’s contraction property) for the boundedness (resp. \( R \)-boundedness) of the imaginary powers of the negative Laplace operator \(-\Delta\) on \( L^p(\mathbb{R}^d; X)\). This
shows in particular the necessity of these assumption in Theorems 10.2.25 and 10.3.4(3). We begin with:

**Theorem 10.5.1 (Guerre-Delabrière).** If the operators \((-\Delta)^{is}\) are uniformly bounded on \(L^p_0(\mathbb{T};X)\) for \(s \in (0,1]\), then \(X\) is a UMD space, and
\[
\beta_{p,X} \leq \liminf_{s \downarrow 0} \|(-\Delta)^{is}\|_{\mathcal{L}(L^p(\mathbb{T};X))}.
\]

Recall that \(L^p_0(\mathbb{T};X) := \{ f \in L^p(\mathbb{T};X) : \int f = 0 \}\). Before going to the proof, we record:

**Corollary 10.5.2 (Guerre-Delabrière).** If the operators \((-\Delta)^{is}\) are uniformly bounded on \(L^p(\mathbb{R}^d;X)\) for \(s \in (0,1]\), then \(X\) is a UMD space, and
\[
\beta_{p,X} \leq \liminf_{s \downarrow 0} \|(-\Delta)^{is}\|_{\mathcal{L}(L^p(\mathbb{R}^d;X))}.
\]

In particular, this shows that the UMD assumption is necessary in Theorem 10.2.25, not only for the Laplacian to have functional calculus of angle 0 on \(L^p(\mathbb{R}^d;X)\), but in fact for it to have a functional calculus of any angle at all. Indeed, the functions \(f_s(z) = z^{is} = \exp(is \log z)\) are bounded and holomorphic on the largest possible sector \(\Sigma_\pi = \mathbb{C} \setminus (-\infty, 0]\).

**Proof.** We observe that \((-\Delta)^{is}\) on \(L^p(\mathbb{R}^d;X)\) is the Fourier multiplier \(T_m\) with multiplier \(m(\xi) = (2\pi |\xi|)^{2as}\); similarly, \((-\Delta)^{is}\) on \(L^p_0(\mathbb{T}^d;X)\) is the periodic Fourier multiplier \(\overline{T_m}\) with multiplier \(\overline{m}(k) = (2\pi |k|)^{2as}\), \(k \in \mathbb{Z}^d \setminus \{0\}\).

**Step 1:** We apply a slight variant of the transference of Fourier multipliers given in Proposition 5.7.1. It says that if every \(k \in \mathbb{Z}^d\) is a Lebesgue point of \(m(\xi)\), then \((m(k))_{k \in \mathbb{Z}^d}\) is a Fourier multiplier on \(L^p(\mathbb{T}^d;X)\) of at most the norm of the Fourier multiplier \(m\) on \(L^p(\mathbb{R}^d;X)\). A slight obstacle is that 0 is not a Lebesgue point of our \(m(\xi)\), no matter how we define \(m(0)\). But, if we only consider the action of these operators on \(L^p_0(\mathbb{T}^d;X)\), the 0th frequency never shows up, and one can check that the proof of Proposition 5.7.1 also applies, with trivial modifications, to the case that each \(k \in \mathbb{Z}^d \setminus \{0\}\) is a Lebesgue point, giving in this case
\[
\|\overline{T_m}(k)\|_{\mathcal{L}(L^p_0(\mathbb{T}^d;X))} \leq \|T_m\|_{\mathcal{L}(L^p(\mathbb{R}^d;X))}, \quad \text{i.e.}
\]
\[
\|(-\Delta)^{is}\|_{\mathcal{L}(L^p_0(\mathbb{T}^d;X))} \leq \|(-\Delta)^{is}\|_{\mathcal{L}(L^p(\mathbb{R}^d;X))}.
\]

**Step 2:** Next we apply the operator \((-\Delta)^{is}\) on \(L^p_0(\mathbb{T}^d;X)\) to functions of the first variable only, \(f(t) = f_1(t_1)\), where \(f_1 \in L^p_0(\mathbb{T}^d;X)\). These have non-zero Fourier coefficients only for \(k = (k_1, 0, \ldots, 0)\), in which case \((2\pi |k|)^{2as} = (2\pi |k_1|)^{2as}\), and we see that \(((-\Delta)^{is} f)(t) = ((-\Delta_1)^{is} f)(t_1)\), where \(\Delta_1\) is the one-dimensional Laplacian on \(\mathbb{T}\). Thus
\[
\|(-\Delta)^{is}\|_{\mathcal{L}(L^p_0(\mathbb{T}^d;X))} \leq \|(-\Delta)^{is}\|_{\mathcal{L}(L^p_0(\mathbb{T}^d;X))}.
\]

Combining the above displayed estimates with Theorem 10.5.1 gives the statement of the corollary. \(\square\)
The proof of Theorem 10.5.1 is based on the fact that the values of the multiplier $|\xi|^{is}$ provide good approximations of any prescribed numbers $|\epsilon_k| = 1$ on long intervals $I_k \ni \xi$:

**Lemma 10.5.3.** Given a sequence $s_j \downarrow 0$, numbers $\delta > 0$ and $L \geq 2$, and complex signs $|\epsilon_k| = 1$ for $1 \leq k \leq K$, we can find integers $N_0 = 0 < N_1 < N_2 < \ldots < N_K$ and $s = s_j$ in such a way that

$$||\xi|^{is} - \epsilon_k|| \leq \delta \quad \forall \xi \in I_k := [N_k - LN_{k-1}, LN_k], \quad k = 1, \ldots, K.$$ 

**Proof.** For $\xi \in I_k$, we have

$$\log |\xi| - \log N_k \leq \left[ \log(1 - \frac{LN_{k-1}}{N_k}), \log L \right] \subseteq \left[ \log \frac{1}{2}, \log L \right] \leq \left[ -\frac{\delta}{2s}, \frac{\delta}{2s} \right],$$

provided that $N_k > 2LN_{k-1}$ and $s = s_j$ is small enough, depending only on $L$ (indeed, we need $s \leq \delta/(2\log L)$). We fix such an $s$, and proceed to specify the choice of $N_k$.

Let $N_0 := 0$. Assuming that $N_{k-1}$ is already chosen, the choice of $N_k$ is as follows. Write $\epsilon_k = e^{it_k}$. Since $(\log n)_{n\geq1}$ increases to $\infty$ with decreasing steps $\log(n+1) - \log n \leq \frac{1}{n} \to 0$, we find that $s \log n$ comes infinitely often arbitrarily close to $t_k + 2\pi\mathbb{Z}$. Thus we can pick $N_k > 2LN_{k-1}$ such that

$$|s \log N_k - (t_k + 2\pi m_k)| \leq \delta/2$$

for some $m_k \in \mathbb{Z}$. But then, for $\xi \in I_k$, we have

$$||\xi|^{is} - \epsilon_k|| = |e^{is \log |\xi|} - e^{i(t_k + 2\pi m_k)}| \leq s| \log |\xi| - \log N_k| + |s \log N_k - (t_k + 2\pi m_k)| \leq \frac{\delta}{2} + \frac{\delta}{2} = \delta.$$ 

$\Box$

**Proof of Theorem 10.5.1.** We begin by exactly the same reduction as in the proof of Theorem 5.2.10 (the necessity of UMD for the Hilbert transform’s boundedness); but we repeat this short step for the reader’s convenience: By Theorem 4.2.5 it suffices to estimate the dyadic UMD constant. In order to most conveniently connect this with Fourier analysis, we choose a model of the Rademacher system $(r_k)_{k=1}^{n}$, where the probability space is $T^n = T_1 \times \cdots \times T_n$ (each $T_k$ is simply an indexed copy of $T$), and $r_k = r_k(t_k)$ is a function of the $k$th coordinate only. Then it is (more than) sufficient to prove that

$$\left\| \sum_{k=1}^{n} \epsilon_k f_k \right\|_{L^p(T^n; X)} \leq \lim \inf_{s \downarrow 0} \left\| (-\Delta)^{is} \right\|_{L^p(T^n; X)} \left\| \sum_{k=1}^{n} f_k \right\|_{L^p(T^n; X)}$$

for all $f_k \in L^p_0(T_k; L^p(T^{k-1}; X))$, since in particular each $\phi_k(r_1, \ldots, r_{k-1})r_k$ has this form, and the latter are precisely the martingale differences of...
Paley–Walsh martingales (see Proposition 3.1.10). We use the convention that $L^p(T^n, X) := X$. By the density of trigonometric polynomials in $L^p$, we may further assume that each $f_k$ is a trigonometric polynomial on $T_k$, with values in the space of trigonometric polynomials on $T^{k-1}$.

Fix some $(t_1, \ldots, t_n) \in \mathbb{T}^n$, and denote $t_k := (t_1, \ldots, t_k) \in \mathbb{T}^k$. We also consider integers $0 = N_0 < N_1 < \ldots < N_n$, and denote $N_k := (N_1, \ldots, N_k) \in \mathbb{Z}^k$. Since $f_k$ lacks the zeroth frequency as a function of $t_k$, the function

$$t \in \mathbb{T} \mapsto F_k(t) := f_k(N_k t + t_k) = f_k(N_{k-1} t + t_{k-1}, N_k t + t_k)$$

has non-zero Fourier coefficients only for frequencies

$$|\xi| \in I_k := [N_k - LN_{k-1}, LN_k],$$

where $L$ is a number depending only on the frequencies of the trigonometric polynomials $f_1, \ldots, f_n$. (By the assumption that $(N_k)_{k=1}^n$ is increasing, we may absorb the dependence on $N_k$ into a dependence on $N_k$ only.)

Let us denote $\|f\|_A = \|f\|_{A(T^n; X)} := \sum_{\xi \in \mathbb{Z}^k} \|\hat{f}(\xi)\|_X$, and observe that $(-\Delta)^{is/2}$ is the Fourier multiplier with symbol $(2\pi|\xi|)^{is} = (2\pi)^{is}|\xi|^{is}$. If we now choose the integers $N_k$ and the number $s/2 > 0$ (in place of $s$) as in Lemma 10.5.3, this lemma guarantees that

$$\|(-\Delta)^{is/2} F_k - (2\pi)^{is} e_\xi F_k\|_A \leq \delta \|F_k\|_A \leq \delta \|f_k\|_A;$$

indeed, this holds for the trigonometric monomial $e_\xi$ with $|\xi| \in I_k$, and hence for the $A$-norm of $F_k$ by summing over all $|\xi| \in I_k$.

Thus

$$\left\| \sum_{k=1}^n e_k F_k \right\|_p = \left\| \sum_{k=1}^n (2\pi)^{is/2} e_k F_k \right\|_p \leq \left\| \sum_{k=1}^n (-\Delta)^{is/2} F_k \right\|_p + \delta \sum_{k=1}^n \|f_k\|_A$$

and, noting that all $F_k$ have integral zero,

$$\left\| \sum_{k=1}^n (-\Delta)^{is/2} F_k \right\|_p \leq \|(-\Delta)^{is/2}\|_{\mathcal{L}(L^p(T^n))} \left\| \sum_{k=1}^n F_k \right\|_p.$$ 

Taking the $L^p(\mathbb{T}^n)$-norms with respect to $t_n \in \mathbb{T}^n$, we note that

$$\left\| \sum_{k=1}^n e_k F_k \right\|_{L^p(T^n; L^p(T^n; X))} = \left\| \sum_{k=1}^n e_k f_k \left( tN_k + t_k \right) \right\|_{L^p(T^n; dt; L^p(\mathbb{T}^n; dt_n; X))}$$

$$= \left\| \sum_{k=1}^n e_k f_k(t_k) \right\|_{L^p(\mathbb{T}, dt; L^p(\mathbb{T}^n, dt_n; X))} = \left\| \sum_{k=1}^n e_k f_k \right\|_{L^p(\mathbb{T}^n; X)}$$

by Fubini’s theorem and translation invariance of the $L^p(\mathbb{T}^n; X)$-norm. Substituting back, we have checked that
\[ \left\| \sum_{k=1}^{n} \epsilon_k f_k \right\|_p \leq \left\| (\Delta)^{is/2} \mathcal{L}(L^p_0(\mathbb{T}^n, X)) \right\| \sum_{k=1}^{n} f_k \|_p + \delta \sum_{k=1}^{n} \| f_k \|_A. \]

As the only dependence on \( \delta \) here is the explicit factor in the last term, we may pass to the limit \( \delta \to 0 \) to eliminate this term. Finally, we observe that Lemma 10.5.3 allowed us to choose \( s \) (and then also \( s/2 \)) as any number from a given sequence \( s_j \to 0 \) and hence we may finally pass to the limes inferior along such a sequence to deduce that

\[ \left\| \sum_{k=1}^{n} \epsilon_k f_k \right\|_p \leq \liminf_{k \to 0} \left\| (\Delta)^{is} \mathcal{L}(L^p_0(\mathbb{T}^n, X)) \right\| \sum_{k=1}^{n} f_k \|_p, \]

as claimed. \( \square \)

There is a variant involving \( R \)-boundedness and Pisier’s contraction property:

**Proposition 10.5.4.** If the operators \((-\Delta)^{is}\) are \( R \)-bounded on \( L^p_0(\mathbb{T}^n, X) \) for \( s \in (0, 1] \), then \( X \) has Pisier’s contraction property, and

\[ \alpha_{p,X} \leq \lim_{t \to 0} \mathcal{R}_p ((-\Delta)^{is} : s \in (0, t)). \]

**Corollary 10.5.5.** If the operators \((-\Delta)^{is}\) are \( R \)-bounded on \( L^p(\mathbb{R}^d, X) \) for \( s \in (0, 1] \), then \( X \) has Pisier’s contraction property, and

\[ \alpha_{p,X} \leq \lim_{t \to 0} \mathcal{R}_p ((-\Delta)^{is} : s \in (0, t)). \]

This shows in particular that the assumption that \( X \) has Pisier’s contraction property is necessary in Theorem 10.3.4(3).

**Proof.** The deduction of this corollary from Proposition 10.5.4 via transference is very similar to the deduction of Corollary 10.5.2 from Theorem 10.5.1, e.g. after reformulating the \( R \)-boundedness as the boundedness of suitable operator-valued multipliers on \( L^p \)-spaces of \( \mathcal{L}(X) \)-valued functions as in the proof of Proposition 8.3.24. The details are left to the reader. \( \square \)

For the proof of Proposition 10.5.4, we borrow a piece of ergodic theory:

**Lemma 10.5.6.** Let \( s_1, \ldots, s_n \in \mathbb{R} \) and 1 be linearly independent over \( \mathbb{Q} \), and let \( s := (s_1, \ldots, s_n) \). Then for every \( x \in \mathbb{T}^n \), the orbit \( \{x+ms \mod 1 : m \in \mathbb{N}\} \) is dense in \( \mathbb{T}^n \).

**Proof.** Step 1: A zero/one law. We first check that if a measurable \( E \subseteq \mathbb{T}^n \) is invariant under \( x \mapsto x + s \mod 1 \), then \( |E| \in \{0, 1\} \). Indeed, writing the Fourier series of \( \mathbf{1}_E(t) = \mathbf{1}_{E+s}(t) = \mathbf{1}_E(t-s) \) in two ways, we find (with convergence in \( L^2(\mathbb{T}^n) \)) that

\[ \sum_{k \in \mathbb{Z}^n} \widehat{\mathbf{1}_E}(k)e_k(t) = \sum_{k \in \mathbb{Z}^n} \widehat{\mathbf{1}_E}(k)e_k(t-s) = \sum_{k \in \mathbb{Z}^n} \widehat{\mathbf{1}_E}(k)e^{-i2\pi k \cdot s}e_k(t), \]

where \( \widehat{\mathbf{1}_E}(k) = \int_{\mathbb{T}^n} \mathbf{1}_E(t)e^{-i2\pi k \cdot t} dt \).
and by the uniqueness of the Fourier series that \( \hat{f}(k) (e^{-i2\pi k \cdot s} - 1) = 0 \) for all \( k \in \mathbb{Z}^n \). The second factor vanishes if and only if \( k \cdot s \) is an integer, but the assumed \( \mathbb{Q} \)-linear independence of \( s_1, \ldots, s_n \) and 1 implies that this can only happen when \( k = 0 \). Hence we conclude that \( \hat{f}(k) = 0 \) for all \( k \in \mathbb{Z}^n \setminus \{0\} \), and thus \( \mathbf{1}_E(t) = \hat{f}(0) \) is a constant almost everywhere. For an indicator function, this leaves the two options \( |E| \in \{0, 1\} \).

**Step 2: Density of \( x + Zs \).** Assume for contradiction that \( \{x + ms : m \in \mathbb{Z}\} \) for some \( x \in \mathbb{T}^n \), avoids a point \( y \in \mathbb{T}^n \) by a positive distance \( 3\delta > 0 \). Then \( U := \{x' + ms : m \in \mathbb{Z}^n, x' \in B(x, \delta)\} \) avoids \( V := \{y' + ms : m \in \mathbb{Z}^n, y' \in B(y, \delta)\} \) by a positive distance \( \delta > 0 \). Clearly both \( U \) and \( V \) are invariant under \( x \mapsto s \) and measurable with positive measure (as countable unions of balls in \( \mathbb{T}^n \)). On the other hand, being disjoint, neither can have full measure in \( \mathbb{T}^n \). But this contradicts the zero/one law just established, thereby showing that \( \{x + ms : m \in \mathbb{Z}\} \) must come arbitrarily close to every \( y \in \mathbb{T}^n \).

**Step 3: Density of \( x + Ns \) for some \( x \).** Fix a point \( x_0 \in \mathbb{T}^n \) and let \( x_k := x - ks \) for \( k = 0, 1, 2, \ldots \). Then there exists a subsequence \( x_{k_j} \) with a limit \( x_\infty \in \mathbb{T}^n \). We show that \( x_\infty + Ns \) is dense. Let \( y \in \mathbb{T}^n \) and \( \delta > 0 \) be arbitrary. Since \( x_0 + Zs \) is dense, we can find some \( m \in \mathbb{Z} \) such that \( x_0 + ms \in B(y, \delta/2) \). Next, we choose \( k = k_j \geq |m| \) so large that \( |x_k - x_\infty| < \delta/2 \). But then \( x_\infty + (m + k)s \in x_\infty + Ns \) is within \( \delta/2 \) from \( x_k + (m + k)s = x_0 + ms \in B(y, \delta/2) \), and hence \( x_\infty + Ns \) comes within distance \( \delta \) from \( y \). Since \( \delta \) and \( y \) were arbitrary, this proves the density of \( x_\infty + Ns \).

**Step 4: Conclusion.** If \( x \in \mathbb{T}^n \) is the point constructed in Step 3, and \( x' \in \mathbb{T}^n \) is arbitrary, then
\[
x' + Ns = (x' - x) + (x + Ns) = (x' - x) + x + Ns = (x' - x) + \mathbb{T}^n = \mathbb{T}^n,
\]
and hence \( x' + Ns \) is also dense. \( \square \)

**Proof of Proposition 10.5.4.** Applying the \( R \)-boundedness of \( (-\Delta)^{1/2} \) to \( N \) functions of the form \( f_j = \sum_{k=1}^N \varepsilon_k \omega_k x_j \), we deduce that
\[
\left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k \omega_k (2\pi |n_k|)^{1/2} x_j \right\|_{L^p(\Omega \times \mathbb{T}^n)} \leq \mathcal{R}_p((-\Delta)^{1/2}; 1 \leq j \leq N) \left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k \omega_k x_j \right\|_{L^p(\Omega \times \mathbb{T}^n)}.
\]
Since \( (\varepsilon_j \omega_j(t))_{k=1}^N \) and \( (\varepsilon_k \omega_k)_{k=1}^N \) are equidistributed for each \( t \in \mathbb{T} \), we may further eliminate the factors \( \omega_j \) and the integration over \( \mathbb{T} \) in the \( L^p \)-norm. Similarly, since \( (2\pi |n_k| \varepsilon_j)_{k=1}^N \) and \( (\varepsilon_j)_{j=1}^N \) are equidistributed, we may also eliminate the factors \( (2\pi)^{1/2} \). The resulting estimate is essentially Pisier’s contraction property, up to checking that the factors \( |n_k|^{1/2} \) can be chosen to approximate an arbitrary double array of numbers \( \alpha_{jk} \) of modulus one.

To this end, we first pick \( 0 < s_1, \ldots, s_n < t \) such that \( s_1, \ldots, s_n \) and 1 are linearly independent over \( \mathbb{Q} \), and Lemma 10.5.6 applies. We write \( \alpha_{jk} = e^{it_{jk}} \).
for some $t_{jk} \in \mathbb{T}$. Let $s := (s_1, \ldots, s_n)$, and $t_k := (t_{1k}, \ldots, t_{nk}) \in \mathbb{T}^n$. We want to choose $N_1, \ldots, N_n \in \mathbb{Z}_+$ such that

$$|s \log N_k - t_k| \leq \delta, \quad k = 1, \ldots, n.$$ 

Let first $N'_k$ be so large that $|s|/N'_k \leq \delta/2$. The apply Lemma 10.5.6 to find $n_k \in \mathbb{N}$ such that

$$|s \log N'_k - n_k| \leq \delta/2.$$ 

Since $\log(n+1) - \log n \leq 1/n \leq 1/N'_k$ for $n \geq N'_k$, we can find an integer $N_k \geq N'_k$ such that $|\log N_k - (\log N'_k + n_k)| \leq 1/N'_k$, and hence

$$|s \log N_k - t_k| \leq |s| |\log N_k - (\log N'_k + n_k)| + |s\log N'_k - t_k| \leq |s|/N'_k + \delta/2 \leq \delta/2 + \delta/2 = \delta,$$

as required.

Now we can estimate

$$\left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k' \alpha_{jk} x_{jk} \right\|_{L^p(\Omega; X)} = \left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k' e^{it_{jk}} x_{jk} \right\|_{L^p(\Omega; X)} \leq \left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k' |N_k|^{is} x_{jk} \right\|_{L^p(\Omega; X)} + \sum_{j,k=1}^N |s_j \log |N_k| - t_{jk}| \|x_{jk}\|_X \leq \mathcal{R}_p((-\Delta)^{is/2} : 0 < s < t) \left\| \sum_{j,k=1}^N \varepsilon_j \varepsilon_k' x_{jk} \right\|_{L^p(\Omega; X)} + \delta \sum_{j,k=1}^N \|x_{jk}\|_X.$$ 

Since $\delta > 0$ and the array $(x_{jk})_{j,k=1}^N$ is arbitrary, we conclude that

$$\alpha_{p,X} \leq \mathcal{R}_p((-\Delta)^{is/2} : 0 < s < t).$$

Finally, $t > 0$ was also arbitrary, so we can pass to the limit $t \downarrow 0$. $\square$

10.6 The bisectorial $H^\infty$-calculus

In this section we discuss a variant of the $H^\infty$-calculus for a class of operators, whose spectrum is spread over two opposite sectors of the complex plane. Throughout this chapter we shall work over the complex scalar field.

10.6.a Bisectorial operators

For $0 < \omega < \frac{1}{2} \pi$ we define $\Sigma^+ := \Sigma_\omega$ and $\Sigma^- := -\Sigma_\omega$, and

$$\Sigma^\text{bi}_\omega := \Sigma^+_\omega \cup \Sigma^-_\omega.$$ 

Here, as always, $\Sigma_\omega$ is the open sector about the positive real axis of opening angle $\omega$. The set $\Sigma^\text{bi}_\omega$ is called the bisector of angle $\omega$. 
Definition 10.6.1. A linear operator $A$ on a Banach space $X$ is said to be bisectorial if there exists an $\omega \in (0, \frac{1}{2}\pi)$ such that the spectrum $\sigma(A)$ is contained in $\Sigma^{\text{bi}}_{\omega}$ and

$$M^{\text{bi}}_{\omega, A} := \sup_{z \in \Sigma^{\text{bi}}_{\omega}} \|z R(z, A)\| < \infty.$$ 

In this situation we say that $A$ is $\omega$-bisectorial. The infimum of all $\omega \in (0, \frac{1}{2}\pi)$ such that $A$ is $\omega$-bisectorial is called the angle of bisectoriality of $A$ and is denoted by $\omega^{\text{bi}}(A)$.

Replacing the uniform boundedness condition on the operators $z R(z, A)$ by an $R$-boundedness condition we obtain the notion of an $R$-bisectorial operator; the corresponding $R$-bounds will be denoted by $M^{\text{bi}, R}_{\omega, A}$.

By Proposition 10.1.6 a linear operator $A$ is bisectorial if and only if $i \mathbb{R} \setminus \{0\} \subseteq \rho(A)$ and

$$\sup_{t \in \mathbb{R}^+ \setminus \{0\}} \|t R(it, A)\| < \infty.$$ 

Let us record some immediate consequences of the definition.

- An operator $A$ is bisectorial if and only both operators $\pm i A$ are sectorial.
- A sectorial operator of angle less than $\frac{1}{2}\pi$ is bisectorial of the same angle.
- If $A$ is bisectorial of angle less than $\frac{1}{2}\pi$ and $\sigma(A) \subseteq \mathbb{C}_+$, then $A$ is sectorial of the same angle under moderate growth conditions on the resolvent near 0 and infinity. Indeed, by assumption we have uniform bounds for $z R(z, A)$ on appropriate sectors around $\pm i \mathbb{R}$. The remaining uniform bound for $z R(z, A)$ in the remaining sector containing the negative real line follows from this via the sectorial version of the three lines lemma.
In view of these facts it is to be expected that much of the theory of sectorial operators carries over to, or has an analogue for, bisectorial operators. This is indeed the case. In particular this is true for Propositions 10.1.7, 10.1.8, and 10.1.9. Their bisectorial analogues will be used without further comment.

The following result establishes a simple connection between the bisectoriality of an operator $A$ and the sectoriality of its square $A^2$.

**Proposition 10.6.2.** Let $0 < \sigma < \frac{1}{2} \pi$. If $A$ is $\sigma$-bisectorial (resp. $\sigma$-R-bisectorial), then:

1. $A^2$ is $2\sigma$-sectorial (resp. $2\sigma$-R-sectorial) and
   $$M_{2\sigma,A^2}^{bi} \leq (M_{\sigma,A})^2$$ (resp. $M_{2\sigma,A^2}^{bi,R} \leq (M_{\sigma,A}^R)^2$);
2. $R(A^2) = R(A)$ and $N(A^2) = N(A)$.

**Proof.** If both $\pm z \in g(A)$, then $z^2 \in g(A^2)$ and
   $$(z^2 - A^2)^{-1} = -(z - A)^{-1}(-z - A)^{-1}.$$

The (R-)resolvent bound for $A^2$ also follows from this identity. This proves (1).

To prove the first assertion in (2) let $x \in R(A)$. It follows from (10.5) (noting that $iA$ is sectorial) that $x = \lim_{t \to 0} A(i(t + A)^{-1}x = \lim_{t \to 0} \lim_{t \to 0} A^2(i(t + A)^{-1}(is + A)^{-1}x$, so $R(A) \subseteq R(A^2)$. The reverse inclusion is trivial.

If $x \in N(A^2)$, then by (10.4) (again noting that $iA$ is sectorial), $Ax = \lim_{t \to 0} (it + A)^{-1}A^2x = 0$, so $N(A^2) \subseteq N(A)$. The reverse inclusion is trivial.

**Examples**

The first example is of abstract nature and plays an important role in the transference results of Section 10.7.b.

**Example 10.6.3 (Generators of bounded $C_0$-groups).** If $iA$ generates a bounded $C_0$-group (see Appendix G), then $A$ is bisectorial of angle 0. This is immediate from the easy part of the Hille–Yosida theorem, which provides (after a rotation about $\frac{1}{2} \pi$) the resolvent estimate $\|R(\lambda, iA)\| \leq M_{\sigma}/|\Re \lambda|$, valid for all $0 < \sigma < \frac{1}{2} \pi$ and $\lambda \in \pm \Sigma_{\sigma}^{bi}$.

**Example 10.6.4 (The operators $\pm i d/dx$).** As a special case of the preceding example, the operators $\pm i d/dx$ are bisectorial on $L^p(\mathbb{R}; X)$ of angle 0, for all $1 < p < \infty$ and all Banach spaces $X$.

**Example 10.6.5 (The Hodge–Dirac operator).** On $L^2(\mathbb{R}^d) \oplus L^2(\mathbb{R}^d; \mathbb{C}^d)$ we consider the operator

$$D := \begin{pmatrix} 0 & \nabla^* \\ \nabla & 0 \end{pmatrix}$$
with its natural domain $D(D) = D(\nabla) \oplus D(\nabla^*)$, where $D(\nabla)$ is the Sobolev space $W^{1,2}(\mathbb{R}^d)$ and $D(\nabla^*)$ is the domain of the Hilbert space adjoint $\nabla^* = -\text{div} \ n$. Standard arguments show that $D$ is self-adjoint and therefore, by Stone’s theorem (Theorem G.6.2), $iD$ generates a unitary $C_0$-group. Example 10.6.3 then gives the bisectoriality of $D$.

The interest of this operator derives from the fact that it “squares to $-\Delta$” in the sense that its square is of the form

$$D^2 = \begin{pmatrix} -\Delta & 0 \\ 0 & * \end{pmatrix}.$$

### 10.6.b Basic theory of the bisectorial calculus

The construction of the Dunford calculus of a bisectorial operator $A$ is analogous to the sectorial case, the only difference being that we replace the Hardy spaces $H^p(\Sigma)$ by their bisectorial counterparts $H^p(\Sigma^{\text{bi}})$, the Banach spaces of all holomorphic functions $f: \Sigma^{\text{bi}} \to \mathbb{C}$ for which the norm

$$\|f\|_{H^p(\Sigma^{\text{bi}})} := \sup_{|\nu| < \sigma} \|t \mapsto f(e^{it}\nu)\|_{L^p(\mathbb{R}_+, \mathbb{R})}$$

is finite. We define the Dunford integrals by integrating over the boundary of $\Sigma^{\text{bi}}$. More precisely, for $f \in H^1(\Sigma^{\text{bi}})$ with $\omega^{\text{bi}}(A) < \sigma < \frac{1}{2}\pi$ we set

$$f(A) := \int_{\partial \Sigma^{\text{bi}}} f(z) R(z, A) \, dz,$$

where $\omega^{\text{bi}}(A) < \nu < \sigma$ is chosen arbitrarily. The path of integration is traversed so that the interior of the two sectors $\Sigma^{\text{bi}}_\pm$ is always at the left hand. We say that $A$ has a bounded $H^\infty(\Sigma^{\text{bi}})$-calculus if there exists a constant $M > 0$ such that

$$\|f(A)\| \leq M \|f\|_{\infty} \quad f \in H^1(\Sigma^{\text{bi}}) \cap H^\infty(\Sigma^{\text{bi}}).$$

Proposition 10.2.11 carries over to the bisectorial case mutatis mutandis, with only one small difference: we now set

$$\zeta(z) := \frac{z}{z^2 + 1} = \frac{z}{(z + i)(z - i)},$$

then check that $\zeta(A) = A(A + i)^{-1}(A - i)^{-1}$ and define, for $f \in H^\infty(\Sigma^{\text{bi}})$ and $x \in D(A) \cap R(A)$, say $x = \zeta(A)y$,

$$\Psi_A(f)x := (f\zeta)(A)y.$$

**Proposition 10.6.6.** Let $A$ be a bisectorial operator on $X$ and let $\omega^{\text{bi}}(A) < \sigma < \frac{1}{2}\pi$. Let $C > 0$. The following assertions are equivalent:

1. $A$ has a bounded $H^\infty(\Sigma^{\text{bi}})$-calculus;
(2) there is a constant $C > 0$ such that for all $f \in H^1(\Sigma^{bi}_\sigma) \cap H^\infty(\Sigma^{bi}_\sigma)$,
\[ \|f(A)x\| \leq C\|f\|\|x\|, \quad x \in D(A) \cap R(A); \]
(3) there is a constant $C > 0$ such that for all $f \in H^\infty(\Sigma^{bi}_\sigma)$,
\[ \|\Psi_A(f)x\| \leq C\|f\|\|x\|, \quad x \in D(A) \cap R(A). \]

Moreover, analogous relations between the best constants hold. The best constant in (3) is denoted by $M_{\sigma, A}^{bi, \infty}$.

As in the sectorial case the operators $\Psi_A(f)$ map $D(A) \cap R(A)$ into itself and the resulting mapping
\[ \Psi_A : H^\infty(\Sigma^{bi}_\sigma) \rightarrow L(D(A) \cap R(A)) \]
is called the $H^\infty(\Sigma^{bi}_\sigma)$-calculus of $A$. It shares the properties collected in Theorem 10.2.13: the calculus is additive, for $x \in D(A) \cap R(A)$ we have
\[ 1(A)x = x \quad \text{and} \quad r_\mu(A)x = R(\mu, A)x \]
for $r_\mu(z) = (\mu - z)^{-1}$ and $\mu \in \mathbb{C} \setminus \overline{\Sigma^{bi}_\sigma}$, and it enjoys the bisectorial analogue of the convergence property (10.16). These properties will be used in the sequel without further comment.

The next theorem establishes an important connection between the $H^\infty$-calculi of a bisectorial operator $A$ and the sectorial operator $A^2$. The proof makes use of the fact, which we leave to the reader to verify, that the square function characterisations of the $H^\infty$-calculus of Section 10.4 carry over to the bisectorial case mutatis mutandis. In the present chapter we will only need the elementary part of the theorem, which is the implication (1) $\Rightarrow$ (2). The power of the theorem, however, resides in the implication (2) $\Rightarrow$ (1), which often allows one to study Riesz transforms by means of functional calculus methods.

**Theorem 10.6.7.** Let $A$ be an $R$-bisectorial operator on a Banach space. Then $A^2$ is $R$-sectorial, and for all $\omega^{bi}(A) < \sigma < \frac{1}{2}\pi$ the following assertions hold:

(1) if $A$ admits a bounded $H^\infty(\Sigma^{bi}_\sigma)$-calculus, then $A^2$ admits a bounded $H^\infty(\Sigma_{2\sigma})$-calculus and $M_{2\sigma, A^2}^{bi, \infty} < M_{\sigma, A}^{\infty}$;
(2) if $A^2$ admits a bounded $H^\infty(\Sigma_{2\sigma})$-calculus, then $A$ admits a bounded $H^\infty(\Sigma^{bi}_\sigma)$-calculus for all $\sigma < \vartheta < \pi$.

**Proof.** The $R$-sectoriality of $A^2$ with angle $2\omega_R(A)$ has already been observed in Proposition 10.6.2.

(1): To see that $A^2$ admits a bounded $H^\infty(\Sigma_{2\sigma})$-calculus, let $f \in H^1(\Sigma_{2\sigma}) \cap H^\infty(\Sigma_{2\sigma})$ be given and compute
where \( \tilde{f}(z) := f(z^2) \). Thus

\[
\|f(A^2)\|_{\mathcal{L}(X)} = \|\tilde{f}(A)\|_{\mathcal{L}(X)} \leq M_{\nu,A}^\infty \|\tilde{f}\|_{H^\infty(\Sigma_2^\sigma)} = M_{\nu,A}^\infty \|f\|_{H^\infty(\Sigma_2^\sigma)}.
\]

It follows that \( A^2 \) has a bounded \( H^\infty(\Sigma_{2\sigma}) \)-calculus. By Letting \( \nu \uparrow \sigma \), this also gives the bound on the constants.

(2): Fix an arbitrary non-zero function \( g \in H^1(\Sigma_{2\sigma}) \cap H^\infty(\Sigma_{2\sigma}) \) with \( \sigma < \vartheta < \pi \), and define \( \tilde{g} \in H^1(\Sigma_{\vartheta}^\nu) \cap H^\infty(\Sigma_{\vartheta}^\nu) \) by \( \tilde{g}(z) := g(z^2) \). Then \( \tilde{g} \) is non-zero on both \( \Sigma_{\vartheta}^\nu \).

Since \( A^2 \) has a bounded \( H^\infty(\Sigma_{2\sigma}) \)-functional calculus, by Theorem 10.4.4 it satisfies a discrete square function estimate

\[
\sup_{s>0} \sup_{N \geq 1} \left( \mathbb{E} \left[ \sum_{|n| \leq N} \epsilon_n g(2^n s A^2 x) \right]^2 \right)^{1/2} \approx \|x\|
\]

for \( x \in \overline{R(A^2)} \cap D(A^2) = \overline{R(A)} \cap D(A) \). By (10.42) we have \( g(tA^2) = \tilde{g}(\sqrt{t}A) \), and therefore by the substitution \( \sqrt{t} = s \) the above estimate is equivalent to

\[
\sup_{s>0} \sup_{N \geq 1} \left( \mathbb{E} \left[ \sum_{|n| \leq N} \epsilon_n \tilde{g}(\sqrt{2^n s} A) x \right]^2 \right)^{1/2} \approx \|x\|
\]

for \( x \in \overline{R(A^2)} \cap D(A^2) = \overline{R(A)} \cap D(A) \). By the bisectorial version of Theorem 10.4.9, this estimate implies that \( A \) has a bounded \( H^\infty(\Sigma_{\sigma}^{\nu}) \)-calculus.

### 10.7 Functional calculus for (semi)group generators

Having studied the properties of the \( H^\infty \)-calculus in fair detail from an abstract point of view, in this final section of this chapter we turn to some concrete situations where the boundedness of the \( H^\infty \)-calculus can actually be verified. As we shall see, this often involves importing deep results from other areas of analysis. This should not come as a surprise, since after all proving the boundedness of the \( H^\infty \)-calculus is tantamount to controlling singular integrals. We have already seen one explicit instance when we deduced the boundedness of the \( H^\infty \)-calculus for the Laplace operator on \( L^p(\mathbb{R}^d) \), \( 1 < p < \infty \), from the Mihlin multiplier theorem. From this point of view the highlights of this section will be the following results:
• if \( iA \) is the generator of a uniformly bounded \( C_0 \)-group on a UMD Banach space \( X \), then \( A \) has a bounded bisectorial \( H^\infty \)-calculus of angle 0 (Theorem 10.7.10).

• if \( -A \) is the generator of a positive \( C_0 \)-semigroup of contractions on an \( L^p \)-space with \( 1 < p < \infty \), then \( A \) has a bounded \( H^\infty \)-calculus of angle \( \frac{1}{2} \pi \) (Theorem 10.7.12).

• if \( -A \) is the generator of a positive \( C_0 \)-semigroup of contractions on an \( L^p \)-space with \( 1 < p < \infty \), and if this semigroup is bounded and holomorphic on a sector of angle \( \eta \in (0, \frac{1}{2} \pi) \), then \( A \) has a bounded \( H^\infty \)-calculus of angle \( \leq \frac{1}{2} \pi - \frac{1}{2} \eta (p \wedge p') \) (Theorem 10.7.13).

The proofs of these theorems depend on transference techniques due to Coifman and Weiss in combination with, respectively, (a special case of) the Akcoglu–Sucheston dilation theorem for positive contractions on \( L^p \)-spaces, Akcoglu’s pointwise maximal ergodic theorem for positive contractions on \( L^p \)-spaces, and complex interpolation of the spaces \( L^p(S; \ell^q_n) \).

### 10.7.a The Phillips calculus

For generators of (semi)groups, another useful functional calculus, besides that of Dunford, can be defined as follows:

**Definition 10.7.1 (Phillips calculus).** Let \( X \) be a Banach space and \( A \) be an operator in \( X \).

1. If \( iA \) generates a bounded \( C_0 \)-group \( (U(t))_{t \in \mathbb{R}} \) on \( X \), we define
   \[
   \Phi_g(A)x := \int_{-\infty}^{\infty} g(t)U(t)x \, dt, \quad g \in L^1(\mathbb{R}), \ x \in X.
   \]

2. If \( -A \) generates a bounded \( C_0 \)-semigroup \( (S(t))_{t \geq 0} \) on \( X \), we define
   \[
   \Phi^+_g(A)x := \int_{0}^{\infty} g(t)S(t)x \, dt, \quad g \in L^1(\mathbb{R}_+), \ x \in X.
   \]

It is immediate that the integrals exist and

\[
\|
\Phi_g(A)\|_{\mathcal{L}(X)} \leq \|g\|_{L^1(\mathbb{R})} \sup_{t \in \mathbb{R}} \|U(t)\|_{\mathcal{L}(X)},
\]

\[
\|
\Phi^+_g(A)\|_{\mathcal{L}(X)} \leq \|g\|_{L^1(\mathbb{R}_+)} \sup_{t \in \mathbb{R}_+} \|S(t)\|_{\mathcal{L}(X)}.
\] (10.43)

As in the case of the \( H^\infty \) calculus, the principal interest is in achieving such estimates for other function classes in place of \( L^1 \). This question will be considered in the rest of this chapter. First, however, we would like to relate the Phillips calculus to the Dunford calculus:

**Proposition 10.7.2.** Let \( X \) be a Banach space and \( A \) be an operator in \( X \).
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(1) If \( iA \) generates a bounded \( C_0 \)-group \((U(t))_{t \in \mathbb{R}}\) on \( X \), then
\[
f(A) = \Phi_{g_f}(A) \quad \text{for all } f \in H^1(\Sigma^{bi}_\sigma), \quad 0 < \sigma < \frac{1}{2} \pi,
\]
where
\[
g_f(t) := \begin{cases} 
\frac{1}{2\pi i} \int_{\partial \Sigma^+} e^{zt} f(iz) \, dz, & t > 0, \\
-\frac{1}{2\pi i} \int_{\partial \Sigma^+} e^{zt} f(iz) \, dz, & t < 0,
\end{cases}
\] (10.44)
satisfies \( \|g_f\|_{L^1(\mathbb{R})} \leq (\pi \sin \sigma)^{-1} \|f\|_{H^1(\Sigma^{bi}_\sigma)}. \)

(2) If \(-A\) generates a bounded \( C_0 \)-semigroup \((S(t))_{t \in \mathbb{R}}\) on \( X \), then
\[
f(A) = \Phi_{g_f}^+(A) \quad \text{for all } f \in H^1(\Sigma_\sigma), \quad \frac{1}{2} \pi < \sigma < \pi,
\]
where
\[
g_f(t) := -\frac{1}{2\pi i} \int_{\partial \Sigma^-} e^{zt} f(z) \, dz, \quad t > 0,
\] (10.45)
satisfies \( \|g_f\|_{L^1(\mathbb{R})} \leq (2\pi \sin \sigma)^{-1} \|f\|_{H^1(\Sigma_\sigma)}. \)

Proof. (1): It follows from the assumption that \( A \) is bisectorial of angle 0. Hence for \( 0 < \sigma < \frac{1}{2} \pi \) and \( f \in H^1(\Sigma^{bi}_\sigma) \) the Dunford integral
\[
f(A)x = \frac{1}{2\pi i} \int_{\partial \Sigma^{bi}_\sigma} f(z) R(z, A)x \, dz, \quad x \in X,
\]
is well defined; here \( 0 < \nu < \sigma \) is arbitrary and \( \partial \Sigma_\nu \) is oriented in such a way that \( \Sigma_\nu \) is on the left-hand side when traversing it.

First substituting \( z = i\zeta \), then using the representation of the resolvent of a semigroup generator as the Laplace transform of the semigroup (Proposition G.4.1) and Fubini’s theorem (the use of which will be justified shortly), for all \( x \in X \) we obtain
\[
f(A)x = \frac{1}{2\pi} \int_{-i\partial \Sigma^{bi}_\sigma} f(i\zeta) R(i\zeta, A)x \, d\zeta \\
\overset{(*)}{=} -\frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2}\pi - \nu}} f(i\zeta)(\zeta + iA)^{-1}x \, d\zeta \\
- \frac{1}{2\pi i} \int_{\partial \Sigma^{-}_{\frac{1}{2}\pi - \nu}} f(i\zeta)(\zeta + iA)^{-1}x \, d\zeta \\
\overset{(**)}{=} -\frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2}\pi - \nu}} f(i\zeta) \int_0^\infty e^{-\zeta t} U(-t)x \, dt \, d\zeta \\
+ \frac{1}{2\pi i} \int_{\partial \Sigma^{-}_{\frac{1}{2}\pi - \nu}} f(i\zeta) \int_0^\infty e^{\zeta t} U(t)x \, dt \, d\zeta
\]
Lemma 10.7.3. \( \text{Under the assumptions of Proposition 10.7.2, we have} \)

\[
\hat{g}_f(\xi) = f(-2\pi \xi), \quad \hat{g}_f^+(\xi) = -f(2\pi \xi).
\]

Proof. The Fourier transform of \( g_f \) is easily computed: for \( \xi \neq 0 \) we have

\[
\hat{g}_f(\xi) = \frac{1}{2\pi i} \int_{\partial \Sigma_{\frac{\pi}{2}}^{\nu}} \int_0^\infty e^{-2\pi i t \xi} e^{zt} f(iz) \, dt \, dz
\]
\[-\frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \int_{-\infty}^{0} e^{-2\pi i t \xi} e^{zt} f(iz) \, dt \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \frac{1}{2\pi i \xi - z} f(iz) \, dz + \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \frac{1}{2\pi i \xi - z} f(iz) \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \frac{1}{2\pi i \xi + z} f(\zeta) \, d\zeta + \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \frac{1}{2\pi i \xi + z} f(\zeta) \, d\zeta = f(-2\pi \xi),\]

using Cauchy's theorem in the last step, noting that one integral gives \(f(-2\pi \xi)\) and the other 0.

Similarly, for \(\xi \neq 0\) we have

\[
\hat{g}_f^\pm(\) = \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \int_{-\infty}^{\infty} e^{-2\pi i t \xi} e^{zt} f(z) \, dt \, dz = \frac{1}{2\pi i} \int_{\partial \Sigma^+_{\frac{1}{2} \nu}} \frac{1}{2\pi i \xi - z} f(z) \, dz = -f(2\pi i \xi)
\]

by Cauchy's theorem, keeping in mind that \(\frac{1}{2} \pi < \nu < \pi\) in this case. \(\square\)

We record an estimate that will play a role in an application of the Mihlin multiplier theorem (Corollary 8.3.11) further below.

**Lemma 10.7.4.** If \(f \in H^1(\Sigma^{\nu}_\sigma) \cap H^\infty(\Sigma^{\nu}_\sigma)\) with \(0 < \sigma < \frac{1}{2} \pi\), then the function \(g_f\) of (10.44) satisfies

\[
\sup_{\xi \in \mathbb{R} \setminus \{0\}} \max \{|\hat{g}_f(\xi)|, |\xi \hat{g}_f(\xi)|\} \leq \frac{1}{\sin \sigma} \|f\|_{H^\infty(\Sigma^{\nu}_\sigma)}.
\]

If \(f \in H^1(\Sigma_{\sigma}) \cap H^\infty(\Sigma_{\sigma})\) with \(\frac{1}{2} \pi < \sigma < \pi\), then the function \(g_f^+\) of (10.45) satisfies

\[
\sup_{\xi \in \mathbb{R} \setminus \{0\}} \max \{|\hat{g}_f^+(\xi)|, |\xi (\hat{g}_f^+)'(\xi)|\} \leq \frac{1}{\cos \sigma} \|f\|_{H^\infty(\Sigma^{\nu}_\sigma)}.
\]

**Proof.** The claimed estimates, even with better constant 1, for \(|\hat{g}_f(\xi)|\) and \(|\hat{g}_f^+(\xi)|\) follow at once from Lemma 10.7.3.

Concerning the derivative, we can use Cauchy's theorem to write

\[
|f(z)| = \left|\frac{-1}{2\pi i} \int_{\partial D(z,r)} f(w) (z - w)^{-2} \, dw\right| \leq \frac{1}{2\pi} \|f\|_{\infty} 2\pi \frac{r}{r^2} = \frac{\|f\|_{\infty}}{r},
\]

whenever the disc \(D(z,r)\) is in the domain of \(f\). In the first case, we are concerned with \(z = -2\pi \xi \in \mathbb{R}\) and we can take \(r \to |z| \sin \sigma\); in the second case, we have \(z = i2\pi \xi \in i\mathbb{R}\) and we can take \(r \to |z| \cos \sigma\). Noting the cancellation of the factor \(2\pi |\xi|\) appearing in both the numerator and the denominator, we obtain the claimed result. \(\square\)
10.7.b Coifman–Weiss transference theorems

Given \( g \in L^1(\mathbb{R}) \), we define the convolution operator \( K_g : L^p(\mathbb{R}; X) \to L^p(\mathbb{R}; X) \) for \( 1 \leq p < \infty \) by
\[
K_g(f) := \int_{-\infty}^{\infty} g(s)f(t-s) \, ds, \quad f \in L^p(\mathbb{R}; X).
\]
With the help of Young’s inequality one checks that
\[
\|K_g\|_{\mathcal{L}(L^p(\mathbb{R}; X))} \leq \|g\|_1. \tag{10.47}
\]

**Theorem 10.7.5 (Coifman–Weiss, transference for bounded groups).**

Let \( iA \) be the generator of a uniformly bounded \( C_0 \)-group \((U(t))_{t \in \mathbb{R}}\) on a Banach space \( X \) and let \( g \in L^1(\mathbb{R}) \). Then for all \( p \in [1, \infty) \), the Phillips calculus satisfies
\[
\|\Phi_g(A)\|_{\mathcal{L}(X)} \leq \|K_g\|_{\mathcal{L}(L^p(\mathbb{R}; X))} \sup_{t \in \mathbb{R}} \|U(t)\|_{\mathcal{L}(X)}^2.
\]

The point of the theorem is to “transfer” an estimate on \( K_g \) to an estimate on \( \Phi_g(A) \). Of course one always has the elementary estimate in (10.43) involving \( \|g\|_{L^1(\mathbb{R})} \) but the theorem often provides a better estimate in situations where we can estimate \( \|K_g\|_{\mathcal{L}(L^p(\mathbb{R}; X))} \) in a more clever way.

**Example 10.7.6.** Let \( X \) be Hilbert space and \( p = 2 \). From Parseval’s identity we obtain
\[
\|K_g\|_{\mathcal{L}(L^2(\mathbb{R}; X))} = \sup_{s \in \mathbb{R}} |\hat{g}(s)|.
\]

Theorem 10.7.10 will present a second example. These improvements over the first inequality in (10.43) are essential in many applications.

**Proof of Theorem 10.7.5.** Set \( \|U\|_\infty := \sup_{t \in \mathbb{R}} \|U(t)\| \). By estimates (10.47) and (10.43), and density in \( L^1(\mathbb{R}) \), without loss of generality we may assume that \( g \) has support in interval \([-N, N]\), say. Given \( \varepsilon > 0 \), we choose \( M \) so large that \( \frac{M+N}{M} \leq 1 + \varepsilon \). Since \((U(t))^{-1} = U(-t)\) we have, for all \( y \in X \),
\[
\|y\| \leq \|U\|_\infty \|U(-t)y\|.
\]
Applying this with \( y = \Phi_g(A)x \), by averaging we obtain
\[
\|\Phi_g(A)x\|_p^p \leq \frac{\|U\|_\infty^p}{2M} \int_{-M}^{M} \|U(-s)\Phi_g(A)x\|_p^p \, ds
\]
\[
= \frac{\|U\|_\infty^p}{2M} \int_{-M}^{M} \left\| \int_{-\infty}^{\infty} g(t)U(t-s)x \, dt \right\|_p^p \, ds
\]
by the definition of \( \Phi_g(A) \). Also \( 1_{[-M-N,M+N]}(t-s) = 1 \) if \( t \in \text{supp} \, g \subseteq [-N, N] \) and \( s \in [-M, M] \), so that with \( \chi := 1_{[-M-N,M+N]} \) the last expression can be rewritten as
Proposition 10.7.8. By Young’s inequality, we set $a = (a_n)_{n \in \mathbb{Z}}$ is the convolution operator on $\ell^p(\mathbb{Z})$, $1 < p < \infty$, i.e., for $c = (c_n)_{n \in \mathbb{Z}} \in \ell^p(\mathbb{Z}; X)$ we set

$$(\kappa_n c)_n := \sum_{k \in \mathbb{Z}} a_k c_{n-k}. $$

By Young’s inequality, $\|\kappa_n\|_{\mathcal{L}(\ell^p(\mathbb{Z}; X))} \leq \|z\|_{\ell^1(\mathbb{Z})}$. In what follows, sequences $(a_n)_{n \geq 0} \in \ell^1(\mathbb{N})$ will be identified with sequences $(a_n)_{n \in \mathbb{Z}} \in \ell^1(\mathbb{Z})$ in the natural way by taking $a_{-n} = 0$ for $n \geq 1$.

Proposition 10.7.8. Let $(S, \mathcal{A}, \mu)$ be a measure space, $p \in (1, \infty)$, and $T \in \mathcal{L}(L^p(S))$ be a positive contraction. Then for every $a \in \ell^1(\mathbb{N})$ and every Banach space $X$ we have
\[ \left\| \sum_{n \geq 0} a_n T^n \right\|_{\mathcal{L}(L^p(S;X))} \leq \|\kappa_a\|_{\mathcal{L}(\ell^p(\mathbb{Z}))}. \]

Proof. By Theorem 2.1.3, \( T \) extends to a contraction on \( L^p(S;X) \). Since both sides of the bound are dominated by \( \|a\|_{\ell^1} \), by approximation, in the rest of the proof we may assume that \( a \) is finitely supported.

Step 1 – First we consider the situation that \((S, \mathcal{A}, \mu)\) is a measure space having a finite number of points and \( \mu \) gives mass 1 to every point. Then \( L^p(S) \) may be identified with \( \ell^p_n \), where \( n \) is the number of points. By the Akcoglu–Sucheston Dilatation Theorem I.1.2, there is a positive, invertible, isometric \( U \in L^p(D) \), for some measure space \( D \), as well as a positive isometric embedding \( J : \ell^p_n \to L^p(D) \) and a positive surjective contraction \( P : L^p(D) \to \mathbb{R}(J) \) such that
\[ T^k = J^{-1} P U^k J \quad \text{for all } k = 0, 1, 2, \ldots \]

Since all operators are positive, this identity extends to \( \ell^p_n(X) \). Hence
\[
\left\| \sum_{k \geq 0} a_k T^k \right\|_{\mathcal{L}(\ell^p_n(X))} = \left\| J^{-1} P \left( \sum_{k \geq 0} a_k U^k J \right) \right\|_{\mathcal{L}(\ell^p_n(X))}
\leq \left\| J^{-1} P \right\|_{\mathcal{L}(L^p(D;X),\ell^p_n(X))} \left\| \sum_{k \geq 0} a_k U^k \right\|_{\mathcal{L}(L^p(D;X))} \left\| J \right\|_{\mathcal{L}(\ell^p_n(X),L^p(D;X))}
\leq 1 \cdot \|\kappa_a\|_{\mathcal{L}(\ell^p(\mathbb{Z}))} \cdot 1,
\]

where the last step used the following results: For the middle factor, this was an application of Theorem 10.7.5 and Remark 10.7.7. For the other two factors, the bounds are guaranteed by Theorem I.1.2 when \( X = \mathbb{K} \), and they follow from this and the positivity for general \( X \) via Theorem 2.1.3.

Step 2 – We suppose again that \((S, \mathcal{A}, \mu)\) consists of finitely many points, but drop the assumption that \( \mu \) assigns equal mass to each of them. After deleting the points of zero mass, we may assume that all points have strictly positive mass. Denoting by \( \nu \) the measure that gives mass one to each point, we obtain an isometric isomorphism \( L^p(S, \mu; X) \cong L^p(S, \nu; X) \) by sending \( f \in L^p(S, \mu; X) \) to the function \( \tilde{f} \in L^p(S, \nu; X) \) given by \( \tilde{f}(s) := \mu(\{s\})^{1/p} f(s) \).

Along this isomorphism, \( T \) can be identified with a positive contraction \( \tilde{T} \) on \( L^p(S, \nu) \). The result now follow from Step 1.

Step 3 – Now let \((S, \mathcal{A}, \mu)\) be an arbitrary measure space and fix a function \( f \in L^p(S;X) \). Since each of the functions \( T^n f \) can be approximated by \( \mu \)-simple functions, in proving the estimate
\[ \left\| \sum_{n \geq 0} a_n T^n f \right\| \leq \|\kappa_a\|_{\ell^p(\mathbb{Z})} \|f\| \]

we may replace the \( \sigma \)-algebra \( \mathcal{A} \) by the \( \sigma \)-algebra generated by the countably many sets of finite \( \mu \)-measure involved in the above-mentioned approximation of the functions \( T^n f, n \geq 0 \). Let \((A_j)_{j \geq 1}\) be an enumeration of these sets.
Thus, we may assume that \( \mu(A_j) < \infty \) for all \( j \geq 1 \) and that \( \mathcal{A} \) is generated by the sets \( A_j, j \geq 1 \).

For each \( k \geq 1 \), let \( \mathbb{E}_k \) denote the conditional expectation in \( L^p(S) \) associated with the finite \( \sigma \)-algebra \( \mathcal{A}_k \) generated by the sets \( A_1, \ldots, A_k \). The operator \( T_k := \mathbb{E}_k \circ T \) restricts to a positive contraction on \( L^p(S, \mathcal{A}_k) \). Up to a set of \( \mu \)-measure zero, every set in the finite \( \sigma \)-algebra \( \mathcal{A}_k \) is a finite union of atoms of finite and strictly positive \( \mu \)-measure, and therefore Step 2 gives us the inequality

\[
\left\| \sum_{n \geq 0} a_n T_k^n f \right\|_{L^p(S;X)} \leq \left\| K_n \| \mathcal{L}^{(p|\mathbb{F}|)} \right\|_{L^p(S;X)}, \quad k = 1, 2, \ldots
\]

The infinite sum on the left-hand side effectively extends over the finite set of indices for which \( a_n \) is non-zero. Since \( T_k f \to T f \) in \( L^p(S, \mathcal{A}) \) strongly (recalling that we replaced the original \( \sigma \)-algebra by the \( \sigma \)-algebra generated by the sets \( A_j, j \geq 1 \)), upon passing to the limit \( k \to \infty \) we obtain the desired estimate.

By using Proposition 10.7.8, it is possible to prove an analogue of Theorem 10.7.5 for generators of positive \( C_0 \)-contraction semigroups on \( L^p(S) \). We recall from (10.46) the notation \( K_g \) for the convolution operator. Functions on \( \mathbb{R}_+ \) will be identified with function on \( \mathbb{R} \) in the natural way, i.e., by extending them by zero on the negative axis.

**Theorem 10.7.9 (Coifman–Weiss, transference for positive contraction semigroups on \( L^p \)-spaces).** Let \( (S, \mathcal{A}, \mu) \) be a measure space, let \( 1 \leq p < \infty \), and let \( X \) be a Banach space. Let \( -A \) be the generator of a positive \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \) of contractions on \( L^p(S) \), and hence on \( L^p(S;X) \). Then the Phillips calculus satisfies, for all \( g \in L^1(\mathbb{R}_+) \),

\[
\| \Phi_g^+(A) \|_{\mathcal{L}(L^p(S;X))} \leq \| K_g \|_{\mathcal{L}(L^p(\mathbb{R};X))}.
\]

**Proof.** As in the discrete case, Young’s inequality allows us to reduce the proof of the theorem to the case where \( g \) is a step function supported on finitely many dyadic intervals \( [j2^{-n}, (j+1)2^{-n}) \). The idea of the proof is to also approximate the semigroup by powers of a fixed operator and then to apply the bound for the discrete case.

Consider, for \( N = 1, 2, \ldots \) and \( j \in \mathbb{Z} \), the numbers

\[
a^{(N)}_j := \frac{1}{2N} \int_0^1 \int_0^1 g\left(\frac{j + t - s}{2N}\right) ds \, dt,
\]

where we think \( g \) as a function in \( L^p(\mathbb{R};X) \) by zero-extension on \( \mathbb{R}_- \). Identifying the finite sequence \( a^{(N)} = (a^{(N)}_j)_{j \in \mathbb{Z}} \) with an element of \( \ell^1(\mathbb{Z}) \), for a finitely non-zero sequence \( e = (e_j)_{j \in \mathbb{Z}} \) we have

\[
(\kappa a^{(N)} e)_k = \sum_{j \in \mathbb{Z}} a^{(N)}_{k-j} e_j
\]
Then for finitely many dyadic intervals of length beginning of the proof, that
The latter is a Riemann sum for the integral
The final step is to realise that, in a sense to be made precise,
are dense in
Let denote the conditional expectation with respect to the \( \sigma \)-algebra generated by the intervals \([k, k + 1]\). Then
So far, the sequence \( c = (c_j)_{j \in \mathbb{Z}} \) was finitely non-zero. Since such sequences are dense in \( \ell^p(\mathbb{Z}; X) \), the above estimates prove that
Now we are in a position to apply Proposition 10.7.8 to the operator
obtain the estimate
The final step is to realise that, in a sense to be made precise, \( a_j^{(N)} \approx 2^{-N} g(j 2^{-N}) \) so that
The latter is a Riemann sum for the integral \( \Phi_g(A) f = \int_0^\infty g(t) T(t) f \, dt \).
Turning to the details, we begin by recalling the assumption, made at the beginning of the proof, that \( g \) is a dyadic step function, say supported on finitely many dyadic intervals of length \( 2^{-n} \), where \( n \) is some given positive integer. Then for \( N \geq n \) we have \( g(t) = g(j 2^{-N}) \) whenever \( t \) belongs to a
dyadic interval of the form \([j2^{-N}, (j+1)2^{-N})\). As a result it is immediately obvious that
\[
\|\varPhi g(A)f\|_{L^p(S;X)} \leq \liminf_{N \to \infty} \left\|2^{-N} \sum_{j \geq 0} g(j2^{-N})T(j2^{-N})f\right\|_{L^p(S;X)},
\]
keeping in mind that the sum on the right-hand side effectively extends over at most finitely many non-zero terms. Again since \(g\) is dyadic, for \(N \geq n\) the definition (10.48) implies that \(d_j^{(N)} = 2^{-N}g(j2^{-N})\) for all \(0 \leq j \leq 2^N - 1\) except possibly for values of the form \(j = k2^N - n\). Therefore
\[
\liminf_{N \to \infty} \left\|\sum_{j \geq 0} d_j^{(N)}T(j2^{-N})f\right\|_{L^p(S;X)} = \liminf_{N \to \infty} \left\|2^{-N} \sum_{j \geq 0} g(j2^{-N})T(j2^{-N})f\right\|_{L^p(S;X)} \tag{10.50}
\]
as the relative contribution of the exceptional \(j\)'s tends to zero as \(N \to \infty\).

The proof is concluded by combining the estimates (10.49) and (10.50). \(\square\)

10.7.c Hieber–Prüss theorems on \(H^\infty\)-calculus for generators

We are now in a position to present neat corollaries of the preceding considerations in the context of \(H^\infty\)-calculus. Recalling the notion of Fourier multipliers from Section 8.3, we observe that
\[
\mathcal{F}(K_gf) = \mathcal{F}(g \ast f) = \mathcal{F}(T_{\hat{g}}f),
\]
so that \(K_g\) coincides with the Fourier multiplier \(T_{\hat{g}}\).

**Theorem 10.7.10 (Hieber–Prüss I).** Let \(iA\) be the generator of a uniformly bounded \(C_0\)-group \((U(t))_{t \in \mathbb{R}}\) on a UMD space \(X\). Then \(A\) has a bounded bisectorial \(H^\infty\)-calculus of angle 0.

**Proof.** Recall from Example 10.6.3 that if \(iA\) is the generator of a uniformly bounded \(C_0\)-group, then \(A\) is bisectorial of angle 0.

By Proposition 10.7.2 and Theorem 10.7.5, we have
\[
\|f(A)\|_{\mathcal{L}(X)} = \|\varPhi_{g^f}(A)x\|_{\mathcal{L}(X)} \leq \|K_{g^f}\|_{\mathcal{L}(L^p(\mathbb{R};X))}\|U\|_2^2.
\]

With observation (10.51), the Mihlin multiplier theorem (Corollary 8.3.11) and Lemma 10.7.4, we obtain
\[
\|K_{g^f}\|_{\mathcal{L}(L^p(\mathbb{R};X))} = \|T_{\hat{g}f}\|_{\mathcal{L}(L^p(\mathbb{R};X))} \\
\leq 200\beta_p^2h_p \sup_{\xi \in \mathbb{R} \setminus \{0\}} \max\{\|\hat{g}_f(\xi)\|, |\xi\hat{g}'_f(\xi)|\} \\
\leq 200 \|U\|_2^2 \beta_p^2h_p \frac{1}{\sin \sigma} \|f\|_{H^\infty(\Sigma^0)}.
\]

This proves that \(A\) has a bounded bisectorial \(H^\infty(\Sigma^0)\)-calculus. Since the choice of \(0 < \sigma < \frac{1}{2}\pi\) was arbitrary, the theorem is proved. \(\square\)
Corollary 10.7.11. Let $iA$ generate a bounded $C_0$-group on a UMD Banach space $X$. If $A$ is $R$-bisectorial, then $A^2$ is $R$-sectorial and has a bounded $H^\infty$-calculus of angle $0$.

Proof. Combine the previous theorem with Theorem 10.6.7. □

Theorem 10.7.12 (Hieber–Prüss II). Let $(\mathcal{S}, \mathcal{A}, \mu)$ be a measure space, $1 < p < \infty$, and $X$ be a UMD space. Let $-A$ be the generator of a positive $C_0$-contraction semigroup $(S(t))_{t \geq 0}$ on $L^p(S)$, and thus on $L^p(S; X)$ Then $A$ has a bounded $H^\infty$-calculus on $L^p(S; X)$ of angle $\omega_{H^\infty}(A) \leq \frac{1}{2} \pi$.

Proof. By Proposition 10.7.2 and Theorem 10.7.9, for functions $f \in H^1(\Sigma_\sigma)$ with $\frac{1}{2} \pi < \sigma < \pi$ we obtain

$$\|f(A)\|_{L^p(X)} = \|\Phi^+_g(A)\|_{L^p(X)} \leq \|K_{g}^+\|_{L^p(\mathbb{R}; X)},$$

where $K_{g}^+$ denotes convolution with $g^+_f$.

By observation (10.51), the Mihlin multiplier theorem (Corollary 8.3.11) and Lemma 10.7.4, we obtain

$$\|K_{g}^+\|_{L^p(\mathbb{R}; X)} = \|T_{g}^+\|_{L^p(\mathbb{R}; X)}$$

$$\leq 200 \beta^2_{p,X} \frac{1}{\cos \sigma} \sup_{\xi \in \mathbb{R} \setminus \{0\}} \max\{ |\xi g^+_f(\xi)|, |\xi (\xi g^+_f)'(\xi)| \}$$

$$\leq 200 \|U\|^2 \beta^2_{p,X} \frac{1}{\cos \sigma} \|f\|_{H^\infty(\Sigma_\sigma)}.$$  □

10.7.d Analytic semigroups of positive contractions on $L^p$

In Theorem 10.7.12 we have seen that if $-A$ generates a positive $C_0$-contraction semigroup $(S(t))_{t \geq 0}$ on a space $L^p(S)$ with $1 < p < \infty$, then $A$ admits a bounded $H^\infty$-calculus and $\omega_{H^\infty}(A) \leq \frac{1}{2} \pi$. The following theorem shows that under stronger assumptions one obtains $\omega_{H^\infty}(A) < \frac{1}{2} \pi$. Unlike Theorem 10.7.12, the one that follows is restricted to the scalar-valued case.

Theorem 10.7.13. Let $-A$ be the generator of a positive $C_0$-contraction semigroup $(S(t))_{t \geq 0}$ on a space $L^p(S)$, where $(\mathcal{S}, \mathcal{A}, \mu)$ is a measure space and $1 < p < \infty$. If $(S(t))_{t \geq 0}$ extends to a bounded analytic $C_0$-contraction semigroup on the sector $\Sigma_\eta$ for some $0 < \eta < \frac{1}{2} \pi$, then $A$ is $R$-sectorial, admits a bounded $H^\infty$-calculus, and we have

$$\omega_R(A) = \omega_{H^\infty}(A) \leq \frac{1}{2} \pi - \frac{1}{2} \eta (p \wedge p').$$
To prepare for the proof, we begin by preparing some lemmas for bounded analytic operator-valued functions $z \mapsto N(z)$ defined on a sector. Eventually we shall apply these results to the analytic extension of the function $N$ given by

$$N(t)f := \frac{1}{t} \int_0^t S(s)f \, ds, \quad f \in L^p(S).$$

Our main tool for estimating $N$ will be the following semigroup version of Akcoglu’s maximal ergodic theorem:

**Theorem 10.7.14 (Akcoglu’s maximal ergodic theorem).** If the $C_0$-semigroup $(S(t))_{t \geq 0}$ is positive and contractive on $L^p(S)$, with $1 < p < \infty$, then for all $f \in L^p(S)$ we have

$$\left\| \sup \left| \frac{1}{t} \int_0^t S(s)f \, ds \right| \right\|_p \leq p' \|f\|_p.$$

**Proof.** The main step is to prove that for all choices of finitely many dyadic $t_1, \ldots, t_k > 0$ and for all $f \in L^p(S)$ we have

$$\left\| \sup_{1 \leq j \leq k} \left| \frac{1}{t_j} \int_0^{t_j} S(s)f \, ds \right| \right\|_p \leq p' \|f\|_p.$$ 

Once we have this, the general case follows by considering an enumeration of the positive dyadic numbers, say $(t_n)_{n \geq 1}$, applying the above with $t_j = t_n$ for $j = 1, \ldots, k$, and passing to the limit $k \to \infty$. This will give the result with ‘$t > 0$’ replaced by ‘$t > 0$ and dyadic’; as a last step we can extend to supremum to all $t > 0$ by the following limiting argument. From

$$\left\| \int_0^t S(s)f \, ds \right\|_p \leq \int_0^t \|S(s)f\|_p \, ds$$

and the boundedness of the semigroup it immediate that $s \mapsto (S(s)f)(x)$ is locally integrable at almost every $x \in S$, and then $t \mapsto \frac{1}{t} \int_0^t S(s)f(x) \, ds$ is continuous at the same values of $x$. From this the approximation by dyadic values is immediate.

Let us now fix dyadic numbers $t_1, \ldots, t_k > 0$. Fix an arbitrary $\varepsilon > 0$ and choose the integer $N \geq 0$ so large that

$$\|S(t)f - f\| < \varepsilon \text{ for all } t \in [0, 2^{-N}]. \quad (10.52)$$

We may assume that the numbers $t_j$ are pairwise different dyadic numbers and have the form $t_j = m_j 2^{-n}$ with $n \geq N$. It then suffices to prove the estimate

$$\left\| \sup_{1 \leq i \leq M} \left| \frac{1}{2^{-n}} \int_0^{2^{-n}} S(s)f \, ds \right| \right\|_p \leq \|f\|_p.$$
Upon replacing \( f \) by \(|f|\), there is no loss of generality if we assume \( f \geq 0 \). We have, for \( n \geq N \),

\[
\left\| \sup_{1 \leq i \leq M} \frac{1}{t^{2-n}} \int_0^{t^{-2n}} S(s) f \, ds \right\|_p \\
= \left\| \sup_{1 \leq i \leq M} \frac{1}{t^{2-n}} \sum_{\ell=0}^{i-1} \int_0^{(\ell+1)^{-2n}} S(s) f \, ds \right\|_p \\
= \left\| \sup_{1 \leq i \leq M, i \geq 1} \frac{1}{t^{2-n}} \sum_{\ell=0}^{i-1} S(t^{2-n}) \hat{S}_{2-n} f \right\|_p \quad \text{(with } \hat{S}_{2-n} f := \frac{1}{2-n} \int_0^{2-n} S(s) f \, ds),
\]

\[
\leq p' \| \hat{S}_{2-n} f \|_p \leq p' \| f \|_p + \varepsilon,
\]

where the first estimate was an application of Akcoglu’s maximal ergodic theorem in its discrete form given in Theorem I.2.1, and the last step used (10.52). Since \( \varepsilon > 0 \) was arbitrary, this completes the proof.

**Corollary 10.7.15.** If the \( C_0 \)-semigroup \( \{S(t)\}_{t \geq 0} \) is positive and contractive on \( L^p(S) \), with \( 1 < p < \infty \), then for all \( t > 0 \) and \( f_1, \ldots, f_k \in L^p(S) \) we have

\[
\left\| \sup_{1 \leq j \leq k} \sup_{t \geq 0} \left| \frac{1}{t^{2-n}} \int_0^{t^{2-n}} S(s) f_j \, ds \right| \right\|_p \leq p' \left\| \sup_{1 \leq j \leq k} |f_j| \right\|_p.
\]

**Proof.** Apply the theorem with \( f := \sup_{1 \leq j \leq k} |f_j| \).

**Lemma 10.7.16.** Let \( p \in [1, 2] \) and suppose that \( N : \Sigma_\delta \to \mathcal{L}(L^p(S)) \) is a strongly continuous and uniformly bounded function, which is holomorphic on \( \Sigma_\delta \). If there is a constant \( C \geq 0 \) such that, for all choices of finitely many \( t_1, \ldots, t_k \in \mathbb{R}_+ \) and \( f_1, \ldots, f_k \in L^p(S) \),

\[
\left\| \sup_{1 \leq j \leq k} |N(t_j) f_j| \right\|_p \leq C \left\| \sup_{1 \leq j \leq k} |f_j| \right\|_p,
\]

then the family \( \mathcal{T} = \{ N(z) : z \in \Sigma_{\delta p/2} \} \) is \( R \)-bounded and

\[
\mathcal{A}(\mathcal{T}) \leq \kappa_{2,p}^2 C^{1-p/2} \sup_{t > 0} \| N(t) \|_p^{p/2}.
\]

**Proof.** For \( p = 2 \) this is clear. We may therefore assume that \( p \in [1, 2) \).

The boundedness of \( N(z) \) on \( \Sigma_\delta \) implies that for \( z_1, \ldots, z_k \) with \( |\arg z_j| = \delta \) and \( f_1, \ldots, f_k \in L^p(S) \) we have

\[
\left\| \left( \sum_{j=1}^k |N(z_j) f_j|^p \right)^{1/p} \right\|_p = \sum_{j=1}^k \left\| N(z_j) f_j \right\|_p^p \\
\leq K^p \sum_{j=1}^k \| f_j \|_p^p = K^p \left\| \left( \sum_{j=1}^k |f_j|^p \right)^{1/p} \right\|_p^p,
\]

(10.54)
where \( K := \sup_{z \in \mathbb{C}} \| N(z) \| \). On the other hand, to prove the lemma it suffices to show the following square function estimate: for all \( z_1, \ldots, z_k \) with \( |\arg z_j| = \delta p/2 \) and \( f_1, \ldots, f_k \in L^p(S) \),

\[
\left\| \sum_{j=1}^{k} |N(z_j) f_j|^2 \right\|_{p/2}^{1/2} \leq C^{1-p/2} K^{p/2} \left\| \sum_{j=1}^{k} |f_j|^2 \right\|_{p}^{1/2}.
\] (10.55)

Indeed, up to a multiplicative constant \( \kappa_{2,p} \kappa_{p,2} = \kappa_{2,p} \) in both directions, by Proposition 6.3.3 the square functions on both sides of (10.55) are equivalent to Rademacher sums, and interpreted in this way the inequality asserts the \( R \)-boundedness of the family \( \{ N(z) : |\arg z| = \delta p/2 \} \) with \( R \)-bound at most \( \kappa_{2,p}^2 C \). Then \( \{ N(z) : |\arg z| = \delta p/2 \} \) is \( R \)-bounded, with the same \( R \)-bound, by Proposition 8.5.8.

We shall obtain the estimate (10.55) (which can be interpreted as \( \ell^2 \)-boundedness of the operators \( N(t) \)) by interpolating the inequalities (10.53) and (10.54) (which can be interpreted as \( \ell^\infty \)-boundedness and \( \ell^p \)-boundedness of these operators). To make this precise we fix \( t_1, \ldots, t_k \in \mathbb{R}_+ \) and define a strongly continuous mapping \( M : \Sigma_\delta \to \mathcal{L}(L^p(S, \ell^p_k)) \) by

\[
M(z)(f_1, \ldots, f_k) = (N(t_1 z)f_1, \ldots, N(t_k z)f_k).
\]

This mapping is holomorphic on \( \Sigma_\delta \). Now (10.53) says that

\[
\| M(z) \|_{\mathcal{L}(L^p(S, \ell^p_k))} \leq C \text{ for } \arg z = 0
\]

and (10.54) says that

\[
\| M(z) \|_{\mathcal{L}(L^p(S, \ell^p_k))} \leq K \text{ for } |\arg z| = \delta.
\]

Since \( \frac{1}{2} = \frac{2}{p} + \frac{1-\theta}{\infty} \) for \( \theta = \frac{\sigma_0}{\infty} \), the interpolation lemma 10.7.17 below (with \( \sigma_0 = 0, \sigma_1 = \delta, p_0 = p_1 = p, q_0 = \infty, q_1 = 2, \) and \( \theta = p/2 \)) gives

\[
\| M(z) \|_{\mathcal{L}(L^p(S, \ell^p_k))} \leq C^{1-p/2} K^{p/2} \text{ for } |\arg z| = \delta p/2,
\]

which in turn implies (10.55) for \( z_j = t_j e^{\pm i \delta p/2} \).

In the next lemma we use the notation \( \Sigma_{\sigma_0, \sigma_1} = \{ z \in \mathbb{C} : \sigma_0 < \arg z < \sigma_1 \} \).

**Lemma 10.7.17.** Let \( p_0, p_1, q_0, q_1 \leq \infty \) and fix an integer \( k \geq 1 \). Consider a family of operators

\[
N(z) : L^{p_0}(S, \ell^{q_0}_k) \cap L^{p_1}(S, \ell^{q_1}_k) \to L^{p_0}(S, \ell^{q_0}_k) + L^{p_1}(S, \ell^{q_1}_k)
\]

satisfying the following conditions:

- as an \( L^{p_0}(S, \ell^{q_0}_k) + L^{p_1}(S, \ell^{q_1}_k) \)-valued function, \( z \to N(z)F \) is continuous on \( \Sigma_{\sigma_0, \sigma_1} \) and holomorphic on \( \Sigma_{\sigma_0, \sigma_1} \) for all \( F \in L^{p_0}(S, \ell^{q_0}_k) \cap L^{p_1}(S, \ell^{q_1}_k) \);
the boundary functions $r \mapsto N(re^{i\sigma})F$ are continuous $L^p(S; \ell^q_k)$-valued functions for all $F \in L^p(S; \ell^q_k)$ and

$$\|N(z)\|_{L^p(S; \ell^q_k)} \leq L_j \quad \text{for} \quad \arg z = \sigma_j \quad (j = 0, 1). \quad (10.56)$$

For $\theta \in (0, 1)$ put

$$\frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1}, \quad \sigma = (1 - \theta)\sigma_0 + \theta\sigma_1.$$

Then $N(z)$ maps $L^p(S; \ell^q_k)$ into itself for all $\arg(z) = \sigma$ and

$$\|N(z)\|_{L^p(S; \ell^q_k)} \leq K_0^{1-\theta}K_1^\theta \quad \text{for} \quad \arg(z) = \sigma.$$

Proof. Let $S = \{z : 0 < \Re z < 1\}$ denote the unit strip and put

$$M(\zeta) := N(\exp[i(\sigma_0 + (\sigma_1 - \sigma_0)\zeta)]), \quad \zeta \in S.$$

Then, by (10.56),

$$\|M(\zeta)\|_{L^p(S; \ell^q_k)} \leq L_j \quad \text{for} \quad \Re \zeta = j \quad (j = 0, 1).$$

By Theorem 2.2.6, for the complex interpolation method we have an isometric isomorphism

$$L^p(S, \ell^q_k) = [L^{p_0}(S, \ell^q_k), L^{p_1}(S, \ell^q_k)]_\theta.$$

For $F \in L^p(S, \ell^q_k)$ with $\|F\| < 1$, by the definition of the complex method there is a continuous function $f : \overline{S} \to L^{p_0}(S, \ell^q_k) + L^{p_1}(S, \ell^{q_1}_k)$, holomorphic on $S$, with $f(\theta) = F$ and

$$\|f(\zeta)\|_{L^{p_j}(S, \ell^q_k)} \leq 1 \quad \text{for} \quad \Re \zeta = j \quad (j = 0, 1).$$

For $z \in \Sigma_{\sigma_0, \sigma_1}$ let $\zeta(z) \in S$ be the unique point such that $\exp[i(\sigma_0 + (\sigma_1 - \sigma_0)\zeta(z))] = z$.

Then for $z \in \Sigma_{\sigma_0, \sigma_1}$, with $\arg(z) = \sigma$, say $z = re^{i\sigma}$, we have $N(re^{i\sigma})F = M(\theta + i\log r)f(\theta)$. This suggests to consider the function

$$\psi(\zeta) := M(\zeta + i\log r)f(\zeta), \quad \zeta \in \overline{S}.$$

As a function with values in $L^{p_0}(S, \ell^{q_0}_k) + L^{p_1}(S, \ell^{q_1}_k)$, this function is continuous on $\overline{S}$ and holomorphic on $S$, it satisfies $\|\psi(z)\|_{L^{p_j}(S, \ell^q_k)} \leq L_j \quad (j = 0, 1)$, and we have $\psi(\theta) = N(re^{i\sigma})F$. Again by the definition of the complex method this implies $N(re^{i\sigma})F \in [L^{p_0}(S, \ell^q_k), L^{p_1}(S, \ell^{q_1}_k)]_\theta = L^p(S, \ell^q_k)$ and

$$\|N(re^{i\sigma})F\|_{L^p(S, \ell^q_k)} \leq L_0^{1-\theta}L_1^\theta.$$

Since $F \in L^p(S, \ell^q_k)$ with $\|F\| < 1$ was arbitrary, this proves the lemma. \qed
Lemma 10.7.18. Let $X$ and $Y$ be Banach spaces and let $0 < \nu < \sigma < \vartheta < \pi$. Let $N : \Sigma_{\theta} \to \mathcal{L}(X,Y)$ be a bounded holomorphic function and suppose that the set $\{N(z) : z \in \partial \Sigma_{\sigma}, z \neq 0\}$ is $R$-bounded. Then

$$\left\{ \frac{d}{dz} N(z) : z \in \Sigma_{\nu} \right\}$$

is $R$-bounded.

Proof. By Theorem 8.5.2, this follows from Cauchy’s formula

$$z \frac{d}{dz} N(z) = \int_{\partial \Sigma_{\nu}} h_{z}(\zeta)N(\zeta) \, d\zeta, \quad z \in \Sigma_{\nu},$$

with $h_{z}(\zeta) = \frac{1}{2\pi i} z(\zeta - z)^{-2}$, noting that $\sup\{ \|h_{z}\|_{1} : z \in \partial \Sigma_{\nu} \} < \infty$. \hfill \Box

We are now ready to prove Theorem 10.7.13.

Proof of Theorem 10.7.13. First let $p \in (1, 2]$, and assume that the semigroup $(S(t))_{t \geq 0}$ extends analytically to a bounded semigroup $(S(z))_{z \in \Sigma_{\eta}}$ for some $0 < \eta < \frac{1}{2} \pi$. Then we may also extend $N(t) = \frac{1}{t} \int_{0}^{t} S(s) \, ds$ holomorphically to $\Sigma_{\eta}$ by

$$N(z) = \frac{1}{z} \int_{\Gamma_{0,z}} S(\mu) \, d\mu, \quad z \in \Sigma_{\eta},$$

where $\Gamma_{0,z}$ is the line segment connecting 0 and $z$. Fix $0 < \delta < \eta$ and observe that the maximal ergodic estimate of Corollary 10.7.15, namely

$$\left\| \sup_{1 \leq j \leq k} \|N(t_{j})f_{j}\|_{p} \right\|_{p} \leq p \left\| \sup_{1 \leq j \leq k} \|f_{j}\|_{p} \right\|_{p},$$

implies (10.53) for the holomorphic function $N(z)$, with constant $C = p'$. By Lemma 10.7.16 we conclude that for $\delta' = \delta p/2$ the set $\{N(z) : z \in \Sigma_{\delta'}\}$ is $R$-bounded. Also, fixing any $0 < \delta'' < \delta'$, Lemma 10.7.18 implies the $R$-boundedness of $\left\{ \frac{d}{dz} N(z) : z \in \Sigma_{\delta''} \right\}$. Since $S(z) = N(z) + z \frac{d}{dz} N(z)$, it follows that the set $\{S(z) : z \in \Sigma_{\delta''}\}$ is $R$-bounded.

If $p \in (2, \infty)$, by what we just proved the adjoint family $\{S^{*}(z) : z \in \Sigma_{\delta''}\}$, which is a bounded analytic $C_{0}$-semigroup on $L^{p}(S)$, is $R$-bounded on $L^{p}(S)$.

By Proposition 8.4.1 (which can be applied because $L^{p}(S)$ is $K$-convex), the family $\{S(z) : z \in \Sigma_{\delta''}\}$ is $R$-bounded.

An appeal to Proposition 10.3.3 now shows that $A$ is $R$-sectorial of angle $\omega_{R}(A) \leq \frac{1}{2} \pi - \delta''$. This was the heart of the matter: now that we have secured $R$-sectoriality we may apply Proposition 10.4.10 to conclude that $\omega_{H^{\infty}}(A) = \omega_{R}(A) \leq \frac{1}{2} \pi - \delta''$ (the proposition can be applied since we already know, by virtue of Theorem 10.7.12, that $A$ has a bounded $H^{\infty}$-calculus (of angle $\leq \frac{1}{2} \pi$)).

Tracing the optimal values of the various angles provided by the above proof, we find the explicit bound
\[ \omega_{H^\infty} (A) \leq \frac{1}{2} \pi - \frac{1}{2} \gamma (p \land p'). \]

This completes the proof of the theorem. \( \square \)

### 10.8 Notes

The $H^\infty$-calculus for sectorial operators on Hilbert spaces was developed by McIntosh [1986] as a tool in his pursuit of the Kato square root problem. His work introduced harmonic analysis ideas motivated by Littlewood–Paley theory and classical $g$-functions into abstract operator theory and combined them with spectral theoretic techniques such as bounded imaginary powers and semigroup theory. For the extension to Banach spaces, in particular $L^p$-spaces, the central paper is by Cowling, Doust, McIntosh, and Yagi [1996].

A full treatment of the $H^\infty$-calculus could easily cover a volume in itself. In order to keep the presentation within reasonable bounds we chose to present in this volume the construction of the $H^\infty$-calculus and its characterisation through square function estimates, along with a discussion of those examples that can be treated in a self-contained way with tools from functional analysis and harmonic analysis presently at our disposal. Further topics related to the $H^\infty$-calculus, such as fractional powers, bounded imaginary powers, sums of operators, and perturbation theory, as well as their applications in the theory of deterministic and stochastic evolution equations, will be treated in the next volume.

#### Section 10.1

The material of this section is classical and can be found in, e.g., Denk, Hieber, and Prüss [2003], Kato [1995], Komatsu [1966], Kunstmann and Weis [2004]. The notion of sectoriality goes back to the work of Kato (in connection with form methods), Balakrishnan, Komatsu and others in the 1960s.

#### Section 10.2

The Dunford functional calculus for bounded operators is classical and can be found in many functional analysis textbooks. Surveys of the theory of $H^\infty$-calculus include the monograph Haase [2006], the lecture notes Denk, Hieber, and Prüss [2003], Kunstmann and Weis [2004], and the survey papers Weis [2006] and Batty [2009].

The uniform boundedness in Calderón reproducing formula, Proposition 10.2.5, is essentially from McIntosh [1986]; our proof uses an idea of Haase [2006, Proposition 5.2.4]. The version for functions $f$ with $f(z) \log(z)$ in $H^1(\Sigma)$ may be new.

Early examples of sectorial operators without a bounded $H^\infty$-calculus were given in McIntosh and Yagi [1990]. The idea of using conditional bases for this
goes back to Baillon and Clément [1991], Vanni [1993], Lancien [1998]. For the existence of such bases in every Banach space with a Schauder basis see Pełczyński and Singer [1964/1965] and the exposition in Albiac and Kalton [2006, Section 9.5].

The connection between UMD and the bounded $H^\infty$-calculus of the Laplacian $\Delta$ on $L^p(\mathbb{R}^d; X)$ and the bisectorial operator $-id/dx$ on $L^p(\mathbb{R}; X)$ was pointed out in Hieber and Prüss [1998].

Theorem 10.2.24 is stated in between the lines in McIntosh [1986], where also the contributions Yagi [1984] are credited. The direct proof presented here is due to E. Franks and appears in Albrecht, Duong, and McIntosh [1996].

An extension of the theorem to the Banach space setting was obtained in Kriegler and Weis [2010], where a characterisation of the contractivity of the $H^\infty$-calculus, i.e., the validity of the inequality $\|f(A)\| \leq \|f\|_\infty$, is given in terms of Blaschke products.

Section 10.3

The notion of $R$-sectoriality was introduced in Clément and Prüss [2001] and Weis [2001a]. The characterisation of $R$-sectoriality of Proposition 10.3.3 is due to Weis [2001b]. Theorem 10.3.4 was proved in Kalton and Weis [2001]. In particular this paper contains the result that the boundedness of the $H^\infty$-calcus implies $R$-sectoriality for spaces with the triangular contraction property. Another result in this direction, due to Clément and Prüss [2001], states that a sectorial operator with bounded imaginary powers on a UMD space is $R$-sectorial.

The connection between unconditional decompositions and $H^\infty$-calculi explained in Lemma 10.3.8 is one of the main themes in Kalton and Weis [2001]. Lemma 10.3.13 appears in Franks [1997]. It extends to the operator-valued $H^\infty$-calculus (an extension of the $H^\infty$-calculus to be treated in the next volume) and in this form it appears in Kalton and Weis [2001] and Kalton and Weis [2016]. Corollary 10.3.15 appears in Franks [1997]. Extensions and related results can be found in Boyadzhiev and deLaubenfels [1992], Cowling, Doust, McIntosh, and Yagi [1996], Kalton and Weis [2001].

Permanence of $R$-sectoriality under real and complex interpolation was proved in Kaip and Saal [2012]. By using Proposition 8.4.4 one can show that consistent $R$-sectorial operators $A_0$ and $A_1$ on an interpolation couple of $K$-convex Banach spaces interpolate, under both the complex and the real method, to $R$-sectorial operators with an interpolated angle of $R$-sectoriality $\omega_R(A_\theta) = (1 - \theta)\omega_R(A_0) + \theta\omega_R(A_1)$.

Section 10.4

We refer the reader to Stein [1970b] for an in-depth discussion of the classical square functions arising in harmonic analysis. McIntosh [1986] and Yagi [1984]
introduced them as a tool in operator theory and considered square functions of the form

\[ \|x\|_{\phi,A}^2 = \int_0^\infty \|\phi(tA)x\|^2 \frac{dt}{t} \]

for \( \phi \in H_0^\infty(\Sigma) \), the space of bounded holomorphic functions on \( \Sigma \) having polynomial decay near zero and at infinity. This work was subsequently generalised to Banach spaces, first by Cowling, Doust, McIntosh, and Yagi [1996] and subsequently Le Merdy [2004], Kalton and Weis [2016]. See also the survey Le Merdy [2007].

Most of the results of Section 10.4.a are due to Kalton and Weis [2001], Kunstmann and Weis [2004] and Kalton, Kunstmann, and Weis [2006]. Proposition 10.4.6 is the discrete analogue of Proposition 10.4.17, which was proved by Le Merdy [2003, Theorem 1.1] in \( L^p \)-spaces and at the same time for Banach spaces by Kalton and Weis [2016, Proposition 7.7] in the form stated here.

The continuous square function results for general Banach spaces of Section 10.4.b are due to Kalton and Weis [2016]. For Hilbert spaces they imply Theorem 10.4.21, which is due to McIntosh [1986] and for \( L^p \)-spaces they imply Theorem 10.4.23. For formulation of Theorem 10.4.23 as presented here is from Le Merdy [2004]; a version without any \( R \)-sectoriality condition on \( A \) is in Cowling, Doust, McIntosh, and Yagi [1996], but there only certain specific functions \( \phi \) are allowed in the implication \( (2) \Rightarrow (1) \) (square function estimates imply \( H^\infty \)-calculus).

Lemma 10.4.18 is a variation of Kalton, Kunstmann, and Weis [2006, Lemma 4.7]. Proposition 10.4.15, on the equivalences between discrete and continuous square functions, provides an effective way to go back and forth between the discrete and the more difficult continuous time case. The domination of dual square function by discrete square functions of Proposition 10.4.15(3) seems to be new.

For general Banach spaces, strict inequality \( \omega(A) < \omega_H(A) \) may hold. A first example without dense range was given in Cowling, Doust, McIntosh, and Yagi [1996]. Subsequently in Kalton [2003] and example was constructed on a uniformly convex space, and in Kalton and Weis [preprint] on a closed subspace of \( L^p \) with \( p \in (1,2) \). It is still an open problem whether such an example can exist on an \( L^p \)-space with \( 1 < p < \infty \), \( p \neq 2 \).

The equality \( \omega_H(A) = \omega_R(A) \) for Banach spaces with the triangular contraction property, due to Kalton and Weis [2001], is a reasonable extension of the Hilbert space result \( \omega_H(A) = \omega(A) \). Theorem 10.4.22 is due to Le Merdy [1996, 1998] and (for invertible \( A \)) Grabowski and Callier [1996].

To avoid assumptions on the Banach space \( X \), Kalton, Kunstmann, and Weis [2006] coined the notion of \emph{almost R-sectoriality}. We briefly indicate how one can weaken the assumptions in some of the results of Section 10.4 by using this notion. By definition, a sectorial operator \( A \) has this property if the set

\[ \{ \lambda A R(\lambda, A)^2 : |\arg \lambda| > \omega \} \]
is $R$-bounded for some $\omega \in (\omega(A), \pi)$. $R$-sectoriality implies almost $R$-sectoriality, but the converse is false by Kalton and Weis [preprint]. Let us denote the abscissa of almost $R$-sectoriality by $\tilde{\omega}(A)$. With the help of Theorem 8.5.4 it is shown that every sectorial operator with a bounded $H^\infty$-calculus on a Banach space $X$ is almost $R$-sectorial, and the equality $\omega_{H^\infty}(A) = \tilde{\omega}(A)$ holds. More generally, every sectorial operator with bounded imaginary powers is almost $R$-sectorial (but not necessarily $R$-sectorial). The following useful property of almost $R$-sectorial operators (which is more general than Theorem 10.3.4(1)) is also shown: the set $\{|\varphi(tA) : t > 0\}$ is $R$-bounded for all $\varphi \in H^1(\Sigma_\sigma)$ with $\tilde{\omega}(A) < \sigma < \pi$.

Theorem 10.4.25 is essentially due to Le Merdy [2014], who treated only the case of finite-dimensional Hilbert spaces and formulated the result in a somewhat different but equivalent form. The present formulation is from Haak and Haase [2013], which systematically develops the $\ell^1$-summability provided the Franks–McIntosh Theorem H.3.1 used in the proof.

Theorem 10.4.28 is due to Le Merdy [2012]. The use of the specific square function corresponding to $\phi(z) = z^{1/2}\exp(-z)$ leads to a characterisation of the $H^\infty$-calculus with a sharper angle than is obtained by the characterisation in Cowling, Doust, McIntosh, and Yagi [1996]. Note that no $R$-sectoriality assumption is made in the statement of Theorem 10.4.28. In Le Merdy [2012], the result is presented only in an $L^p$-setting, but the possibility to extend it to Banach spaces with Pisier’s contraction property was already pointed out in the paper. For sectorial operators on a Hilbert spaces, the theorem reduces to a result of McIntosh [1986]. A discrete version of the theorem can be found in Le Merdy [2014].

**Ritt operators**

We have treated both continuous square functions and their discrete analogues, and in fact we used the former as a basis for discussing the latter. In a different direction, it is possible to ‘discretise’ the $H^\infty$-calculus on the operator level. A **Ritt operator** is a bounded operator $T$ acting on a Banach space $X$ which is **power bounded**, i.e., $\sup_{n \in \mathbb{N}} \|T^n\| < \infty$, and satisfies

$$\sup_{n \geq 1} n\|T^n - T^{n-1}\| < \infty.$$  

Ritt operators take the role of sectorial operators for the discrete-time problem

$$\begin{cases}  u_{n+1} = T u_n + f_n, & n \in \mathbb{Z}, \\  u_0 = 0. \end{cases}$$

Early studies include Blunck [2001], Kalton and Portal [2008], Portal [2003]. Subsequently, the $H^\infty$-calculus for Ritt operators has been developed by Kalton and Portal [2008], Le Merdy [2014], Lancien and Le Merdy [2015], Arhancet and Le Merdy [2014], Arhancet, Fackler, and Le Merdy [2017]. It
was shown in Le Merdy [2014] a Ritt operator $T$ on a space $L^p$ with $1 < p < \infty$ admits a bounded $H^\infty$-calculus if and only if the square functions estimate

$$\left\| \left( \sum_{n \geq 1} n \|T^n f - T^{n-1} f\|_p \right)^{1/2} \right\|_{L^p} \approx \|f\|_{L^p}$$

holds. This result was extended to Ritt operators on general Banach spaces by Schwenninger [2016b]. In such results, the role of sectors is taken by Stolz domains. By definition, the Stolz domain of angle $\omega \in (0, \frac{1}{2}\pi)$ is the interior $B_{\omega}$ of the convex hull of the point 1 and the disc $B(0, \sin \omega)$. A bounded operator $T \in \mathcal{L}(X)$ is a Ritt operator if and only if there exists an $\omega \in (0, \frac{1}{2}\pi)$ such that $\sigma(T) \subset B_{\omega}$ and

$$\sup_{\lambda \in \sigma(T) \setminus B_{\omega}} \|(\lambda - 1)R(\lambda, T)\| < \infty,$$

and in this case $I - T$ is $\omega$-sectorial; see Lyubich 1999, Nagy and Zemánek 1999 and the discussion in Le Merdy 2014.

**Conical square functions**

Besides the square functions functions that we have considered in this treatment, square function norms of the form

$$\left( \int_{\mathbb{R}^n} \left( \int_{|y-x|<t} \left| F(y, t) \right|^2 \frac{dy \, dt}{t^{n+1}} \right)^{p/2} \, dx \right)^{1/p},$$

where frequently $F(y, t) = (\psi(tA)f)(y)$, play an important role in the theory of $H^\infty$-calculus. The object in (10.57) is often called a conical square function (norm), due to the cone-like shape of the integration domain $\{(y, t) \in \mathbb{R}^n \times (0, \infty) : |y - x| < t\}$. The square functions of the type we have considered, where the quadratic integral extends over $t \in (0, \infty)$ only, are sometimes called vertical square functions, in order to make the distinction. In classical harmonic analysis, one can also find several “non-tangential” square functions, like the $g^*_a$ function of Stein 1970a, Section IV.2, where the quadratic integral extends over all $(y, t) \in \mathbb{R}^d \times (0, \infty)$ but involves a decaying factor as $(y, t)$ gets further away from the cone, but this direction would take us too far afield.

In the context of functional calculus, conical square functions as in (10.57) are particularly useful when dealing with operators without reasonable kernel bounds, such as the elliptic operators of the form $-\text{div}B\nabla$ studied in the Kato square root problem (see also the Notes to Section 10.6). In general such operators are not sectorial on $L^p(\mathbb{R}^d)$ for all $1 < p < \infty$ (see Auscher 2007 for more on this). A sample of the rapidly growing literature on this subject is Auscher, Kriegler, Monniaux, and Portal 2012b, Auscher, McIntosh, and Russ 2007, Auscher, Monniaux, and Portal 2012c, 2015, Hofmann and Mayboroda 2009, Frey, McIntosh, and Portal 2014. A comparison of square
functions with the classical ‘vertical’ square functions is made in Auscher, Hofmann, and Martell [2012a].

Conical square functions are closely related to the class of so-called tent spaces $T^{p,q}$ introduced by Coifman, Meyer, and Stein [1985]. The space $T^{p,2}$ with $q = 2$ has the closest relation to square functions. Harboure, Torrea, and Viviani [1991] showed that these spaces can be isomorphically embedded as complemented subspaces of a suitable $L^p$-space of $L^q$-valued functions. This fact was used in Hytönen, Van Neerven, and Portal [2008b] to introduce the vector-valued tent space $T^{p,2}(X)$ for UMD spaces $X$ and to show that certain singular integral operators are boundedness from $L^p(X)$ to $T^{p,2}(X)$.

Section 10.5

Theorem 10.5.1 is due to Guerre-Delabrière [1991]; it is a variant of a result of Bourgain [1983], treated earlier as Theorem 5.2.10, which derives the UMD property from the boundedness of the Hilbert transform instead of that of $(-\Delta)^{\alpha}$. The quantitative bound given in Theorem 10.5.1 is not stated by Guerre-Delabrière [1991], but it is implicit in her argument; this was observed in Hytönen [2007b].

Proposition 10.5.4 is due to Hytönen and Weis [2008], but the present quantitative statement ‘with constant 1’ is new. The ergodic Lemma 10.5.6, which is a standard result from ergodic theory adapted from Katok and Hasselblatt [1995], replaces in the present treatment an ad hoc argument in Hytönen and Weis [2008] to approximate arbitrary coefficients $\alpha_{jk} = \pm 1$ as in the real version of Pisier’s contraction property.

Section 10.6

Among the many works on bisectorial operators we mention Albrecht, Duong, and McIntosh [1996], Auscher, McIntosh, and Nahmod [1997], Arendt and Bu [2005], Dore and Venni [2005], Duelli and Weis [2005], Axelsson, Keith, and McIntosh [2006], Arendt and Duelli [2006], Arendt and Zamboni [2010], Egert [2015].

Alongside with $id/dx$, important examples of a bisectorial operators are the Hodge–Dirac operator $D$ of Example 10.6.5 and its perturbation $AD$, given by

$$D := \begin{pmatrix} 0 & -\text{div} \\ \nabla & 0 \end{pmatrix}, \quad AD = \begin{pmatrix} 1 & 0 \\ 0 & B \end{pmatrix} D = \begin{pmatrix} 0 & -\text{div} \\ B\nabla & 0 \end{pmatrix},$$

where the operators act in $L^2(\mathbb{R}^d) \oplus L^2(\mathbb{R}^d; \mathbb{R}^d)$, and $B$ is (the pointwise multiplication by) a matrix-valued function with suitable ellipticity assumptions. These operators were used in the seminal paper of Axelsson, Keith, and McIntosh [2006] to give a new proof and several extensions of the Kato square root conjecture,
\[ \| \sqrt{L} u \|_{L^2(\mathbb{R}^d)} \approx \| \nabla u \|_{L^2(\mathbb{R}^d)}, \quad L := -\text{div} \, B \nabla, \]

originally solved by Auscher, Hofmann, Lacey, McIntosh, and Tchamitchian [2002]. The estimate above is formally the boundedness, and boundedness from below, of \( \nabla L^{-1/2} \), which can be seen as a component of the matrix \( \text{sgn}(AD) \) for the holomorphic function \( \text{sgn}(z) := z/\sqrt{z^2} \).

Related work on Hodge–Dirac operators include applications to boundary value problems by Auscher, Axelsson, and Hofmann [2008], Amenta and Auscher [2016], Auscher and Stahlhut [2016], the Stokes operator by McIntosh and Monniaux [2016], non-symmetric Ornstein-Uhlenbeck operators by Maas and Van Neerven [2009], and spin manifolds by Bandara, McIntosh, and Rosén [2016], Bandara and Rosén [2017].

The new proof of the Kato conjecture by Axelsson, Keith, and McIntosh [2006] using first-order methods was extended to the setting of \( L^p(\mathbb{R}^d; X) \) by Hytönen, McIntosh, and Portal [2008a]; here \( X \) is required to be a UMD space and in addition to satisfy the RMF property, discussed in Section 3.6.b, which was in fact first invented for the purposes of this paper. Besides the \( X \)-valued extension, this paper offered an alternative approach to the \( L^p \) theory of the Kato conjecture, which has been further explored by Auscher and Stahlhut [2013], Frey, McIntosh, and Portal [2014], Hytönen and McIntosh [2010], and Hytönen, McIntosh, and Portal [2011].

**Section 10.7**

Both Transference Theorems 10.7.5 and 10.7.9 are due to Coifman and Weiss [1976]. Important contributions to vector-valued extensions of Theorem 10.7.5 include Berkson, Gillespie, and Muhly [1986, 1989], Asmar, Berkson, and Gillespie [1990]. Theorem 10.7.10 is due to Hieber and Prüss [1998]. Our approach via the Phillips calculus is inspired by Haase [2006, Chapter 3], where the formula (10.45) appears. Extensions of Theorems 10.7.9 and 10.7.10 to unbounded \( C_0 \)-groups are obtained in Haase [2007, 2009], and to general \( C_0 \)-semigroups in Haase [2011]. Among others, in the latter paper it is shown that if \( (S(t))_{t \geq 0} \) is any \( C_0 \)-semigroup on a Banach space \( X \) and if \( g \in L^1(\mathbb{R}_+) \) has support in \([a, b] \subseteq (0, \infty)\), then

\[ \left\| \int_0^\infty g(t) S(t) x \, dt \right\|_{p_A} \lesssim_{p_A} \left( 1 + \log(b/a) \right) \sup_{t \geq 0} \| S(t) \| \| K_g \|_{\mathcal{L}(L^p(\mathbb{R}_+; X))}, \]

where \( K_g \) denotes convolution with \( g \). This result is subsequently used to deduce a continuous-time version of results of Peller [1982] and Vitse [2005] providing bounds for the Phillips calculus \( \Phi_A(f) \) for the generators \(-A\) of polynomially bounded \( C_0 \)-semigroups in terms of suitable Besov norms of \( f \). Further extensions and consequences of Haase [2011] can be found in Haase and Rosendaal [2013], Schwenninger [2016a]. An extension of the Phillips functional calculus using techniques from systems theory has been obtained in
Zwart [2012] in a Hilbert space setting. It has been extended to the Banach space setting by Schwenninger and Zwart [2012].

Our proof of the second Transference Theorem 10.7.9, on positive contractions on $L^p$, essentially follows the original one from Coifman and Weiss [1976]. This has the advantage, over another variant explained shortly, that one only needs the Akcoglu–Sucheston Dilation Theorem 1.1.2 for the finite-dimensional spaces $l^p_n$, and not the general version for $L^p$-spaces (which is obtained from the $l^b_n$ version through ultrapower techniques). A shortcut to Theorem 10.7.9, taken in Kunstmann and Weis [2004], is to use the Fendler’s semigroup version of the Akcoglu–Sucheston theorem:

**Theorem 10.8.1 (Fendler).** Every $C_0$-semigroup of positive contractions on a space $L^p(S,\mu)$ with $1 < p < \infty$ has a dilation to a $C_0$-group of positive isometries on $L^p(T,\nu)$.

To be more precise, Fendler’s theorem asserts the existence of a measure space $(T,\mathcal{A},\nu)$, a $C_0$-group of positive isometries $(U(t))_{t \in \mathbb{R}}$ on $L^p(T,\nu)$, a positive isometric embedding $J : L^p(S,\mu) \to L^p(T,\nu)$, and a positive norm one projection $P$ of $L^p(T,\nu)$ onto the range of $J$ such that

$$JS(t) = PU(t)J, \quad t \geq 0.$$  

The only known proof of this theorem heavily relies on ultrapower techniques.

Boundlessness of the imaginary powers of the negative generator $-A \otimes I_X$ and an extension of Proposition 10.7.8 to the UMD-valued setting were obtained in Clément and Prüss [1990]. In Clément and Prüss [2001], Corollary 10.7.11 (with a different proof) was also noted.

Theorem 10.7.13 is from Kalton and Weis [2001] and was foreshadowed in Weis [2001a]; we follow the arguments in Kunstmann and Weis [2004]. This theorem has a long history. Using advanced methods from harmonic analysis, in particular square function estimates, Stein [1970b] showed (implicitly in section IV.6) that if $-A$ is the generator of a symmetric diffusion semigroup (a precise definition is given in the discussion of Problem P.4) on $L^2(S)$, where $(S,\sigma,\mu)$ is a $\sigma$-finite measure space, then $A$ has a bounded $H^\infty$-calculus on $L^p(S)$ with $\omega_H(A) < \frac{1}{2}\pi$ for all $1 < p < \infty$. Cowling [1983] gave a more direct proof of this fact, using the Coifman–Weiss transference, and eliminated assumption $T(t)1 = 1$. Carbonaro and Dragičević [2017] obtained the bounded $H^\infty$-calculus of angle $\omega_H(A) \leq \phi_p^* := \arcsin(1 - \frac{2}{p})$, which is optimal if $S(t)$ is the Ornstein–Uhlenbeck semigroup (see García-Cuerva, Mauceri, Meda, Sjögren, and Torrea [2001, Theorem 2] and Hebisch, Mauceri, and Meda [2004, Theorem 2.2]).

In another direction, Duong and Yan [2002] and Hieber and Prüss [1998] made a big step forward by showing that $A$ has a bounded $H^\infty$-calculus with $\omega_H(A) \leq \frac{1}{2}\pi$ if $-A$ generates a positive contractive semigroup $S(t)$ on a general $L^p$-space for just one $p \in (1,\infty)$. Finally it was shown in Kalton and Weis [2001], Weis [2001a] (see also Kunstmann and Weis [2004]) that,
if in addition \( S(t) \) extends to an analytic \( C_0 \)-semigroup bounded on a sector \( \Sigma_\delta \), then \( \omega_{H^\infty}(A) < \frac{1}{2}\pi \). Vector-valued extensions to special classes of UMD-spaces were obtained by Xu [2015]. The \( H^\infty \)-calculus for ‘diffusions’ on non-commutative \( L^p \)-spaces has been studied Junge, Le Merdy, and Xu [2003].

Lemma 10.7.17 is a variant of the complex interpolation of Stein [1956]; see Voigt [1992] for an abstract version.

Several dilation results have been obtained in Arhancet, Fackler, and Le Merdy [2017]. They showed that if \( A \) admits a bounded \( H^\infty(\Sigma_\sigma) \)-calculus on some \( L^p \)-space, with \( 1 < p < \infty \), for some \( 0 < \sigma < \frac{1}{2}\pi \), then \( (S(t))_{t \geq 0} \) dilates to a bounded analytic semigroup \( (R(t))_{t \geq 0} \) a larger \( L^p \)-space in such a way that \( R(t) \) is a positive contraction for all \( t \geq 0 \). Moreover, on reflexive Banach spaces \( X \) such that both \( X \) and \( X^* \) have finite cotype, they show that there is a dilation to a group, which has additional structure if the semigroup generated by \( -A \) is positive, or if \( X = L^p \). These results elaborate previous results of Fröhlich and Weis [2006].

**Further examples of operators with an \( H^\infty \)-calculus**

Here we collect some further examples of operators with a bounded \( H^\infty \)-calculus.

**Elliptic partial differential operators**

Consider an elliptic system of the form

\[
(Ax)(u) = \sum_{|\alpha| \leq 2m} a_\alpha(D^\alpha x)(u), \quad u \in D,
\]

where \( D \) is an open domain in \( \mathbb{R}^d \) satisfying appropriate regularity conditions. For \( D = \mathbb{R}^d \) and Hölder continuous coefficients, proofs of the boundedness of the \( H^\infty \)-calculus of \( A \) on \( L^p(D, \mathbb{C}^n) \), \( 1 < p < \infty \), were given in Amann, Hieber, and Simonett [1994], Denk, Hieber, and Prüss [2003], Kalton, Kunstmann, and Weis [2006], for continuous coefficients in Duong and Simonett [1997], and for VMO-coefficients in Duong and Yan [2002], Heck and Hieber [2003]. Boundedness of the \( H^\infty \)-calculus of elliptic operators satisfying suitable kernel bounds on rather general classes of metric measure spaces was shown in Duong and Robinson [1996], Duong and McIntosh [1999]. In Denk, Dore, Hieber, Prüss, and Venni [2004] it was shown that the \( L^p \)-realisation of a sectorial operator governing an UMD-valued elliptic boundary value problem with Lopatinski-Shapiro boundary conditions admits a bounded \( H^\infty \)-calculus on \( L^p(D; X) \) for all \( 1 < p < \infty \), provided the top-order coefficients of \( A \) are Hölder continuous and the domain \( G \) in \( \mathbb{R}^d \) has compact \( C^{2m} \)-boundary. The proof is based on kernel estimates and a perturbation result for operators admitting bounded \( H^\infty \)-calculus. Nau and Saal [2012] obtained improvements of some of these results in the special setting of cylindrical domains of the
form $\Omega = V_1 \times \ldots \times V_n \subseteq \mathbb{R}^d$, where each $V_i \subseteq \mathbb{R}^{d_i}$ is a regular domain and $d_1 + \ldots + d_n = d$.

In a different direction, the work of Duong and Robinson [1996], Duong and McIntosh [1999] was generalised in Blunck and Kunstmann [2003], where it was shown that kernel estimates can be replaced by weighted norm estimates (also referred to as off-diagonal bounds or Davies–Gaffney estimates). For fixed $1 \leq p < 2 < q \leq \infty$ assume that

$$
\|1_{B(u,t^{1/m})}S(t)1_{B(v,t^{1/m})}\|_{L^p \to L^q} \leq \frac{1}{|B(x,t^{1/m})|^{1/p-1/q}} g\left(\frac{d(u,v)}{t^{1/m}}\right) \quad (10.58)
$$

for all $t > 0$ and $u,v \in D$, where $g : [0,\infty) \to [0,\infty)$ is a non-increasing function that decays faster than any polynomial and $(S(t))_{t \geq 0}$ is the bounded analytic $C_0$-semigroup generated by $-A$ on $L^2(D)$. Then (10.58) implies that $A$ has a bounded $H^{s,\infty}$-calculus on $L^s(D)$ for all $s \in (p,q)$. Moreover, denoting by $A_s$ the realisation of $A$ on $L^s(D)$, one has $\omega_{H^{s,\infty}}(A_s) = \omega_{H^{0,\infty}}(A) = \omega(A)$. This allows the treatment of various classes of examples that cannot be treated via kernel estimate, such as Schrödinger operator with a singular potential, elliptic higher order operators with bounded measurable coefficients, and elliptic second order operator with singular lower order terms. This techniques is very flexible and has proved to be of use in a wide range of applications.

**Stokes operators**

For a bounded domain $\Omega \subseteq \mathbb{R}^d$ with a smooth boundary $\partial\Omega$ we denote by $P_p$ the Helmholtz projection of $L^p(\Omega)^d$ onto the Helmholtz space $L^{p,\sigma}(\Omega)^d$ of divergence-free vector fields, $1 < p < \infty$. The **Stokes operator** then is defined by $A_p = P_p \Delta$ with Dirichlet boundary values. The boundedness of the $H^{\infty,\infty}$-calculus of $A_p$ is shown in Noll and Saal [2003] and Kalton, Kunstmann, and Weis [2006] and, based on maximal regularity results, in Fröhlich [2001]. For earlier results on bounded imaginary powers for Stokes operators see Giga [1985]. Since then the boundedness of the $H^{\infty,\infty}$-calculus of the Stokes operator and its variants have also been considered on certain unbounded domains with various boundary conditions, see e.g. Abels [2005a,b], Abels and Terasawa [2009], Farwig and Myong-Hwan [2007], Geikert and Kunstmann [2015], Giga, Gries, Hieber, Hussein, and Kashiwabara [2017], Kunstmann [2008], Maier and Saal [2014], Prüss and Simonett [2016]. For Lipschitz domains, the Stokes operator only operates - and has a bounded $H^{\infty,\infty}$-calculus, on a part of the $L^p$-scale, cf. Kunstmann and Weis [2017], McIntosh and Monniaux [2016].

$L^1$ and $C(K)$-spaces

In $L^1(\mu)$ and $C(K)$ there are no interesting examples of unbounded operators with a bounded $H^{\infty,\infty}$-calculus, and certainly no differential operators. See Kalton and Weis [2001], Hoffmann, Kalton, and Kucherenko [2004] and Kucherenko and Weis [2005] for some results in this direction. This situation reflects the well known fact that singular integral operators are generally unbounded on $L^1(\mathbb{R}^d)$-spaces and $C_b(\mathbb{R}^d)$-spaces.
In Dore [1999, 2001] it is shown that if \( A \) is a densely defined sectorial operator with dense range on a Banach space \( X \), then \( A \) induces sectorial operators on the real interpolation spaces \( (X, \text{D}(A))_{\theta,q} \) which have a bounded \( H^\infty \)-functional calculus. If \( X = L^p(\mathbb{R}^d) \) and \( \text{D}(A) = W^{2,p}(\mathbb{R}^d) \), then \( (X, \text{D}(A))_{\theta,q} \) equals the Besov spaces \( B^p_{\theta,q}(\mathbb{R}^d) \) with \( 1 \leq p \leq \infty \) (see Bergh and Lofström [1976]). Haase and Rozendaal [2016] obtain a functional calculus for generators of bounded and unbounded groups on real interpolation spaces using functions from the analytic Mihlin algebra. In Kalton and Kucherenko [2010] the so-called absolute functional calculus was introduced for a sectorial operator \( A \). This calculus has much stronger properties than the \( H^\infty \)-calculus. The authors show that a sectorial operator has an absolute functional calculus if and only if the underlying space is a certain real interpolation space.

Kunstmann, P. C. and Ullmann [2014] introduce generalised Triebel-Lizorkin spaces associated with sectorial operators in Banach function spaces and show that an \( \ell^\infty \)-sectorial operator has a bounded \( H^\infty \)-functional calculus in its associated generalised Triebel-Lizorkin spaces.

The boundedness of \( H^\infty \)-calculus for pseudodifferential operators in various functions spaces on manifolds with or without corners is studied in Bilyj, Schrohe, and Seiler [2010], Escher and Seiler [2008], Coriasco, Schrohe, and Seiler [2007], Denk, Saal, and Seiler [2009].
Problems

Random sums

The Kahane–Khintchine inequality (Theorem 6.2.4) states in particular that for all exponents $0 < p \leq q < \infty$ there exists a constant $\kappa_{q,p}^\mathbb{R} \leq \sqrt{\frac{q-1}{p-1}}$ such that for any Banach space $X$ and any finite sequence $(x_n)_{n \geq 1}$ in $X$,

$$\left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^q(\Omega; X)} \leq \kappa_{q,p}^\mathbb{R} \left\| \sum_{n=1}^{N} r_n x_n \right\|_{L^p(\Omega; X)}.$$

While a universal constant $\kappa_{q,p}^\mathbb{R}$ works for all Banach spaces, in principle a better constant could be available for specific spaces, especially for $X = \mathbb{R}$. Let us denote this latter constant by $\kappa_{q,p,\mathbb{R}}$.

**Problem P.1 (Kwapień).** Prove that the optimal constant in the Kahane–Khintchine inequality for general Banach spaces the same as the constant for the real line, i.e. prove that $\kappa_{q,p}^\mathbb{R} = \kappa_{q,p,\mathbb{R}}$ for all $0 < p \leq q < \infty$?

There are a few cases for which the precise best constants $\kappa_{q,p}^\mathbb{R}$ and $\kappa_{q,p,\mathbb{R}}$ are known, and in all these cases the conjectured equalities are true. For a fuller discussion the reader is referred to the Notes of Chapter 6.

**Problem P.2.** Characterise the Banach spaces $X$ for which a constant $C \geq 0$ exists such that for all sequences $(x_{mn})_{m,n=1}^{M,N}$ in $X$ and all scalar sequences $(a_{mn})_{m,n=1}^{M,N}$ it is true that

$$\mathbb{E} \left[ \left\| \sum_{n=1}^{N} \sum_{m=1}^{M} a_{mn} x_{mn} \right\|^2 \right] \leq C^2 \sup_{1 \leq n \leq N} \left( \sum_{m=1}^{M} |a_{mn}|^2 \right) \mathbb{E} \left[ \left\| \sum_{m=1}^{M} \sum_{n=1}^{N} \gamma_{nm} x_{nm} \right\|^2 \right],$$

where $(\gamma_n)_{n=1}^{N}$ and $(\gamma'_{m})_{m=1}^{M}$ are Gaussian sequences on distinct probability spaces $(\Omega, \mathbb{P})$ and $(\Omega', \mathbb{P}')$.
According to Remark 9.6.15, the above estimate holds for Banach spaces $X$ that have either Pisier’s contraction property (Corollary 9.6.12) or non-trivial type (Theorem 9.6.14). It should be observed that neither one of these properties implies the other.

As explained in Example 9.6.17, the validity of this estimate implies $R$-boundedness of Laplace transforms in the right half-plane.

The relation of type and Enflo-type

**Problem P.3 (Enflo [1978])**. If a Banach space has type $p \in (1, 2]$, does it also have Enflo-type $p$ (see Definition 7.6.9)?

This problem has been implicitly raised by Enflo [1978] and partially answered by Pisier [1986a] and Naor and Schechtman [2002]. They proved, respectively, that the assumption implies every Enflo-type $p_1 \in [1, p)$ in general, and Enflo-type $p$ if the space is also assumed to be UMD; see Theorem 7.6.10. The general case remains open.

Analyticity of diffusion semigroups and K-convexity

Let $(S, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. A family $(T(t))_{t \geq 0}$ of linear operators on $L^2(S)$ is called a symmetric diffusion semigroup if it is a $C_0$-semigroup on $L^2(S)$ and the following conditions are satisfied for all $t \geq 0$:

(i) $T(t)$ is a contraction on $L^p(S)$ for all $1 \leq p \leq \infty$;
(ii) $T(t)$ is self-adjoint on $L^2(S)$;
(iii) $T(t)$ is a positive operator;
(iv) $T(t)1 = 1$.

To be sure, in (i) we are asking that $\|T(t)f\|_p \leq \|f\|_p$ for all $f \in L^p(S) \cap L^2(S)$. The strong continuity on $L^2(S)$, together with properties (i) and (ii), implies that $(T(t))_{t \geq 0}$ is a $C_0$-semigroup on $L^p(S)$ for all $p \in [1, \infty)$; on $L^\infty(S)$ the semigroup is weak*-continuous. Property (ii) implies moreover that $(T(t))_{t \geq 0}$ has an extension to an analytic $C_0$-semigroup of contractions of angle $\frac{1}{2}\pi$ on $L^2(S)$, and then the Stein interpolation theorem implies that $(T(t))_{t \geq 0}$ is an analytic $C_0$-contraction semigroup on $L^p(S)$ for all $p \in (1, \infty)$ (with an angle depending on $p$). The details can be found in Stein [1970b].

For any Banach space $X$, the tensor extensions $T(t) \otimes I_X$, $t \geq 0$, define a contractive $C_0$-semigroup on $L^p(S; X)$ by Theorem 2.1.3.

**Problem P.4 (Pisier [1982])**. Let $(T(t))_{t \geq 0}$ be a symmetric diffusion semigroup on $L^2(S)$. Does $(T(t) \otimes I_X)_{t \geq 0}$ extend to an analytic $C_0$-semigroup on $L^p(S; X)$ for all $p \in (1, \infty)$ and all $K$-convex Banach spaces $X$?

A key ingredient in the proof of Pisier’s $K$-convexity Theorem 7.4.23 was the positive resolution of this problem for the special case of the discrete heat semigroup; the original argument of Pisier [1982] spells this out under more general structural assumptions on the semigroup, namely, when $(T(t))_{t \geq 0}$ is
a convolution semigroup on a compact Abelian group $S = G$, but not in the full generality asked in Problem P.4. The same proof also gives an affirmative answer for all diffusion semigroups under a stronger condition on the space $X$, e.g., if $X$ is uniformly convex or super-reflexive (and in particular if $X$ is a UMD space). This might be taken as evidence for a positive answer in full generality, as already speculated by Pisier [1982]. Further progress on the above problem was recently made in Arhancet [2015].

On the $K$-convexity constant

**Problem P.5.** Suppose the Banach space $X$ has type $1 < p < 2$. Do there exist constants $\theta(p) > 0$ and $C(p) > 0$ such that the $K$-convexity constant satisfies $K_{2,X} \leq C(p) \varepsilon _{p,X}^{\theta(p)}$?

The case $p = 2$ was treated in Propositions 7.4.21 and 7.4.22 where the result even holds with $\theta(2) = 1$. Theorem 7.4.28 provides an exponential bound for $p \in (1, 2)$. In Proposition 4.3.10 we have seen that for all $p \in (1, \infty)$, $K_{p,X} \leq \beta _{p,X}$, where $\beta _{p,X}$ is the UMD$_p$ constant of $X$.

The vector-valued Marcinkiewicz Multiplier Theorem

It follows from the vector-valued Marcinkiewicz Multiplier Theorem 8.3.4 that for a function $m$ which has uniformly bounded variation over the intervals

$$I \in \mathcal{I} := \{(2^k, 2^{k+1}), (-2^{k+1}, -2^k) : k \in \mathbb{Z}\},$$

the Fourier multiplier operator $T_m$ is bounded on $L^p(\mathbb{R}; X)$ whenever $X$ is a UMD space and $p \in (1, \infty)$. Extending the definition of bounded variation from Definition 8.3.2, we say that a function $f : I \rightarrow \mathbb{K}$ has bounded $s$-variation, for a given $s \in [1, \infty)$, if

$$\|f\|_{V^s(I)} := \sup_{K \geq 0} \sup_{t_0, t_1, \ldots, t_K \in I} \sum_{k=1}^{K} |f(t_{k-1}) - f(t_k)|^s < \infty.$$

We then write $f \in V^s(I)$ and define the norm of $f$ by

$$\|f\|_{V^s(I)} := \|f\|_{V^s(I)} + \sup_{t \in I} |f(t)|.$$

Moreover, for $m : \mathbb{R} \rightarrow \mathbb{K}$ we write $m \in V^s(\mathcal{I})$ if $\sup_{I \in \mathcal{I}} \|m\|_{V^s(I)} < \infty$, where $\mathcal{I}$ is as above. Observe that $V^{s_0}(\mathcal{I}) \subseteq V^{s_1}(\mathcal{I})$ if $1 \leq s_0 \leq s_1 < \infty$.

**Problem P.6.** Let $X$ be a UMD space. Do there exist $p, s \in (1, \infty)$ such that for every $m \in V^s(\mathcal{I})$, the operator $T_m$ is bounded on $L^p(\mathbb{R}; X)$?
It would be interesting to investigate the dependence of \( p \) and \( s \) on the geometry of \( X \). In the case \( X = \mathbb{C} \), Coifman, Rubio de Francia, and Semmes [1988] proved that \( T_m \) is bounded whenever \( m \in V^*(\mathcal{F}) \) and \( p \in (1, \infty) \) and \( s \in (2, \infty) \) satisfy \( \frac{1}{s} > \left| \frac{1}{p} - \frac{1}{2} \right| \). An extension to Banach spaces with the so-called Littlewood–Paley–Rubio de Francia property (see page 481 in the Notes of Chapter 5) was obtained in Hytönen and Potapov [2006]. Some of these results have been strengthened in Amenta, Lorist, and Veraar [2017a,b] for Banach lattices \( X \) whose \( q \)-concavification has the UMD property.

**R-sectoriality of the Laplacian**

For UMD spaces \( X \) and \( 1 < p < \infty \), by Theorem 10.2.25 the operator \( -\Delta \) has a bounded \( H^\infty \)-calculus on \( L^p(\mathbb{R}^d; X) \), and Theorem 10.3.4(2) implies that \( -\Delta \) is \( R \)-sectorial. Observe that \( L^p(\mathbb{R}^d; X) \) has the triangular contraction property if \( X \) has it, and UMD spaces always have this property (see Proposition 7.5.8 and Theorem 7.5.9), so the application of Theorem 10.3.4(2) is justified. In the converse direction, the UMD property is necessary for the bounded \( H^\infty \)-calculus of \( -\Delta \) on \( L^p(\mathbb{R}^d; X) \) by Corollary 10.5.2. The following, however, is open:

**Problem P.7.** Does \( R \)-sectoriality of \( -\Delta \) on \( L^p(\mathbb{R}; X) \) imply that \( X \) is a UMD space? If not, which other spaces \( X \) are admissible?

The same question can be asked about the first derivative \( \frac{d}{dx} \). Rather more vaguely, one can ask whether there exists some “mechanism” to deduce unconditionality from \( R \)-boundedness, in analogy with, but reversing the direction, of Proposition 8.4.6.

**\( \gamma \)-boundedness and radonifying operators**

When working with \( R \)-boundedness, it is sometimes handy that, in place of arbitrary tuples \( (T_1, \ldots, T_N) \) of operators, it is sufficient to consider distinct choices of \( T_n \) (see Proposition 8.1.5). The proof of this result depends on the multiplicative properties of the Rademacher variables, and its Gaussian analogue is open:

**Problem P.8.** Do we get an equivalent definition of \( \gamma \)-boundedness, if we require the defining estimate for distinct choices of operators only, i.e., does the \( \gamma \)-boundedness analogue of Proposition 8.1.5 hold? If not, what is an example of a collection that satisfies the defining estimate for distinct operators, but fails to be \( \gamma \)-bounded.

Since \( \gamma \)-boundedness coincides with \( R \)-boundedness in spaces of finite cotype (Theorem 8.6.4), the example would have to live in a space without cotype. The proof of Theorem 8.6.4 produces an example of an \( R \)-bounded, but not \( \gamma \)-bounded family of operators, and one can readily check that the proof already shows the failure of the restricted \( \gamma \)-boundedness with distinct operators only; thus are more refined example would be required for a negative solution of Problem P.8.
Problem P.9. Theorem 9.5.1 asserts that every strongly $\mu$-measurable function $M : S \to \mathcal{L}(X, Y)$ with $\gamma$-bounded range acts as a pointwise multiplier from $\gamma(L^2(S), X)$ into $\gamma_\infty(L^2(S), Y)$. Does $M$ always take its values in the smaller space $\gamma_\infty(L^2(S), Y)$?

Inspecting the proof of Theorem 9.5.1 one sees that the main culprit is the application of the $\gamma$-Fatou lemma (Proposition 9.4.6). Easy examples show that in this lemma the limit will in general fail to be $\gamma$-radonifying. Thus, a positive answer will either require a new proof avoiding the $\gamma$-Fatou lemma or an additional argument which explains why $M$ takes values in $\gamma(L^2(S), Y)$ rather than just in $\gamma_\infty(L^2(S), Y)$.

In most applications, Theorem 9.5.1 is applied in the context of UMD spaces $Y$, which do not contain copies of $c_0$; by Theorem 6.4.10 one then has $\gamma_\infty(L^2(S), Y) = \gamma(L^2(S), Y)$. In other applications one can give ad hoc arguments to prove membership in $\gamma(L^2(S), Y)$, for instance as an application of Corollary 9.5.2.

The $H^\infty$-functional calculus and square function estimates

Theorems 10.4.25 and 10.4.27 give a subtle improvement of the square function estimate of Theorem 10.4.16(1) for spaces $X$ with finite cotype, in that they are stated in terms of $H^2(\Sigma)$ rather than $H^1(\Sigma)$. It is not known whether a similar improvement of the dual estimate of Theorem 10.4.16(2) holds for general Banach spaces $X$.

Problem P.10 (Dual estimate for the quadratic $H^\infty$-calculus). Let $A$ be a densely defined sectorial operator with dense range on a Banach space $X$, and assume that $A$ has a bounded $H^\infty(\Sigma_\sigma)$-functional calculus for some $\omega(A) < \sigma < \pi$. Let $H$ be a Hilbert space, let $\sigma < \vartheta < \pi$, and define, for $F \in H^\infty(\Sigma_\sigma; H^\vartheta)$, the operator $F(A^*) : X^* \to \mathcal{L}(H, X^*)$ by

$$[F(A^*)x^*]h := \langle h, F(A^*)x^* \rangle, \quad h \in H, \ x^* \in D(A^*) \cap R(A^*).$$

Is it true that $F(A^*)$ extends to a linear bounded mapping from $X^*$ into $\gamma^*(H, X^*)$ and

$$\|F(A^*)x^*\|_{\gamma^*(H, X^*)} \leq C_{\sigma, \vartheta, A} \|F\|_{H^\infty(\Sigma_\sigma; H^\vartheta)}, \quad x^* \in D(A^*) \cap R(A^*).$$

It follows from Theorem 10.4.25 applied to $A^*$ that the answer is affirmative under the additional assumption that $X^*$ has finite cotype. In that case a stronger version of the result holds where $\gamma^*(H, X^*)$ is replaced by $\gamma(H, X^*)$ (see Proposition 9.1.22). Note that if $X$ has non-trivial type, then $\gamma^*(H, X^*) = \gamma(H, X^*)$ (see Proposition 9.1.23).

Functional calculus for generators of diffusion semigroups

Let $(T(t))_{t \geq 0}$ be a diffusion semigroup on $L^2(S)$ in the sense of Problem P.4. Let us fix a Banach space $X$ and an exponent $1 \leq p < \infty$, and denote the generator of the $C_0$-semigroup $(T(t) \otimes I_X)_{t \geq 0}$ on $L^p(S; X)$ by $-A_X$. 
Problem P.11 (Xu [2015]). Is it true that if $X$ is a UMD space, then $\omega_{H}(A_X) < \frac{\pi}{2}$ or even $\omega_{H}(A_X) = \omega(A_X) < \frac{1}{2}\pi$?

Recall from Theorem 10.7.12 that $A_X$ has a bounded $H^\infty$-calculus with $\omega_{H}(A) \leq \frac{\pi}{2}$. By Proposition 10.3.3 and Corollary 10.4.10, the above problem can be equivalently formulated as follows: Does there exist a $\delta > 0$ such that the set $\{ T(z) \otimes I_X : |\arg z| < \delta \}$ is $R$-bounded? (As in the discussion of Problem P.7 we observe that $L^p(S; X)$ has the triangular contraction property). The $R$-boundedness for $z = t \in [0, \infty)$ is known to hold. Indeed, Hytönen, Li, and Naor [2016, Corollary 21] state this for the heat semigroup on $\mathbb{R}^d$, but the same proof (based on Rota’s theorem) works for any symmetric diffusion semigroup.

It follows from the results in Xu [2015] that the answer to Problem P.11 is affirmative for UMD spaces $X$ that are a complex interpolation space between a Hilbert space and some other UMD space. This brings a connection with Problem O.3, which asks whether every UMD space has this form. Among other examples, an affirmative answer is known for all UMD lattices (see Rubio de Francia [1986]).

The role of positivity and contractivity

Problem P.12 (Fackler [2015]). Let $-A$ generate a $C_0$-semigroup $(S(t))_{t \geq 0}$ on an $L^p$-space, $p \in (1, \infty) \setminus \{2\}$, which is either positive or contractive (but not necessarily both). Does $A$ have a bounded $H^\infty$-calculus?

Theorem 10.7.12 shows that if $(S(t))_{t \geq 0}$ is both positive and contractive, then $A$ has a bounded $H^\infty$-calculus. Moreover, for $p = 2$ contractivity suffices. Even in the case $p = 2$ it is an open problem whether positivity of the semigroup is enough for having a bounded $H^\infty$-calculus.

Carbonaro and Dragičević [2017] showed that if $-A$ is the generator semigroup which satisfies (i) and (ii) in the definition of a symmetric diffusion semigroup given before Problem P.4, then $A$ has a bounded $H^\infty$-calculus of angle $\omega_{H}(A) \leq \phi^*_p := \arcsin(1 - \frac{2}{p})$. No positivity is assumed, nor is it assumed that 1 is mapped to 1. In the proof, it is used that the semigroup is contractive and analytic on the sector $\Sigma_{\frac{\pi}{2} - \phi^*_p}$, a result due to Kriegler [2011, Corollary 6.2 and Remark 2]. He also gave a strikingly simple example of $2 \times 2$ matrices that shows the optimality of the angle $\phi^*_p$. The equality $\omega_{H}(A) = \phi^*_p$ is also reached in the case of the generator $-A$ of the Ornstein–Uhlenbeck semigroup; this was known earlier and is due to García-Cuerva, Mauceri, Meda, Sjögren, and Torrea [2001, Theorem 2] and Hebisch, Mauceri, and Meda [2004, Theorem 2.2].

The angle problem on $L^p$

Problem P.13. Let $A$ be a sectorial operator with a bounded $H^\infty$-calculus on an $L^p$-space, for some $p \in (1, \infty)$. Is it true that $\omega(A) = \omega_{H}(A)$?
By Corollary 10.4.10 one could equivalently ask whether $\omega(A) = \omega_R(A)$. More specifically one could pose the problem for the special case where $A$ generates a positive $C_0$-contraction semigroup $(S(t))_{t \geq 0}$ on an $L^p$-space with $1 < p < \infty$. Such operators have a bounded $H^\infty$-calculus by Theorem 10.7.12.

The above problem has a negative answer on general Banach spaces. Indeed, Kalton [2003] showed that it is possible to construct, for every $\theta \in (0, \pi)$, an example of a sectorial operator $A$ with a bounded $H^\infty$-calculus whose angles satisfy $\omega(A) = 0$ and $\omega_{H^\infty}(A) = \theta$. By Kalton and Weis [preprint], such example can even be given on closed subspaces of an $L^p$-space with $1 < p < 2$. 
In this appendix we collect a number of results from elementary Probability Theory which can be formulated for random variables with values in a metric space. The treatment is tailored to our needs and only scratches the surface of what could be said in this context.

### E.1 Random variables

Let $E$ be a separable metric space.

**Definition E.1.1.** An $E$-valued random variable is a measurable function $\xi : \Omega \to E$, where $(\Omega, \mathcal{F}, P)$ is a probability space, and measurability means that $\{\xi \in B\} \in \mathcal{F}$ for every Borel set (equivalently, of every open set) in $E$.

Unless stated otherwise, all random variables will be defined on a probability space $(\Omega, \mathcal{F}, P)$ which we consider to be fixed once and for all.

**Remark E.1.2 (Random variables with values in a Banach space).** Since $E$ is assumed to be a separable metric space, a function $\xi : \Omega \to E$ is measurable if and only if it is strongly measurable, i.e., there exists a sequence of measurable simple functions converging to $f$ pointwise. This can be proved by repeating the argument of Corollary 1.1.10. It is mainly for this reason that we restrict our definition to separable metric spaces.

As a consequence, a function with values in a separable Banach space is a random variable if and only if it is strongly measurable. If $X$ is a general Banach space, we define an $X$-valued random variable to be a strongly measurable function $\xi : \Omega \to X$. Such a function is always separably-valued, and therefore it is a random variable in the sense of Definition E.1.1 if we replace $X$ by any separable closed subspace of $X$ containing the range of $\xi$.

**Lemma E.1.3 (Borel–Cantelli).** Let $(S, \mathcal{A}, \mu)$ be a measure space. If $(A_n)_{n \geq 1}$ is a sequence in $\mathcal{A}$ satisfying $\sum_{n \geq 1} \mu(A_n) < \infty$, then...
\[ \mu\left( \bigcap_{k \geq 1} \bigcup_{n \geq k} A_n \right) = 0. \]

The converse holds if \((S, \mathcal{A}, \mu)\) is a probability space and the sets \(A_n\) are independent.

**Proof.** Fix \(k_0 \geq 1\). Then \(\mu\left( \bigcap_{k \geq 1} \bigcup_{n \geq k} A_n \right) \leq \mu\left( \bigcup_{n \geq k_0} A_n \right) \leq \sum_{n \geq k_0} \mu(A_n)\), and the right-hand side tends to 0 as \(k_0 \to \infty\).

Suppose now that \((S, \mathcal{A}, \mu)\) is a probability space and \((A_n)_{n \geq 1}\) is a sequence independent sets in \(\mathcal{A}\) satisfying \(\sum_{n \geq 1} \mu(A_n) < \infty\). Using the inequality \(1 - x \leq \exp(-x)\), we have

\[
\mu\left( \bigcup_{n \geq k} A_n \right) = 1 - \mu\left( \bigcap_{n \geq k} \mathcal{C}A_n \right) = 1 - \prod_{n \geq k} \mu(\mathcal{C}A_n) \\
\geq 1 - \prod_{n \geq k} \exp(-\mu(A_n)) = 1 - \exp\left(-\sum_{n \geq k} \mu(A_n)\right).
\]

Passing to the limit \(k \to \infty\) gives

\[ \mu\left( \bigcap_{k \geq 1} \bigcup_{n \geq k} A_n \right) = \lim_{k \to \infty} \mu\left( \bigcup_{n \geq k} A_n \right) = 1. \]

\(\square\)

**E.1.a Modes of convergence**

In the absence of integrability properties, at least three natural notions of convergence of random variables can be distinguished: pointwise convergence, convergence in probability, and convergence in distribution. We shall discuss these notions and their relations in some detail.

**Definition E.1.4.** Let \((\xi_n)_{n \geq 1}\) be a sequence of \(E\)-valued random variables, and \(\xi\) be another \(E\)-valued random variable.

1. \((\xi_n)_{n \geq 1}\) converges in probability to \(\xi\) (resp. is Cauchy in probability) if

\[ \mathbb{P}(d(\xi_n, \xi) > r) \to 0 \quad \text{(resp. } \mathbb{P}(d(\xi_n, \xi_m) > r) \to 0) \]  

for all \(r > 0\) as \(n \to \infty\) (resp. \(n, m \to \infty\)).

2. \((\xi_n)_{n \geq 1}\) converges in distribution to \(\xi\) if

\[ \mathbb{E}f(\xi_n) \to \mathbb{E}f(\xi) \]  

for all \(f \in C_b(E)\), the space of bounded continuous functions \(f : E \to \mathbb{K}\).
Clearly, if \( \xi_n \to \xi \) in distribution in \( E \), and if \( \phi \) is a continuous mapping from \( E \) into another metric space \( F \), then \( \phi(\xi_n) \to \phi(\xi) \) in distribution in \( F \).

The main relations between these notions are summarised in the following proposition. Some of these implications have already been considered in Appendix A.2 in the case of scalar-valued function. While the metric space versions hardly differ except in notation, we include the short proofs for completeness.

**Proposition E.1.5.** Let \( (\xi_n)_{n \geq 1} \) be a sequence of \( E \)-valued random variables, and \( \xi \) be another \( E \)-valued random variable.

1. If \( \xi_n \to \xi \) almost everywhere (a.e.), then \( \xi_n \to \xi \) in probability.
2. If \( \xi_n \to \xi \) in probability, then \( \xi_{n_k} \to \xi \) a.e. along a subsequence.
3. If \( \xi_n \to \xi \) in probability, then \( \xi_n \to \xi \) in distribution.
4. If \( (\xi_n)_{n \geq 1} \) is Cauchy in probability, then a subsequence \( (\xi_{n_k})_{k \geq 1} \) is Cauchy a.e.
5. If \( E \) is complete and \( (\xi_n)_{n \geq 1} \) is Cauchy in probability, it converges in probability.

**Proof.** (1): Suppose that \( \xi_n \to \xi \) almost everywhere. Then \( 1_{\{d(\xi_n, \xi) > r\}} \to 0 \) almost everywhere, and
\[
P(d(\xi_n, \xi) > r) = E1_{\{d(\xi_n, \xi) > r\}} \to 0
\]
by dominated convergence, which proves convergence in probability.

(2): If \( \xi_n \) converges to \( \xi \) in probability, we inductively pick \( n_k > n_{k-1} \) such that \( P(A_k) := P(d(\xi_{n_k}, \xi) > 2^{-k}) < 2^{-k} \). Since \( \sum_{k \geq 1} P(A_k) < \infty \), it follows that almost every \( \omega \in \Omega \) belongs to \( \mathcal{A}_k \) for all \( k \geq K(\omega) \). But this means that \( d(\xi_{n_k}, \xi) \leq 2^{-k} \) for all \( k \geq K(\omega) \), which clearly implies that \( \xi_{n_k} \to \xi \) at such a point \( \omega \).

(3): Let \( \lim_{n \to \infty} \xi_n = \xi \) in probability. By (2), any subsequence \( (\xi_{n_{k_j}})_{j \geq 1} \) has a further subsequence \( (\xi_{n_{k_{j_\ell}}})_{j_\ell \geq 1} \) which converges almost everywhere. By the dominated convergence theorem, for all \( f \in C_b(E) \) we then have
\[
\lim_{j_\ell \to \infty} E f(\xi_{n_{k_{j_\ell}}}) = E f(\xi).
\]
It follows that \( \lim_{n \to \infty} \xi_n = \xi \) in distribution.

(4): If \( (\xi_n)_{n \geq 1} \) is Cauchy in probability, we inductively pick \( n_k > n_{k-1} \) such that \( P(d(\xi_n, \xi_m) > 2^{-k}) < 2^{-k} \) for all \( n, m \geq n_k \). Then in particular
\[
P(B_k) := P(d(\xi_{n_k}, \xi_{n_{k+1}}) > 2^{-k}) < 2^{-k}.
\]
As in Part (2), this implies that at almost every \( \omega \in \Omega \), we have \( d(\xi_{n_k}, \xi_{n_{k+1}}) \leq 2^{-k} \) for all \( k \geq K(\omega) \), which clearly implies that \( (\xi_{n_k})_{k \geq 1} \) is Cauchy at such a point \( \omega \).

(5): If \( (\xi_n)_{n \geq 1} \) is Cauchy in probability, by (4) a subsequence \( (\xi_{n_k})_{k \geq 1} \) is Cauchy almost everywhere, and hence convergent a.e. to some \( \xi \) by completeness. In particular \( \xi_{n_k} \to \xi \) in probability by (1). Thus
\[
P(d(\xi_m, \xi) > r) \leq P(d(\xi_m, \xi_{n_k}) > r/2) + P(d(\xi_{n_k}, \xi) > r/2)
\]
converges to 0 as \( m \to \infty \) and \( k \to \infty \). \( \square \)
We define $L^0(\Omega; E)$ as the set of equivalence classes of random variables on $\Omega$ with values in $E$, identifying random variables when they are equal almost everywhere. This space is a metric space with respect to the distance function

$$\delta(\xi, \eta) := \mathbb{E}(d(\xi, \eta) \land 1).$$

**Proposition E.1.6.** We have $\lim_{n \to \infty} \xi_n = \xi$ in probability if and only if $\lim_{n \to \infty} \delta(\xi_n, \xi) = 0$. If $E$ is complete, the space $L^0(\Omega; E)$ is a complete metric space with respect to $\delta$.

**Proof.** If $(\xi_n)_{n \geq 1}$ converges to $\xi$ in probability, then any subsequence $(\xi_{n_k})_{k \geq 1}$ has a further subsequence $(\xi_{n_{k_j}})_{j \geq 1}$ which converges to $\xi$ almost surely. For this subsequence we have $\lim_{j \to \infty} \mathbb{E}(1 \wedge d(\xi_{n_{k_j}}, \xi)) = 0$ by dominated convergence. It follows that $\lim_{n \to \infty} \mathbb{E}(1 \wedge d(\xi_n, \xi)) = 0$. The converse follows from

$$\mathbb{P}(d(\xi_n, \xi) > r) \leq \mathbb{P}(1 \wedge d(\xi_n, \xi) \geq 1 \wedge r) \leq \frac{1}{1 \wedge r} \mathbb{E}(1 \wedge d(\xi_n, \xi)).$$

This proves the first assertion.

The completeness of $L^0(\Omega; E)$ follows from the fact, proved in Proposition E.1.5, that a sequence $(\xi_n)_{n \geq 1}$, which is Cauchy in probability, is also convergent in probability.

Recall that a family of random variables $(\xi_i : i \in I)$ is uniformly integrable if and only if

$$\lim_{r \to \infty} \sup_{i \in I} \mathbb{E}(1_{(|\xi_i| > r)} |\xi_i|) \to 0.$$

**Proposition E.1.7.** Let $(\xi_n)_{n \geq 1}$ be a uniformly integrable sequence of non-negative random variables. If $(\xi_n)_{n \geq 1}$ converges to the random variable $\xi$ in distribution, then $\xi$ is integrable and $\lim_{n \to \infty} \mathbb{E}\xi_n = \mathbb{E}\xi$.

**Proof.** Fix $r > 0$. Since $f(x) = x \wedge r$ is bounded and continuous, we have

$$\mathbb{E}(\xi \wedge r) = \lim_{n \to \infty} \mathbb{E}(\xi_n \wedge r) \leq \lim inf_{n \to \infty} \mathbb{E}\xi_n.$$

Letting $r \to \infty$, we see that one always has $\mathbb{E}\xi \leq \lim inf_{n \to \infty} \mathbb{E}\xi_n$. By the uniform integrability, the left hand side is finite, and therefore $\mathbb{E}\xi < \infty$.

Next we prove the convergence. For fixed $r > 0$,

$$|\mathbb{E}\xi - \mathbb{E}\xi_n| \leq |\mathbb{E}(\xi) - \mathbb{E}(\xi \wedge r)| + |\mathbb{E}(\xi \wedge r) - \mathbb{E}(\xi_n \wedge r)| + |\mathbb{E}(\xi_n \wedge r) - \mathbb{E}(\xi_n)|.$$

Fix an $\varepsilon > 0$. Since $\xi_n \to \xi$ in distribution, we have $\lim_{n \to \infty} |\mathbb{E}(\xi \wedge r) - \mathbb{E}(\xi_n \wedge r)| = 0$. By the uniform integrability of $(\xi_n)_{n \geq 1}$, we can find $r_1 > 0$ such that for all $r \geq r_1$ one has

$$\sup_{n \geq 1} |\mathbb{E}(\xi_n \wedge r) - \mathbb{E}(\xi_n)| \leq \sup_{n \geq 1} \mathbb{E}(1_{\{\xi_n > r_1\}} \xi_n) < \varepsilon.$$

Choose $r_2$ such that for all $r \geq r_2$ we have $|\mathbb{E}(\xi) - \mathbb{E}(\xi \wedge r)| < \varepsilon$. Taking $r := r_1 \vee r_2$, we obtain $\lim sup_{n \to \infty} |\mathbb{E}\xi - \mathbb{E}\xi_n| < 2\varepsilon$. Since $\varepsilon > 0$ was arbitrary, this completes the proof.

$\Box$
E.1 Random variables

E.1.b Independence

Definition E.1.8. Suppose that $I$ is an index set and that $E_i$, $i \in I$, are metric spaces. The random variables $\xi_i : \Omega \to E_i$, $i \in I$, are independent if for all choices of distinct indices $i_1, \ldots, i_N \in I$ and all Borel sets $B_1 \subseteq E_{i_1}, \ldots, B_N \subseteq E_{i_N}$ we have

$$P(\xi_{i_1} \in B_1, \ldots, \xi_{i_N} \in B_N) = \prod_{n=1}^{N} P(\xi_n \in B_n).$$

This definition can be rephrased in terms of $\sigma$-algebras as follows. The $\sigma$-algebras $\mathcal{A}_i$, $i \in I$, are independent if for all choices of distinct indices $i_1, \ldots, i_N \in I$ and sets $A_1 \in \mathcal{A}_{i_1}, \ldots, A_N \in \mathcal{A}_{i_N}$ we have

$$P(A_1 \cap \cdots \cap A_N) = \prod_{n=1}^{N} P(A_n).$$

With this terminology, the random variables $\xi_i$ are independent if and only if the $\sigma$-algebras $\sigma(\xi_i)$ are independent.

Definition E.1.9. The distribution of an $E$-valued random variable $\xi$ is the Borel probability measure $\mu_\xi$ on $E$ defined by

$$\mu_\xi(B) := P(\xi \in B).$$

If $\xi_n$ is a random variable in the metric space $E_n$ for $n = 1, \ldots, N$, then $(\xi_1, \ldots, \xi_N)$ is a random variable in $E_1 \times \cdots \times E_N$ and we have the following criterion for independence:

Proposition E.1.10. The following conditions are equivalent:

1. the random variables $\xi_1, \ldots, \xi_N$ are independent;
2. we have the coincidence of distributions

$$\mu_{(\xi_1, \ldots, \xi_N)} = \mu_{\xi_1} \times \cdots \times \mu_{\xi_N};$$

3. we have

$$E[f_1(\xi_1) \cdots f_n(\xi_N)] = E[f_1(\xi_1) \cdots E[f_n(\xi_N)]$$

for all $f_n \in C_b(E_n)$, $n = 1, \ldots, N$.

Proof. $(1) \Rightarrow (3)$: By definition, $\xi_1, \ldots, \xi_N$ are independent if and only if property $(3)$ holds for all $f_n$ of the form $f_n = 1_{B_n}$, where $B_n$ is any Borel set of $E_n$. By linearity with respect to each component, this implies the same property for all simple Borel functions $f_n : E_n \to \mathbb{K}$. Since any $f_n \in C_b(E_n)$ is a pointwise limit of a bounded sequence of such functions, property $(3)$ follows from independence by dominated convergence.

$(3) \Rightarrow (2)$: Suppose that $C_n \subseteq E_n$ are closed sets, and let
By another application of Proposition F (that Proof.
are independent, then \( E \) Proposition E.1.12.
constructions only involve the (joint) distributions of the
random variables \( X \) and \( Y \). Let \( \xi_n := \xi_n(\omega_n) \).

The random variables \( (\xi_1, \ldots, \xi_N) \) and \( (\tilde{\xi}_1, \ldots, \tilde{\xi}_N) \) are identically distributed
and the random variables \( \tilde{\xi}_1, \ldots, \tilde{\xi}_N \) are independent. Since most computations
only involve the (joint) distributions of the \( \xi_n \) one may just as well work with the \( \tilde{\xi}_n \) instead of the \( \xi_n \). This has the advantage that the Fubini
theorem can be used without any problems. We shall frequently refer to this
construction in an informal way by stating that

“independent random variables \( \xi_1, \ldots, \xi_N \) may assumed to be defined
on distinct probability spaces \( \Omega_1, \ldots, \Omega_N \)”.

We record a simple application of Proposition E.1.10.

**Proposition E.1.12.** If \( \lim_{n \to \infty} \xi_n = \xi \) and \( \lim_{n \to \infty} \eta_n = \eta \) in probability in
\( E \) and \( F \), respectively, and if for each \( n \geq 1 \) the random variables \( \xi_n \) and \( \eta_n \) are independent, then \( \xi \) and \( \eta \) are independent.

**Proof.** The assumptions imply that \( \xi_n \to \xi \) and \( \eta_n \to \eta \) in distribution
and that \( \lim_{n \to \infty} (\xi_n, \eta_n) \to (\xi, \eta) \) in probability, and therefore \( \lim_{n \to \infty} f(\xi_n, \eta_n) \to f(\xi, \eta) \) in distribution by Proposition E.1.5.

For all \( f \in C_b(E) \) and \( g \in C_b(F) \) we have, \( [(x, y) \mapsto f(x)g(y)] \in C_b(E \times F) \), and hence using Proposition E.1.10 and the assumptions,

\[
\mathbb{E}[f(\xi)g(\eta)] = \lim_{n \to \infty} \mathbb{E}[f(\xi_n)g(\eta_n)] = \lim_{n \to \infty} \mathbb{E}f(\xi_n)\mathbb{E}g(\eta_n) = \mathbb{E}f(\xi)\mathbb{E}g(\eta).
\]

By another application of Proposition E.1.10, this proves the independence of \( \xi \) and \( \eta \). \( \square \)
E.1 Random variables

Let $X$ be a Banach space. Recall from Section 1.1 that $\sigma(X^*)$ denote the
$\sigma$-algebra in $X$ generated by $X^*$. If $X$ is separable, this $\sigma$-algebra coincides
with the Borel $\sigma$-algebra of $X$ (Proposition 1.1.1), but in general it may be
coarser (cf. Example 1.4.3).

**Definition E.1.13.** The characteristic function of a probability measure $\mu$ on
$(X, \sigma(x^*))$ is the function $\hat{\mu} : x^* \to \mathbb{C}$ defined by

$$
\hat{\mu}(x^*) := \int_X \exp(i \langle x^*, x \rangle) \, d\mu(x).
$$

Note that if $\xi$ is an $X$-valued random variable, then the characteristic function
of its distribution is given by

$$
\hat{\mu}_\xi(x^*) = E(\exp(i \langle \xi, x^* \rangle)).
$$

Our aim is to prove that the mapping $\mu \mapsto \hat{\mu}$ is injective. We will prove this
first for $X = \mathbb{R}^d$ and deduce the general case from this special case. When
applied to the distributions of two $X$-valued random variables $\xi_1$ and $\xi_2$, it
will follow that $\xi_1 = \xi_2$ almost surely if they have the same characteristic function.

**Theorem E.1.14 (Uniqueness of the characteristic function on $\mathbb{R}^d$).**

Let $\lambda_1$ and $\lambda_2$ be Borel probability measures on $\mathbb{R}^d$ whose characteristic functions
are equal:

$$
\hat{\lambda}_1(\xi) = \hat{\lambda}_2(\xi), \quad \xi \in \mathbb{R}^d.
$$

Then $\lambda_1 = \lambda_2$.

**Proof.** By a standard approximation argument it suffices to prove that

$$
\int_{\mathbb{R}^d} f \, d\lambda_1 = \int_{\mathbb{R}^d} f \, d\lambda_2, \quad f \in C_c(\mathbb{R}^d),
$$

where $C_c(\mathbb{R}^d)$ denote the space of all compactly supported continuous functions
on $\mathbb{R}^d$.

Let $0 < \varepsilon < 1$ be arbitrary and fix $f \in C_c(\mathbb{R}^d)$. We may assume that
$\|f\|_\infty \leq 1$. Let $r > 0$ be so large that the support of $f$ is contained in an
open cube $(-r, r)^d$ satisfying $\lambda_j(\mathbb{B}(-r, r)^d) \leq \varepsilon$ for $j = 1, 2$. By the Stone-
Weierstrass theorem there exists a trigonometric polynomial $p : \mathbb{R}^d \to \mathbb{C}$ of
period $2r$ such that $\sup_{x \in [-r, r]^d} |f(x) - p(x)| \leq \varepsilon$. Then, noting that $\|p\|_\infty \leq 1 + \varepsilon$,

$$
\left| \int_{\mathbb{R}^d} f \, d\lambda_1 - \int_{[-r, r]^d} f \, d\lambda_2 \right| \leq 2\varepsilon \quad \text{and} \quad \left| \int_{[-r, r]^d} f \, d\lambda_1 - \int_{[-r, r]^d} p \, d\lambda_1 \right| \leq 4\varepsilon
$$

and

$$
\left| \int_{[-r, r]^d} p \, d\lambda_1 - \int_{[-r, r]^d} p \, d\lambda_2 \right| \leq 4\varepsilon.
$$
we have Borel and the fact that the rectangles by noting that for all \( x \in \mathbb{R}^d \) and therefore \( \int_{\mathbb{R}^d} p \, d\lambda_1 - \int_{\mathbb{R}^d} p \, d\lambda_2 \)

\[
\leq 4 \varepsilon + 2 \varepsilon (1 + \varepsilon) + \left| \int_{\mathbb{R}^d} p \, d\lambda_1 - \int_{\mathbb{R}^d} p \, d\lambda_2 \right| = 4 \varepsilon + 2 \varepsilon (1 + \varepsilon).
\]

The last equality follows from the equality of the characteristic functions of \( \lambda_1 \) and \( \lambda_2 \). Since \( \varepsilon > 0 \) was arbitrary, this proves (E.1).

\[\Box\]

In order to extend Theorem E.1.14 to arbitrary (real or complex) Banach spaces we need a lemma which enables us to reduce the complex case to the real case.

As a preliminary remark we recall that if \( X \) is a complex Banach space, then by restricting the scalar multiplication \((c, x) \mapsto cx\) to the real scalars we obtain a real Banach space which we shall denote by \( X_\mathbb{R} \). As sets we have \( X = X_\mathbb{R} \). A vector \( x \in X \), when viewed as an element of \( X_\mathbb{R} \), will be denoted by \( x_\mathbb{R} \). By \( X^* \) and \( X^*_\mathbb{R} \) we denote the (complex) dual of \( X \) and the (real) dual of \( X_\mathbb{R} \), respectively.

**Lemma E.1.15.** Let \( X \) be a complex Banach space. For all \( x^*_\mathbb{R} \in X^*_\mathbb{R} \) there exists a unique \( x^* \in X^* \) such that for all \( x \in X \) we have

\[
\langle x_\mathbb{R}, x^*_\mathbb{R} \rangle = \Re (x, x^*).
\]

Conversely, for all \( x^* \in X^* \) the mapping \( x_\mathbb{R} \mapsto \Re (x, x^*) \) defines an element of \( X^*_\mathbb{R} \). The induced mappings \( X^*_\mathbb{R} \to X^* \) and \( X^* \to X^*_\mathbb{R} \) are inverse to each other.

Under the identifications \( X_\mathbb{R} = X \) and \( X^*_\mathbb{R} = X^* \) we have \( \sigma (X^*) = \sigma (X^*_\mathbb{R}) \).

**Proof.** Given a functional \( x^*_\mathbb{R} \in X^*_\mathbb{R} \), define the mapping \( x^* : X \to \mathbb{C} \) by

\[
x^*(x) := \langle x_\mathbb{R}, x^*_\mathbb{R} \rangle - i \langle (ix)_\mathbb{R}, x^*_\mathbb{R} \rangle.
\]

Then \( x^* \) is bounded and \( \mathbb{C} \)-linear, since

\[
x^*(ix) = \langle (ix)_\mathbb{R}, x^*_\mathbb{R} \rangle - i \langle (-x)_\mathbb{R}, x^*_\mathbb{R} \rangle = \langle (ix)_\mathbb{R}, x^*_\mathbb{R} \rangle + i \langle x_\mathbb{R}, x^*_\mathbb{R} \rangle = i(-i \langle (ix)_\mathbb{R}, x^*_\mathbb{R} \rangle + \langle x_\mathbb{R}, x^*_\mathbb{R} \rangle)) = ix^*(x).
\]

Moreover, \( \Re x^*(x) = \langle x_\mathbb{R}, x^*_\mathbb{R} \rangle \). This proves existence. To prove uniqueness, suppose that \( \Re (x, x^*) = 0 \) for all \( x \in X \). Then also \( \Im (x, x^*) = \Re (-ix, x^*) = 0 \), and therefore \( \langle x, x^* \rangle = 0 \) for all \( x \in X \). It follows that \( x^* = 0 \). The converse assertion is obvious.

That the induced mappings \( X^*_\mathbb{R} \to X^* \) and \( X^* \to X^*_\mathbb{R} \) are inverse to each other is immediate from their definitions.

It remains to prove the identity \( \sigma (X^*) = \sigma (X^*_\mathbb{R}) \). The inclusion \( \subseteq \) follows by noting that for all \( x^* \in X^* \),

\[
\{ \Re x^* \in [a, b], \ \Im x^* \in [c, d] \} = \{ \Re x^* \in [a, b], \ -\Im x^* \in [c, d] \}
\]

and the fact that the rectangles \( \{ z \in \mathbb{C} : \ \Re z \in [a, b], \ \Im z \in [c, d] \} \) generate the Borel \( \sigma \)-algebra of \( \mathbb{C} \). The inclusion \( \supseteq \) follows by noting that for all \( x^*_\mathbb{R} \in X^*_\mathbb{R} \) we have
Theorem E.1.16 (Uniqueness of the characteristic function on \( X \)). Let \( \mu_1 \) and \( \mu_2 \) be probability measures on \( (X, \sigma(X^*)) \) whose characteristic functions are equal:

\[
\widehat{\mu}_1(x^*) = \widehat{\mu}_2(x^*), \quad x^* \in X^*.
\]

Then \( \mu_1 = \mu_2 \).

Proof. By Lemma E.1.15 it suffices to prove the theorem for real Banach spaces \( X \).

Let \( \mu \) be probability measure on \( (X, \sigma(X^*)) \). For fixed \( x_1^*, \ldots, x_d^* \in X^* \) consider the map \( T : X \to \mathbb{R}^d \), \( x \mapsto (\langle x, x_1^* \rangle, \ldots, \langle x, x_d^* \rangle) \). For all \( t = (t_1, \ldots, t_d) \in \mathbb{R}^d \),

\[
\widehat{\mu} \left( \sum_{j=1}^{d} t_j x_j^* \right) = \int_{\mathbb{R}^d} \exp(i\langle t, Tx \rangle) \, d\mu(x) = \int_{\mathbb{R}^d} \exp(i\langle t, s \rangle) \, d\mu(s) = \widehat{T\mu}(t),
\]

where \( T\mu \) denotes the image measure of \( \mu \) under \( T \).

Applying this to \( \mu_1 \) and \( \mu_2 \) it follows that \( \widehat{T\mu_1}(t) = \widehat{T\mu_2}(t) \) for all \( t \in \mathbb{R}^d \). By Theorem E.1.14, \( T\mu_1 = T\mu_2 \). As a result, \( \mu_1 \) and \( \mu_2 \) agree on the collection \( \mathcal{C} \) of all sets in \( X \) of the form

\[
\{ x \in X : (\langle x, x_1^* \rangle, \ldots, \langle x, x_d^* \rangle) \in B \}
\]

with \( d \geq 1 \), \( x_1^*, \ldots, x_d^* \in X^* \) and \( B \in \mathcal{B}(\mathbb{R}^d) \). The family \( \mathcal{C} \) is closed under finite intersections and generates the \( \sigma \)-algebra \( \sigma(X^*) \). Therefore, \( \mu_1 \) and \( \mu_2 \) agree on \( \sigma(X^*) \) by Dynkin’s Lemma A.1.3. □

Corollary E.1.17. If \( \xi_1 \) and \( \xi_2 \) are \( X \)-valued random variables whose distributions have the same characteristic function, then their distributions are equal.

Proof. By strong measurability, \( \xi_1 \) and \( \xi_2 \) take values in some closed separable subspace \( X_0 \) of \( X \) almost surely. By the Hahn-Banach theorem the distributions \( \mu_{\xi_1} \) and \( \mu_{\xi_2} \), viewed as Borel measures on \( X_0 \), have the same characteristic functions.

We may therefore assume that \( X \) is separable. Since \( \sigma(X^*) = \mathcal{B}(X) \) in that case, it follows from Theorem E.1.16 that \( \mu_{\xi_1} = \mu_{\xi_2} \). □

E.2 Gaussian variables

A unified treatment of real and complex standard Gaussian variables could be based on the central limit theorem which will be presented in the Theorem E.2.15: if \( (\xi_n)_{n \geq 1} \) is a Rademacher sequence with values in \( \mathbb{K} \), then the limit
exists in distribution and defines a standard Gaussian variable with values in $\mathbb{K}$. We take a more pedestrian approach here; it will be shown below that it leads to the same definitions.

**Definition E.2.1 (Real Gaussian variables).** A real-valued random variable $\gamma$ is called real Gaussian if, for some $\sigma \geq 0$, its distribution has density

$$f_\sigma(t) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp(-t^2/2\sigma^2)$$

with respect to the Lebesgue measure on $\mathbb{R}$.

The degenerate case $\sigma = 0$ corresponds to the random variable which takes the value 0 almost surely; this interpretation is justified by the observation that $\lim_{\sigma \to 0} f_\sigma(t) \, dt = \delta_0$ weakly, with $\delta_0$ the Dirac measure at 0.

A real-valued Gaussian variable satisfies

$$E\gamma = 0, \quad E|\gamma|^2 = \sigma^2.$$

The number $\sigma^2$ is called the variance of $\gamma$. A real Gaussian variable with variance $\sigma^2 = 1$ is called a standard real Gaussian variable.

The substitution $x^2/2\sigma^2 = y$ shows that if $\gamma$ is real Gaussian with $\sigma > 0$, then for all $0 < p < \infty$ we have

$$E|\gamma|^p = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} |x|^p e^{-x^2/2} \, dx = \sqrt{\frac{2^p}{\sqrt{\pi}}} \Gamma((p+1)/2), \quad (E.2)$$

where $\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} \, dt$ is the Euler gamma function.

**Proposition E.2.2.** A real-valued random variable $\gamma$ is real Gaussian, with variance $\sigma^2$, if and only if its characteristic function is given by

$$E \exp(i\xi \gamma) = \exp(-\frac{1}{2}\sigma^2\xi^2), \quad \xi \in \mathbb{R}.$$ 

*Proof.* The ‘only if’ statement is clear for $\sigma = 0$, and for $\sigma > 0$ it follows by completing the squares and Cauchy’s theorem to shift the path of integration:

$$E \exp(i\xi \gamma) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(it\xi - t^2/2\sigma^2) \, dt$$

$$= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(-\frac{1}{2}[(t/\sigma - i\sigma\xi)^2 + \sigma^2\xi^2]) \, dt$$

$$= \exp(-\frac{1}{2}\sigma^2\xi^2) \cdot \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \exp(-\frac{1}{2}z^2) \, dz$$

$$= \exp(-\frac{1}{2}\sigma^2\xi^2). \quad (E.3)$$

The ‘if’ part then follows from Theorem E.1.14. □
Definition E.2.3 (Complex Gaussian variables). A complex-valued random variable \( \gamma \) is called complex Gaussian if, for some \( \sigma \geq 0 \), its distribution has density
\[
f_\gamma(z) = \frac{1}{\pi \sigma^2} \exp(-|z|^2/\sigma^2)
\]
with respect the Lebesgue measure on \( \mathbb{C} \). If \( \sigma = 1 \), then \( \gamma \) is called a standard complex Gaussian variable.

The same conventions hold with regard to the degenerate case \( \sigma = 0 \). As in the real case, a complex Gaussian variable satisfies
\[
E\gamma = 0, \quad E|\gamma|^2 = \sigma^2.
\]
The number \( \sigma^2 \) is again called the variance of \( \gamma \). More generally, for \( 0 < p < \infty \) and \( \sigma > 0 \), using polar coordinates and substituting \( r^2/\sigma^2 = y \) we compute:
\[
E|\gamma|^p = \frac{1}{\pi \sigma^2} \int_{\mathbb{C}} |z|^p \exp(-|z|^2/\sigma^2) \, dz
= \frac{1}{\sigma^2} \int_0^\infty r^{p+1} \exp(-r^2/\sigma^2) \, dr
= \sigma^p \int_0^\infty y^{p/2} \exp(-y) \, dy = \sigma^p \Gamma(p/2 + 1).
\]

Proposition E.2.4. If \( \gamma_1 \) and \( \gamma_2 \) are independent standard real Gaussians with variance \( \sigma^2 \), then
\[
\gamma := \frac{1}{\sqrt{2}}(\gamma_1 + i\gamma_2)
\]
is a standard complex Gaussian with variance \( \sigma^2 \). Conversely, if \( \gamma \) is a complex Gaussian with variance \( \sigma^2 \), then its real and imaginary parts are independent real-valued Gaussians with variance \( \frac{1}{2} \sigma^2 \).

Proof. We compute
\[
P(\Re \gamma \in [a, b], \Im \gamma \in [c, d])
= P(\gamma_1 \in [a \sqrt{2}, b \sqrt{2}]) \cdot P(\gamma_2 \in [c \sqrt{2}, d \sqrt{2}])
= \frac{1}{2\pi \sigma^2} \int_{a\sqrt{2}}^{b\sqrt{2}} \exp(-s^2/2\sigma^2) \, ds \cdot \frac{1}{2\pi \sigma^2} \int_{c\sqrt{2}}^{d\sqrt{2}} \exp(-t^2/2\sigma^2) \, dt
= \frac{1}{2\pi \sigma^2} \int_{a\sqrt{2}}^{b\sqrt{2}} \int_{c\sqrt{2}}^{d\sqrt{2}} \exp(-(s^2 + t^2)/2\sigma^2) \, dt \, ds
= \frac{1}{\pi \sigma^2} \int_a^b \int_c^d \exp(-(s^2 + t^2)/\sigma^2) \, dt \, ds.
\]
This shows that the distribution of \( \gamma \) agrees with that of a complex Gaussian with variance \( \sigma^2 \) on all rectangles \( \{\Re z \in [a, b], \Im z \in [c, d]\} \), and the claim follows. The converse statement follows by reversing the above computation.
\( \square \)
Corollary E.2.5. A complex-valued random variable $\gamma$ is complex Gaussian, with variance $\sigma^2$, if and only if its characteristic function is given by
\[
\mathbb{E}\exp(i\Re(\xi \gamma)) = \exp\left(-\frac{1}{4}\sigma^2|\xi|^2\right), \quad \xi \in \mathbb{C}.
\]

Proof. If $\gamma$ is complex Gaussian, it follows from the previous results that
\[
\mathbb{E}\exp(i\Re(\xi \gamma)) = \mathbb{E}\exp(i(a\Re\gamma - b\Im\gamma))
= \mathbb{E}\exp(ia\Re\gamma)\mathbb{E}\exp(-ib\Im\gamma)
= \exp(-a^2\sigma^2/4) \exp(-b^2\sigma^2/4)
= \exp(-\frac{1}{4}|\xi|^2\sigma^2).
\]

The converse follows from Theorem E.1.16. \(\square\)

Definition E.2.6 (Gaussian random variables). A $\mathbb{K}$-valued random variable is Gaussian if it is $\mathbb{K}$-Gaussian, i.e., real Gaussian in case $\mathbb{K} = \mathbb{R}$ and complex Gaussian in case $\mathbb{K} = \mathbb{C}$.

This definition is in line with various other notions that depend on the choice of scalar field, such as symmetric random variables (Definition 6.1.4) and Rademacher variables (Definition 6.1.6). The next proposition connects these notions:

Lemma E.2.7. If $\gamma$ is Gaussian, then $\gamma$ is symmetric, and $\gamma/|\gamma|$ is a Rademacher variable if $\sigma > 0$.

Proof. In the real case this is obvious. In the complex case it follows from
\[
\mathbb{P}(\arg(\gamma/|\gamma|) \in [a, b]) = \frac{1}{\pi\sigma^2} \int_a^b \int_0^\infty \exp(-|r|^2/\sigma^2) r \, d\theta \, dr
= \frac{b-a}{\pi\sigma^2} \int_0^\infty \exp(-|r|^2/\sigma^2) r \, dr = \frac{b-a}{2\pi}
\]
that $\gamma/|\gamma|$ is uniformly distributed on the unit circle. \(\square\)

E.2.a Multivariate Gaussian variables

Definition E.2.8. An $\mathbb{K}^n$-valued random variable $\gamma = (\gamma_1, \ldots, \gamma_n)$ is called Gaussian if $(c, \gamma) := \sum_{k=1}^n c_k \gamma_k$ is Gaussian for all $c = (c_1, \ldots, c_n) \in \mathbb{K}^n$.

In particular this definition implies that the coordinate variables $\gamma_k$ are Gaussian (take $c = e_k$, the $k$-th standard unit vector in $\mathbb{K}^n$). The converse is false: there exist examples of scalar Gaussian random variables $\gamma_1, \ldots, \gamma_n$ for which $\gamma = (\gamma_1, \ldots, \gamma_n)$ is not Gaussian. A simple example is given by $\gamma = (\gamma_1, \varepsilon \gamma_1)$ where $\varepsilon$ is a Rademacher random variable which is independent of scalar Gaussian random variable $\gamma_1$. 
Definition E.2.9. The covariance matrix $Q = (q_{jk})_{j,k=1}^n$ of a Gaussian random variable $\gamma$ is defined by

$$q_{jk} = \mathbb{E}\gamma_j \gamma_k, \quad j, k = 1, \ldots, n.$$ 

The matrix $Q$ is positive (i.e., $(Q \xi | \xi) \geq 0$ for all $\xi \in \mathbb{R}^n$) and symmetric (i.e., $q_{jk} = \bar{q}_{kj}$ for all $j, k = 1, \ldots, n$). Positivity follows from

$$(Q \xi | \xi) = \sum_{j,k=1}^n q_{jk} \xi_j \bar{\xi}_k = \mathbb{E}\left| \sum_{k=1}^n \xi_k \gamma_k \right|^2$$

and symmetry is evident. We call $\gamma$ a standard Gaussian random variable if it has covariance matrix $Q = I$ (the identity matrix).

The characteristic function of a Gaussian random variable $\gamma$ with covariance matrix $Q$ is given by

$$\mathbb{E}(\exp(i \langle \gamma, \xi \rangle)) = \exp\left(-\frac{1}{2} (Q \xi | \xi)\right), \quad \xi \in \mathbb{R}^n$$

if the scalar field is real, and by

$$\mathbb{E}(\exp(i \Re \langle \gamma, \xi \rangle)) = \exp\left(-\frac{1}{4} (Q \xi | \xi)\right), \quad \xi \in \mathbb{C}^n$$

if the scalar field is complex. This follows from (E.3) and (E.5), observing that the Gaussian random variable $\langle \gamma, \xi \rangle$ has variance

$$\mathbb{E}|\langle \gamma, \xi \rangle|^2 = \mathbb{E}\sum_{j,k=1}^n \xi_j \bar{\xi}_k \gamma_j \gamma_k = \sum_{j,k=1}^n q_{jk} \xi_j \bar{\xi}_k = (Q \xi | \xi).$$

The converse also holds:

Theorem E.2.10. An $\mathbb{R}^n$-valued random variable $\gamma$ is Gaussian if and only if its characteristic function has the form

$$\mathbb{E}(\exp(i \langle \gamma, \xi \rangle)) = \exp\left(-\frac{1}{2} (Q \xi | \xi)\right), \quad \xi \in \mathbb{R}^n$$

for some positive symmetric matrix $Q$ with real coefficients. Similarly, a $\mathbb{C}^n$-valued random variable $\gamma$ is Gaussian if and only if its characteristic function has the form

$$\mathbb{E}(\exp(i \Re \langle \gamma, \xi \rangle)) = \exp\left(-\frac{1}{4} (Q \xi | \xi)\right), \quad \xi \in \mathbb{C}^n$$

for some positive symmetric matrix $Q$ with complex coefficients. In either case, $\gamma$ is standard Gaussian if and only if $Q = I$.

Proof. It remains to prove the ‘if’ part. Let us prove this for real scalars; the proof for complex scalars is entirely similar.

Suppose that the characteristic function of $\gamma$ has the indicated form. We have to check that for all $\xi \in \mathbb{R}^n$ the scalar random variable $\langle \gamma, \xi \rangle$ is Gaussian.
Applying (E.6) to the vectors $t\xi$ we see that the characteristic function of $\langle \gamma, \xi \rangle$ equals
\[
E\left( \exp(-it\langle \gamma, \xi \rangle) \right) = \exp\left( -\frac{1}{2}t^2(Q\xi|\xi) \right), \quad t \in \mathbb{R}.
\]
Proposition E.2.2 implies that $\langle \gamma, \xi \rangle$ is Gaussian with variance $(Q\xi|\xi)$.

**Corollary E.2.11.** Let $\gamma^{(1)}, \ldots, \gamma^{(N)}$ be independent Gaussian random variables, with covariance matrices $Q^{(1)}, \ldots, Q^{(n)}$. Then $\gamma := \sum_{k=1}^{N} \gamma^{(k)}$ is Gaussian, with covariance matrix $Q = \sum_{k=1}^{N} Q^{(k)}$.

**Proof.** We consider the real case, the complex case being entirely similar. For all $\xi \in \mathbb{R}^n$ we have, by independence and (E.6),
\[
E\left( \exp(-i\langle \gamma, \xi \rangle) \right) = \mathbb{E}\left( \prod_{k=1}^{N} \exp(-i\langle \gamma^{(k)}, \xi \rangle) \right)
= \prod_{k=1}^{N} \mathbb{E}\left( \exp(-i\langle \gamma^{(k)}, \xi \rangle) \right)
= \prod_{k=1}^{N} \exp\left( -\frac{1}{2}(Q^{(k)}|\xi) \right) = \exp\left( -\frac{1}{2}(Q|\xi) \right),
\]
where $Q = \sum_{k=1}^{N} Q^{(k)}$. Since every $Q^{(k)}$ is positive and symmetric, $Q$ is positive and symmetric as well, and our claim follows from Theorem E.2.10.

As a special case note that if $\gamma_1, \ldots, \gamma_n$ are independent scalar Gaussian random variables, then $\gamma := (\gamma_1, \ldots, \gamma_n)$ is Gaussian. Indeed, we have
\[
\gamma = \sum_{k=1}^{n} \gamma_k e_k,
\]
where $e_k$ denotes the $k$-th standard unit vector in $\mathbb{K}^n$. We then apply the above to the random variables $\gamma^{(k)} := \gamma_k e_k$.

**Geometric interpretation of the covariance matrix**

We continue with a geometric interpretation of the covariance matrix $Q$ of a Gaussian random variable $\gamma$. Our starting point is the standard result from Linear Algebra that every positive symmetric matrix can be orthogonally diagonalised. Thus there exists an orthogonal basis $\{e_1, \ldots, e_n\}$ of eigenvectors of $Q$, which we normalise to have unit length. Using this basis we can decompose $\gamma$ as follows:
\[
\gamma = \sum_{j=1}^{n} \langle \gamma, e_j \rangle e_j.
\]
Each random variable $\langle \gamma, e_j \rangle$ is Gaussian with variance
\[ \mathbb{E}(\gamma, e_j)^2 = (Qe_j|e_j) = \lambda_j(e_j|e_j) = \lambda_j, \]

where \( \lambda_j \) is the eigenvalue for \( e_j \). We shall prove in a moment that the random variables \( \langle \gamma, e_j \rangle \) are independent. Assuming this for the moment, we see that the components \( \langle \gamma, e_j \rangle e_j \), which are Gaussian and take their values in the one-dimensional subspace spanned by \( e_j \), are independent as well. Thus, every Gaussian random variable with values in \( \mathbb{R}^n \) can be represented as a sum of independent one-dimensional Gaussian random variables.

Note that in the decomposition (E.7) only the terms corresponding to strictly positive eigenvalues have an effective contribution. Indeed, if \( \lambda_j = 0 \) for some \( 1 \leq i \leq n \), then \( \mathbb{E}(\gamma, e_j)^2 = (Qe_j|e_j) = 0 \), which implies that \( \langle \gamma, e_j \rangle = 0 \) almost surely. Let \( J = \{ j \in \{1, \ldots, n\} : \lambda_j > 0 \} \) and for \( j \in J \) let \( x_j := \sqrt{\lambda_j} e_j \). Then,

\[ \gamma = \sum_{j \in J} \frac{1}{\lambda_j} \langle \gamma, x_j \rangle x_j = \sum_{j \in J} \gamma_j x_j, \]

where the variables \( \gamma_j := \frac{1}{\lambda_j} \langle \gamma, x_j \rangle \) are independent and standard Gaussian.

To prove that the \( \langle \gamma, e_j \rangle \) are independent we first show that they are uncorrelated, i.e., that

\[ \mathbb{E}(\gamma, e_j)\langle \gamma, e_k \rangle = 0, \quad 1 \leq j \neq k \leq n. \]

We use a trick which is known as polarisation. On the one hand we have

\[
(Q(e_j + e_k)|e_j + e_k) = \mathbb{E}|(\gamma, e_j + e_k)|^2 \\
= \mathbb{E}|\langle \gamma, e_j \rangle|^2 + 2\mathbb{R}\mathbb{E}\langle \gamma, e_j \rangle\langle \gamma, e_k \rangle + \mathbb{E}|\langle \gamma, e_k \rangle|^2 \\
= (Qe_j|e_j) + 2\mathbb{R}(Qe_j|e_k) + (Qe_k|e_k)
\]

and on the other hand,

\[
(Qe_j|e_j) + 2\mathbb{R}(Qe_j|e_k) + (Qe_k|e_k) = (Qe_j|e_j) + 2\mathbb{R}(Qe_j|e_k) + (Qe_k|e_k),
\]

where in the last step we used the symmetry of \( Q \). Combining these identities and recalling that \( e_j \) and \( e_k \) are orthonormal eigenvectors, we obtain, for \( j \neq k \),

\[ \mathbb{R}\mathbb{E}\langle \gamma, e_j \rangle\langle \gamma, e_k \rangle = \mathbb{R}(Qe_j|e_k) = \mathbb{R}\lambda_j(e_j|e_k) = 0. \]

Repeating this argument with \( e_j + e_k \) replaced by \( ie_j + e_k \), we find that also \( \exists\mathbb{E}\langle \gamma, e_j \rangle\langle \gamma, e_k \rangle = 0 \). This proves the claim.

**Proposition E.2.12.** Let \( \gamma = (\gamma_1, \ldots, \gamma_n) \) be a Gaussian random variable. The components \( \gamma_1, \ldots, \gamma_n \) are independent if and only if they are uncorrelated.
Proof. The ‘only if’ part being clear, we prove the ‘if’ part. We consider the real case, the complex case being entirely similar.

If the Gaussian variables $\gamma_1, \ldots, \gamma_n$ are uncorrelated, then the covariance matrix of $\gamma = (\gamma_1, \ldots, \gamma_n)$ is diagonal: $Q = \text{diag}(s_1, \ldots, s_n)$ with $s_k = \mathbb{E}|\gamma_k|^2$. Then the characteristic function of $\gamma$ is given by

$$
\mathbb{E}(\exp(-i\langle \gamma, \xi \rangle)) = \exp\left(-\frac{1}{2}(Q\xi|\xi)\right) = \exp\left(-\frac{1}{2} \sum_{k=1}^{n} s_k|\xi_k|^2\right)
$$

$$
= \prod_{k=1}^{n} \exp\left(-\frac{1}{2} s_k|\xi_k|^2\right) = \prod_{k=1}^{n} \mathbb{E}(\exp(-i\xi_k \gamma_k)).
$$

The right-hand side is the characteristic function of $\tilde{\gamma} := (\tilde{\gamma}_1, \ldots, \tilde{\gamma}_n)$, where the $\tilde{\gamma}_k$ are independent random variables, with each $\tilde{\gamma}_k$ distributed like the $\gamma_k$ of the same index. By the uniqueness of the characteristic function (Corollary E.1.17), this shows that $\gamma$ and $\tilde{\gamma}$ have the same distribution, and therefore the components of $\gamma$ are independent, since those of $\tilde{\gamma}$ are.

\[\Box\]

E.2.b The central limit theorem

The central limit theorem is the statement that suitably normalised sums of independent random variables converge in distribution to a Gaussian random variable. In order to prove this, it is convenient to begin with some generalities on convergence of probability measures.

Definition E.2.13. A sequence of Borel probability measures $(\mu_n)_{n \geq 1}$ on $E$ converges weakly to the Borel probability measure $\mu$ on $E$ if for all $f \in C_b(E)$ we have

$$
\lim_{n \to \infty} \int_E f \, d\mu_n = \int_E f \, d\mu.
$$

Thus, $\lim_{n \to \infty} \xi_n = \xi$ in distribution if and only if $\lim_{n \to \infty} \mu_\xi_n = \mu_\xi$ weakly.

For Borel probability measures on $\mathbb{R}^d$ or $\mathbb{C}^d$ we have the following convenient criterion for weak convergence in terms of their characteristic functions (see Section E.1.c), due to Lévy.

Theorem E.2.14 (Lévy). A sequence $(\mu_n)_{n \geq 1}$ of Borel probability measures on $\mathbb{R}^d$ converges weakly to a Borel probability measure $\mu$ on $\mathbb{R}^d$ if and only if their characteristic functions satisfy $\lim_{n \to \infty} \hat{\mu}_n(\xi) = \hat{\mu}(\xi)$ for all $\xi \in \mathbb{R}^d$.

Proof. We only prove the ‘if’ part, the ‘only if’ part being clear.

Real case – Step 1 – By the continuity of $\hat{\mu}$ at 0 we can find $\delta > 0$ so small that

$$
|\hat{\mu}(\xi) - 1| < \varepsilon, \quad \xi \in D := [-\delta, \delta]^d.
$$

Write $|D| := (2\delta)^d$ for the Lebesgue measure of $D$. Define $K := [-2\delta^{-1}, 2\delta^{-1}]^d$. If $x = (x_1, \ldots, x_d) \in \mathbb{C}K$, then at least one of its coordinates satisfies $|x_k| > 2\delta^{-1}$. Then,
\[
\prod_{j=1}^{n} \left| \frac{\sin \delta x_j}{\delta x_j} \right| \leq \frac{\sin \delta x_k}{\delta x_k} < \frac{1}{2}.
\]

Next, note that for all \( x \in \mathbb{R}^d \) we have
\[
\frac{1}{|D|} \int_{D} \exp(\delta (x, \xi)) \, d\xi = \frac{1}{|D|} \int_{|\xi| < \delta} \exp(\delta (x, \xi)) \, d\xi = \frac{1}{|D|} \int_{|\xi| < \delta} \exp(\delta (x, \xi)) \, d\xi = \prod_{j=1}^{d} \sin \delta x_j.
\]

It follows that the integral on the left-hand side is a real number in the interval \([-1, 1]\), and by the previous estimate this number belongs to the interval \([-\frac{1}{2}, \frac{1}{2}]\) when \( x \in \mathbb{C}K \). Thus for all \( n \geq 1 \) we have
\[
\frac{1}{|D|} \int_{D} (1 - \tilde{\mu}_n(\xi)) \, d\xi = \frac{1}{|D|} \int_{D} \int_{\mathbb{R}^d} (1 - \exp(\delta (x, \xi))) \, d\mu_n(x) \, d\xi
\]
\[= \int_{\mathbb{R}^d} \left( 1 - \frac{1}{|D|} \int_{D} \exp(\delta (x, \xi)) \, d\xi \right) \, d\mu_n(x)
\]
\[\geq \int_{\mathbb{C}K} \left( 1 - \frac{1}{|D|} \int_{D} \exp(\delta (x, \xi)) \, d\xi \right) \, d\mu_n(x)
\]
\[\geq \frac{1}{2} \mu_n(\mathbb{C}K).
\]

On the other hand, by the dominated convergence theorem,
\[
\lim_{n \to \infty} \frac{1}{|D|} \int_{D} |1 - \tilde{\mu}_n(\xi)| \, d\xi = \frac{1}{|D|} \int_{D} |1 - \tilde{\mu}(\xi)| \, d\xi < \varepsilon.
\]

Combining these estimates, we obtain that \( \limsup_{n \to \infty} \mu_n(\mathbb{C}K) < 2\varepsilon \).

Replacing \( K \) by a larger cube, we may also assume that \( \mu(\mathbb{C}(\mathbb{R}^d)) < 2\varepsilon \).

**Real case – Step 2** – Fix a function \( f \in C_b(\mathbb{R}^d) \); we must prove that \( \lim_{n \to \infty} \int_{\mathbb{R}^d} f \, d\mu_n = \int_{\mathbb{R}^d} f \, d\mu \). We may assume that \( \|f\|_{\infty} \leq 1 \).

By the Stone-Weierstrass theorem there exists a trigonometric polynomial \( p : \mathbb{R}^d \to \mathbb{C} \) of period \( \ell \), where \( \ell \) is the side-length of \( K \), such that \( \sup_{x \in K} |f(x) - p(x)| < \varepsilon \). Then, noting that \( \|p\|_{\infty} < 1 + \varepsilon \), for all large enough \( n \) we have
\[
\left| \int_{\mathbb{R}^d} f \, d\mu_n - \int_{\mathbb{R}^d} f \, d\mu \right| < 4\varepsilon + \left| \int_{K} f \, d\mu_n - \int_{[-r,r]^d} f \, d\mu \right|
\]
\[< 6\varepsilon + \left| \int_{K} p \, d\mu_n - \int_{[-r,r]^d} p \, d\mu \right|
\]
\[< 6\varepsilon + 4\varepsilon(1 + \varepsilon) + \int_{\mathbb{R}^d} p \, d\mu_n - \int_{\mathbb{R}^d} p \, d\mu \].

The assumption on the convergence of the characteristic functions therefore implies that
\[
\limsup_{n \to \infty} \left| \int_{\mathbb{R}^d} \mathcal{G}_n - \mathcal{F} \, \mu \right| \leq 6 \varepsilon + 4 \varepsilon(1 + \varepsilon).
\]

Since \(\varepsilon > 0\) was arbitrary, this completes the proof in the case \(K^d = \mathbb{R}^d\).

**Complex case** – To prove the result in the case \(\mathbb{R}^d = \mathbb{C}^d\) let \(T : \mathbb{C}^d \to \mathbb{R}^{2d}\) be defined by \(T(x + iy) = (x, -y)\) where \(x, y \in \mathbb{R}^d\). Let \(\nu_n = T \mu_n\) and \(\nu = T \mu\) denote the image measures. Then for \(\xi = \eta + i \zeta\) with \(\eta, \zeta \in \mathbb{R}^d\) one can check that \(\hat{\nu}_n(\eta, \zeta) = \hat{\mu}_n(\xi)\) and \(\hat{\nu}(\eta, \zeta) = \hat{\mu}(\xi)\). Therefore, by the result for \(\mathbb{R}^{2d}\) we find that \(\nu_n \to \nu\) weakly, and from this we see that \(\mu_n \to \mu\) weakly.

An \(\mathbb{R}^d\)-valued random variable \(\xi\) is called symmetric if \(\xi\) and \(-\xi\) are identically distributed.

**Theorem E.2.15 (Central limit theorem, real case).** Let \((\xi_n)_{n \geq 1}\) be a sequence of independent, identically distributed, and square integrable \(\mathbb{R}^d\)-valued random variables and let \(q_{jk} = \mathbb{E}(\xi_{n,j} \xi_{n,k})\) and \(\mathbb{E}\xi_n = 0\). Then

\[
\lim_{N \to \infty} \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \xi_n = \gamma
\]

in distribution, where \(\gamma\) is an \(\mathbb{R}^d\)-valued Gaussian random variable with covariance matrix \(Q = (q_{jk})\).

**Proof.** We shall verify the conditions of Lévy’s theorem for the random variables \(\gamma_N = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \xi_n\). Let \(\mu_N\) denote the distribution of \(\gamma_N\). We proceed in two steps.

**Step 1** – First we consider the case \(d = 1\). Moreover, by scaling we may assume \(\mathbb{E}(\xi_n^2) = q_{11} = 1\). Let \(\mu\) denote that common distribution of each \(\xi_n\). Then by the dominated convergence theorem, \(\hat{\mu} : \mathbb{R} \to \mathbb{C}\) is twice continuously differentiable and \(\hat{\mu}(0) = 1\), \(\hat{\mu}'(0) = i \mathbb{E}(\xi) = 0\) and \(\hat{\mu}''(0) = -\mathbb{E}(\xi^2) = -1\). Hence, by Taylor’s theorem \(\hat{\mu}(t) = 1 - \frac{t^2}{2} + o(t^2)\). Therefore, by independence and elementary calculus,

\[
\lim_{N \to \infty} \hat{\mu}_N(s) = \lim_{N \to \infty} \prod_{n=1}^{N} \mathbb{E} \exp(i s \xi_n) = \lim_{N \to \infty} \prod_{n=1}^{N} \hat{\mu}(\frac{s}{\sqrt{N}}) = \lim_{N \to \infty} \left[ 1 - \frac{s^2}{2N} + o\left(\frac{s^2}{N}\right) \right]^N = \exp\left(-\frac{1}{2} s^2\right)
\]

and the result follows since \(\exp(-\frac{1}{2} s^2)\) is the characteristic function of the standard Gaussian measure.

**Step 2** – The general case is reduced to the case \(d = 1\) by observing that by Theorem E.2.14 a sequence of \(\mathbb{R}^d\)-valued random variables \(\eta_N\) converges in distribution to \(\eta\) if and only if for all \(s \in \mathbb{R}^d \setminus \{0\}\) we have \(\lim_{N \to \infty} \langle \eta_N, s \rangle = \langle \eta, s \rangle\) in distribution. Now applying this with \(\gamma_N\), we see that it suffices to show \(\lim_{N \to \infty} \langle \gamma_N, s \rangle = \langle \gamma, s \rangle\) in distribution. Since
In this section we will prove some useful maximal inequalities for a sequence of independent real Gaussian random variables which will be needed mostly to construct various counterexamples. Similar maximal estimates for complex Gaussians can be easily deduced from them.

We begin with some elementary one-sided inequality tail estimates. Here the case of a standard complex Gaussian is much simpler. Using polar coordinates we obtain

\[ P(|\gamma| > x) = 2 \int_{x}^{\infty} r e^{-r^2} \, dr = e^{-x^2}, \quad x > 0. \quad (E.8) \]

**Lemma E.2.17.** Let \( \gamma \) be a standard real Gaussian variable.
(1) For all $x, y > 0$, we have

$$
P(\gamma > x + y) \leq e^{-y^2/2}P(\gamma > x).
$$

In particular, $P(\gamma > x) \leq \frac{1}{2}e^{-x^2/2}$.

(2) For all $x \in \mathbb{R}$,

$$
P(\gamma > x) \geq \frac{1}{\sqrt{2\pi x}} \frac{2e^{-x^2/2}}{2 + x}\sqrt{2}.
$$

Proof. (1): Using a substitution and $(t + y)^2 \geq t^2 + y^2$, we obtain

$$
P(\gamma > x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty e^{-(t+y)^2/2}dt
$$

$$
\leq \frac{e^{-y^2/2}}{\sqrt{2\pi}} \int_{-\infty}^\infty e^{-t^2/2}dt = e^{-y^2/2}P(\gamma > x).
$$

Since $P(\gamma > 0) = 1/2$, the other part follows as well.

(2): Let $h : \mathbb{R} \to \mathbb{R}$ be given by

$$
h(x) = \sqrt{2\pi}P(\gamma > x) - \frac{2e^{-x^2/2}}{2 + x} e^{-x^2/2}.
$$

We wish to show that $h$ is non-negative on $\mathbb{R}$. If $\lim_{x \to \infty} h(x) = 0$ it suffices to show that $h'(x) \leq 0$. It is elementary to check that

$$
h'(x) = \frac{x(x^2 + 4)^{1/2} - x^2 - 2}{(x + (x^2 + 4)^{1/2})(x^2 + 4)^{1/2}} e^{-x^2/2},
$$

and the result follows from $x(x^2 + 4)^{1/2} \leq x^2 + 2$.

As an immediate consequence we deduce the following inequalities.

**Lemma E.2.18.** Let $\gamma$ be a standard real Gaussian variable.

(1) For all $x, y > 0$, we have

$$
P(|\gamma| > x + y) \leq e^{-y^2/2}P(|\gamma| > x).
$$

In particular, $P(|\gamma| > x) \leq e^{-x^2/2}$.

(2) For all $x > 0$,

$$
P(|\gamma| > x) \geq \sqrt{\frac{2}{\pi}} \frac{e^{-x^2/2}}{1 + x}.
$$

(3) For all $x \geq \sqrt{3}$,

$$
P(|\gamma| > x) \geq e^{-x^2}.
$$
Proof. By symmetry we have $P(|\gamma| > x) = 2P(\gamma > x)$ for all $x > 0$. Therefore, (1) is immediate from Lemma E.2.17(1). Similarly, (2) follows from Lemma E.2.17(2) by noting that $x + (x^2 + 4)^{1/2} \leq 2(x + 1)$.

Concerning (3), by (2) it suffices to show that $\phi(x) := e^{x^2/2}/(1 + x) > \sqrt{\pi}/2$ for $x \geq \sqrt{3}$. We check that $\phi'(x) = e^{x^2/2}(x^2 + x - 1)/(x + 1)^2 \geq 0$ for $x \geq 1/2(\sqrt{5} - 1)$, so in particular for $x \geq \sqrt{3} > 1/2(\sqrt{5} - 1)$. Thus, we have $\phi(x) \geq \phi(\sqrt{3}) = e^{3/2}/(1 + \sqrt{3}) > \sqrt{\pi}/2$ for all $x \geq \sqrt{3}$, as required. \square

**Lemma E.2.19.** Let $\xi_1, \ldots, \xi_N : \Omega \to \mathbb{R}$ be independent real-valued random variables. Then for all $t > 0$ such that $P(\xi_N > t) > 0$ one has

$$\sum_{n=1}^{N} P(\xi_n > t) \leq \frac{P(\xi_N > t)}{P(\xi_N \leq t)},$$

where $\xi^*_N = \max_{1 \leq n \leq N} |\xi_n|$. 

**Proof.** Let $f(t) = \sum_{n=1}^{N} P(\xi_n > t)$. Since $1 - x \leq e^{-x}$ for $x \geq 0$, we find that

$$P(\xi_N \leq t) = \prod_{n=1}^{N} (1 - P(|\xi_n| > t)) \leq e^{-f(t)}.$$

Moreover, as $1 - e^{-x} \geq xe^{-x}$ for $x \in \mathbb{R}$,

$$P(\xi_N > t) \geq 1 - e^{-f(t)} \geq f(t)e^{-f(t)}.$$

The required estimate follows upon dividing both estimates. \square

**Proposition E.2.20.** Let $(\gamma_n)_{n \geq 1}$ be a sequence of independent standard real Gaussian variables. For all $N \geq 1$ and real numbers $x_1, \ldots, x_N$,

$$E \max_{1 \leq n \leq N} |\gamma_n x_n| \geq \left(\frac{1}{5} \frac{\log N}{N} \sum_{n=1}^{N} x_n^2\right)^{1/2}.$$

In particular,

$$E \max_{1 \leq n \leq N} |\gamma_n| \geq \sqrt{\frac{1}{5} \log N}. \quad (E.9)$$

The constants in the above estimates are not optimal: in the proof below we actually prove a slightly sharper estimate.

**Proof.** It suffices to consider the case $N \geq 2$. By homogeneity we may assume that $E \max_{1 \leq n \leq N} |\gamma_n x_n| = 1$ and $x_n > 0$ for all $n$. In view of $E|\gamma| = \sqrt{2/\pi}$, this implies that $0 < x_n \leq \sqrt{\pi/2}$ for all $n$. Since $P(\max_{1 \leq n \leq N} |\gamma_n x_n| > t) \leq 1/t$, it follows from Lemma E.2.19 that, for all $t > 1$,
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\[ \sum_{n=1}^{N} \Pr(|\gamma_n x_n| > t) \leq \Pr(\max_{1 \leq j \leq N} |\gamma_n x_n| > t) \leq \frac{1}{t-1}. \]

By a direct computation of the second derivative, one verifies the convexity of the function \( \Theta(y) := \Pr(|\gamma| > 1/\sqrt{y}) \) for \( y \in (0, 1] \). Thus for \( t \geq \sqrt{3\pi}/2 \) we find, with \( y_n := x_n/t \) (so that \( y_n^2 \leq 1/3 \)), we have

\[ \Theta(s) := \Theta\left(\frac{1}{N} \sum_{n=1}^{N} y_n^2\right) \leq \frac{1}{N} \sum_{n=1}^{N} \Theta(y_n^2) \leq \frac{1}{N(t-1)}. \]

By Lemma E.2.18(3), with \( z = 1/\sqrt{3} \leq 3 \), we have

\[ \Theta(s) = \Pr(|\gamma| > z) \geq e^{-s^2} = e^{-1/s}. \]

From the previous two estimates, we get

\[ \frac{1}{N} \sum_{n=1}^{N} x_n^2 \leq \frac{1}{\log(N(t-1))}. \]

Hence, with \( t := \sqrt{3\pi}/2 \) so that \( t-1 \geq 1 \), we have

\[ \frac{2}{3\pi} \log N \sum_{n=1}^{N} x_n^2 \leq 1 = \left( \mathbb{E} \sup_{1 \leq n \leq N} |\gamma_n x_n| \right)^2, \]

and the result follows, since \( 2/3\pi > 1/5 \).

By Hölder’s inequality, (E.9) implies

\[ \mathbb{E} \max_{1 \leq i \leq n} |\gamma_i|^p \geq \frac{1}{5^{p/2}} (\log(n))^{p/2}. \] (E.10)

The next result shows that for \( p = 2 \) this estimate is optimal up to numerical constants. (The analogous estimate for other values of \( p \) can be deduced from the Kahane–Khintchine inequality 6.2.6 applied to the \( \ell_\infty^N \)-valued Gaussian sum \( \sum_{n=1}^{N} \gamma_n e_n \), where \( e_n \) are the standard unit vectors.)

**Proposition E.2.21.** Let \((\gamma_n)_{n \geq 1}\) be a sequence of independent standard real Gaussian variables. For all \( N \geq 1 \),

\[ \mathbb{E} \left( \max_{1 \leq n \leq N} |\gamma_n|^2 \right) \leq 2 \log(2N). \] (E.11)

**Proof.** Let \( \xi = \max_{n \leq N} |\gamma_n| \) and let \( h : [0, \infty) \to [1, \infty) \) be given by \( h(t) = \cosh(t^{1/2}) \). It is easily checked that \( h \) is convex and strictly increasing, and \( h(t) \geq \frac{1}{2} \exp(t^{1/2}) \) we see that the inverse function satisfies \( h^{-1}(s) \leq \log(2s)^2 \). Hence by Jensen’s inequality, for all \( t > 0 \) we have
\[ E \xi^2 = t^{-2} \mathbb{E} h^{-1}(\cosh(t \xi)) \leq t^{-2} h^{-1}(\mathbb{E} \cosh(t \xi)) \leq t^{-2} \left[ \log(2 \mathbb{E} \cosh(t \xi)) \right]^2. \]

Moreover,
\[ \mathbb{E} \cosh(t \xi) = \mathbb{E} \max_{n \leq N} \cosh(t \gamma_n) \leq \sum_{n=1}^{N} \mathbb{E} \cosh(t \gamma_n) \leq N \mathbb{E} \exp(t \gamma_1) = Ne^{t^2/2}. \]

Combining both estimates gives that \( E \xi^2 \leq (t^{-1} \log(2N) + t/2)^2 \), and the lemma follows by taking \( t = \sqrt{2 \log(2N)} \).

\[ \square \]

**E.3 Notes**

A general reference for the material presented in this appendix is Kallenberg [2002].

**Section E.1**

Thorough treatments of probability theory in metric spaces are presented in Billingsley [1999] and Parthasarathy [1967].

**Section E.2**

A survey on tail estimates for Gaussian distributions can be found in Dümbgen [2010].
Throughout this appendix we work over the real scalar field.

### F.1 Definitions and basic properties

**Definition F.1.1.** A partially ordered real Banach space \((X, \leq)\) is called a Banach lattice provided the following hold for all \(x, y, z \in X\) and scalars \(a \in \mathbb{R}\):

(i) if \(x \leq y\), then \(x + z \leq y + z\);
(ii) if \(x \leq y\) and \(c \geq 0\), then \(cx \leq cy\);
(iii) \(x\) and \(y\) have a least upper bound with respect to \(\leq\);
(iv) if \(0 \leq x \leq y\), then \(\|x\| \leq \|y\|\).

The least upper bound of \(x\) and \(y\) is denoted by \(x \vee y\). By definition, it has the property that whenever \(x \leq z\) and \(y \leq z\), then \(x \vee y \leq z\); it is clear that there can be at most one such element. We can use (iii) to see that \(x\) and \(y\) also have a greatest lower bound, which is given by \(x \wedge y = -((-x) \vee (-y))\). It is this the unique element in \(X\) such that whenever \(x \geq z\) an \(y \geq z\), then \(x \wedge y \geq z\).

An element \(x \in X\) is called positive if \(x \geq 0\). Every \(x \in X\) admits a decomposition \(x = x^+ - x^-\) with \(x^+ := x \vee 0\) and \(x^- := (-x) \vee 0\). The modulus of an element \(x \in X\) is the positive element

\[
|x| := x \vee (-x) = x^+ + x^-.
\]

It satisfies

\[
\|\|x\|| = \|x\|.
\]

The dual \(X^*\) of any Banach lattice \(X\) is a Banach lattice with respect to the partial order obtained by declaring \(x^* \leq y^*\) if \(\langle x, x^* \rangle \leq \langle x, y^* \rangle\) for all \(x \geq 0\).
Example F.1.2. The classical spaces \( C(K) \), with \( K \) a compact Hausdorff space, and \( L^p(S) \), with \((S, \mathcal{A}, \mu)\) a measure spaces and \( 1 \leq p \leq \infty \), are Banach lattices with respect to pointwise order, and so are the sequence spaces \( c_0 \) and \( \ell^p \), \( 1 \leq p \leq \infty \). In all these cases \( x \vee y \) is given by taking pointwise maxima.

Let \( X \) and \( Y \) be Banach lattices.

Definition F.1.3. A bounded operator \( T \in \mathcal{L}(X, Y) \) is said to be:

- positive, if \( x \geq 0 \) implies \( Tx \geq 0 \);
- a lattice homomorphism if \( T(x_1 \vee x_2) = Tx_1 \vee Tx_2 \) for all \( x_1, x_2 \in X \).

We write \( T \geq 0 \) when \( T \) is positive. For such an operator we have \(|Tx| \leq T|x| \) for all \( x \in X \). Every lattice homomorphism is positive and satisfies \(|Tx| = T|x| \) for all \( x \in X \), and \( x_1 \leq x_2 \) implies \( Tx_1 \leq Tx_2 \).

The Banach lattices \( X \) and \( Y \) are said to be lattice isomorphic (lattice isometric) if there is a lattice homomorphism \( T : X \to Y \) which is an isomorphism (isometric isomorphism). The following elementary fact will be used below: If \( T : X \to Y \) is a lattice isomorphism, then \( T^{-1} \) is a lattice isomorphism as well.

F.2 The Krivine calculus

At various occasion throughout this volume it will be necessary to handle expressions such as

\[
\left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p}
\]

for \( x_1 \ldots, x_N \in X \). In classical Banach lattices such as \( C(K) \) and \( L^p(\mu) \), such expressions are well defined in a pointwise sense. In a general Banach lattice, we use the fact that principal ideals are lattice isomorphic to \( C(K) \)-spaces; in \( C(K) \), the expressions can be defined in the pointwise sense. We shall explain this procedure, which is known as the Krivine calculus in more detail below. Readers who are unfamiliar with Banach lattices may skip this discussion and consider only the special case of Banach function spaces.

The Krivine calculus is based on the following version of Kakutani’s representation theorem. For its statement we need the following terminology. An ideal in a Banach lattice \( X \) is a linear subspace \( I \) of \( X \) with the property that if \( x \in I \) and \( y \in X \) are such that \( |y| \leq |x| \), then \( y \in I \). An ideal is called a principal ideal if there exists an element \( x \geq 0 \) such that \( I = I_x \), the smallest ideal in \( X \) containing \( x \); explicitly, \( I_x = \{ y \in X : \text{there exists } \lambda > 0 \text{ such that } |y| \leq \lambda|x| \} \). An element \( x \geq 0 \) is called an order unit of \( X \) if \( I_x = X \).

Theorem F.2.1 (Kakutani). Let \( X \) be a Banach lattice. For \( x \in X \setminus \{0\} \) put
I_x := \{ y \in X : \text{there exists } \lambda \in (0, \infty) \text{ such that } |y| \leq \lambda |x| \}

and define, for y \in I_x,

\|y\|_{I_x} := \inf \{ \lambda > 0 : |y| \leq \lambda |x| \}.

Then I_x is a Banach lattice. Moreover, there exists a compact Hausdorff space K such that I_x is lattice isometric to C(K).

For the reader’s convenience, we give a sketch of the proof.

Proof of Theorem F.2.1, sketch. Writing I := I_x for brevity, we first show that k_yk_{I_x} \leq k_yk_I for all y \in I. If \lambda > 0 is such that |y| \leq \lambda |x|, then \|y\| \leq \lambda \|x\|. Therefore, if we take the infimum over all such \lambda we obtain \|y\| \leq \|y\|_I \|x\|.

It is clear that k_xk_I = 1.

We first show that I is complete. Indeed, let (y_n)_{n \geq 1} be a Cauchy sequence in I. The completeness of X together the above estimate implies that the sequence (y_n)_{n \geq 1} converges to some y \in X. We claim that y \in I and \lim_{n \to \infty} y_n = y in I. Select a subsequence \( (n_i)_{i \geq 1} \) such that \|y_{n_{i+1}} - y_{n_i}\|_I < \frac{1}{2^i} for all i \geq 1. It follows that

|y_{n_{i+1}} - y_{n_i}| \leq \frac{1}{2^i} |x|.

Therefore, for all l \geq k,

|y_{n_{i+1}} - y_{n_k}| \leq \sum_{i=k}^{l} |y_{n_{i+1}} - y_{n_i}| \leq \sum_{i=k}^{l} \frac{1}{2^i} |x|.

Using that the modulus |·| is continuous with respect to the norm of X, it follows that upon letting l \to \infty we find, for all k \geq 1,

|y - y_{n_k}| \leq \frac{1}{2^{k-1}} |x|.

This implies that

\|y - y_{n_k}\|_I \leq \frac{1}{2^{k-1}}.

Since y_{n_k} \in I, this shows that y \in I and \lim_{k \to \infty} y_{n_k} = y in I. By a standard argument this implies y = \lim_{n \to \infty} y_n in I. This proves the completeness of I with respect to the norm \|·\|_I.

For all y, z \in I, one shows next that \|y \vee z\|_I = \|y\|_I \vee \|z\|_I and I has an order unit \|x\|/\|x\|. Banach lattices with this structure are known to be lattice isomorphic to a C(K)-space.

\[\square\]

Corollary F.2.2. Let X be a Banach lattice, let 1 \leq p < \infty and \( \frac{1}{p} + \frac{1}{p'} = 1 \). The following assertions hold:
(1) for each finite sequence \(x_1, \ldots, x_N \in X\), the set
\[
A := \left\{ \sum_{n=1}^{N} a_n x_n : \left( \sum_{n=1}^{N} |a_n|^p \right)^{1/p'} \leq 1 \right\}
\]
has a least upper bound, which we denote \((\sum_{n=1}^{N} |x_n|^p)^{1/p} := \sup A\).

(2) if, for some \(x \in X\), we have \(x_1, \ldots, x_N \in I_x\), then \((\sum_{n=1}^{N} |x_n|^p)^{1/p} \in I_x\).

(3) if \(S : I_x \to C(K)\) is the lattice isometry provided by Kakutani’s Theorem F.2.1, then
\[
S \left( \sum_{n=1}^{N} |x_n|^p \right)^{1/p} = \left( \sum_{n=1}^{N} |Sx_n|^p \right)^{1/p}.
\]

Proof. Let \(x_1, \ldots, x_N \in I_x\) for some \(x \in X\). (Such elements always exist, for instance \(x = \sum_{n=1}^{N} |x_n|\) will do). It is easy to check that the set \(A\) defined in (1) is contained in \(I_x\). Set \(f_n := Sx_n \in C(K), n = 1, \ldots, N\). The set
\[
B := \left\{ \sum_{n=1}^{N} a_n f_n : \left( \sum_{n=1}^{N} |a_n|^p \right)^{1/p'} \leq 1 \right\}
\]
is bounded above in \(C(K)\) and in fact we have \(\sup B = \left( \sum_{n=1}^{N} |f_n|^p \right)^{1/p}\), where the right-hand side is defined in the pointwise sense. Let \(f := \sup B\) denote this least upper bound. We claim that \(y = S^{-1} f \in X\) is the least upper bound for \(A\) in \(X\). This will show in particular that \(y\) does not depend on the choice of \(K\) and \(S\).

Since \(S\) is a lattice isomorphism, for any \(\sum_{n=1}^{N} a_n x_n \in A\) we have
\[
\sum_{n=1}^{N} a_n x_n = S^{-1} \left( \sum_{n=1}^{N} a_n f_n \right) \leq S^{-1} f = y,
\]
and therefore \(y\) is an upper bound for \(A\). On the other hand, if \(z \in X\) is any upper bound for \(A\), then \(g = S z\) is an upper bound for \(B\) since \(S\) is a lattice isomorphism. Since \(f\) is the least upper bound for \(B\), this implies \(f \leq g\).

Applying \(S^{-1}\) on both sides gives \(y \leq z\). \(\Box\)

F.3 Lorentz spaces

We begin by introducing a class of Banach lattices whose elements are functions on a given measure space and whose partial order is derived from the pointwise order.

Definition F.3.1. Let \((S, \mathcal{A}, \mu)\) be a measure space. A Banach function norm (over \((S, \mathcal{A}, \mu)\)) is a mapping \(n : L^0(S) \to [0, \infty]\) that satisfies, for all \(f, g \in L^0(S)\) and scalars \(a \in \mathbb{R}\),
which shows that \( p \hookrightarrow q \) implies \( n(f) = n(|f|) \) and therefore, for all \( a \in \mathbb{R} \), \( n(af) = n(|af|) = |a|n(|f|) = |a|n(f) \). It follows that \( \|f\| := n(f) \) defines a norm on the real vector space

\[
X = \{ f \in L^0(S) : n(f) < \infty \},
\]

which has the properties (i)–(iv) of Definition F.1.1. If \( X \) is complete (i.e., if \( X \) is a Banach space), then \( X \) is called a Banach function space (over \( (S, \mathcal{A}, \mu) \)).

The familiar spaces \( L^p(\mu) \) and \( \ell^p \), \( 1 \leq p \leq \infty \), and \( C_0 \) are Banach function spaces. The space \( C[0,1] \) is a Banach space, but not a Banach function space. Indeed, if \( n : L^0(0,1) \rightarrow [0,\infty] \) has the four properties listed above, then \( n(1) < \infty \) implies \( n(1_{[0,\frac{1}{2}]}) < \infty \), but \( 1_{[0,\frac{1}{2}]} \) does not belong to \( C[0,1] \).

Let \( (S, \mathcal{A}, \mu) \) be a measure space and \( p, q \in (0,\infty] \).

**Definition F.3.2.** The Lorentz space \( L^{p,q}(S) \) is defined as the space of all measurable functions \( f : S \rightarrow \mathbb{K} \) for which

\[
\|f\|_{L^{p,q}(S)} := \left\| t \mapsto t^{1/p} f^*(t) \right\|_{L^q(\mathbb{R}^+, \frac{dt}{t})}
\]

is finite, where

\[
f^*(t) := \inf\{ \lambda > 0 : \mu(|f| > \lambda) \leq t \}, \quad t \in [0,\infty),
\]

is the non-increasing rearrangement of \( f \).

**Example F.3.3.** Let \( f = \sum_{n=1}^{N} a_n 1_{A_n} \) be a \( \mu \)-simple function, represented in such a way that \( |a_1| \geq |a_2| \geq \ldots \geq |a_N| > 0 \) with \( A_1, \ldots, A_N \) disjoint. For \( p, q \in (0,\infty) \), the following holds:

\[
\|f\|_{L^{p,q}(S)} = \left( \frac{p}{q} \sum_{n=1}^{N} |a_n|^q \left( t_n^{q/p} - t_{n-1}^{q/p} \right) \right)^{1/q}, \quad (F.2)
\]

where \( t_0 := 0 \) and \( t_n := \sum_{i=1}^{n} \mu(A_i) \) for \( n = 1, \ldots, N \). This is a straightforward consequence of the identity \( f^* = \sum_{n=1}^{N} |a_n| 1_{[t_{n-1}, t_n)} \).

It is elementary to check that \( f^*(t) > r \) if and only if \( \mu(|f| > r) > t \). This implies

\[
\mu(|f| > r) = |\{ f^* > r \}|, \quad r \in [0,\infty),
\]

which shows that \( |f| \) and \( f^* \) are identically distributed. In particular,

\[
\|f\|_{L^p(S)} = \|f^*\|_{L^q(\mathbb{R}^+)} = \|f\|_{L^{p,q}(S)}, \quad p \in (0,\infty]. \quad (F.3)
\]
Lemma F.3.4. For all $0 < p \leq \infty$ and $0 < q < \infty$ the following identity for the Lorentz norm holds:

$$\|f\|_{L^{p,q}(S)} = p^{1/q} \| t \mapsto t(|f| > t)^{1/p}\|_{L^q(\mathbb{R}^+, \frac{dt}{t})}. \quad (F.4)$$

In the case $q = \infty$ the above definition of $L^{p,\infty}(S)$ coincides with the one of Section 2.2.b.

Proof. We first observe that $f^*(t) > r$ if and only if $\mu(|f| > r) > t$.

For $0 < q < \infty$, the identity follows by comparing the two iterated integrals of $r^{q-1}t^{q/p-1}$ over the subset $\{f^*(t) > r\} = \{\mu(|f| > r) > t\}$ of $(0, \infty) \times (0, \infty)$.

For $q = \infty$, let $r > 0$ and $0 < \varepsilon < \mu(|f| > r)$ be arbitrary. Taking $t = t_0 = \mu(|f| > r) - \varepsilon$ in the above observation gives $f^*(t_0) > r$. Therefore,

$$\|f\|_{L^{p,\infty}(S)} \geq \int_0^{1/p} f^*(t_0) \geq \int_0^{1/p} r = \left(\mu(|f| > r) - \varepsilon\right)^{1/p} r.$$

The inequality `≥` in (F.4) is obtained by first letting $\varepsilon \downarrow 0$ and then taking the supremum over $r > 0$. To prove the inequality `≤`, let $t > 0$ and $0 < \varepsilon < f^*(t)$ be arbitrary. Setting $r_0 = f^*(t) - \varepsilon$ in the above observation gives $\mu(|f| > r_0) > t$. Thus

$$\sup_{r>0} r \mu(|f| > r)^{1/p} \geq r_0 \mu(|f| > r_0)^{1/p} \geq r_0 t^{1/p} = (f^*(t) - \varepsilon)t^{1/p}.$$

First letting $\varepsilon \downarrow 0$ and then taking the supremum over all $t > 0$ gives the remaining estimate. \qed

The following identity for a $\mu$-measurable function $f : S \to \mathbb{K}$ and $r > 0$ is simple to verify

$$\| |f|^{r} \|_{L^{p,q}(S)} = \|f\|_{L^{p,q}(S)}, \quad (F.5)$$

The Lorentz spaces are ordered in the following way.

Lemma F.3.5. Let $p \in (0, \infty)$. For $0 < q < r \leq \infty$, we have $L^{p,q}(S) \hookrightarrow L^{p,r}(S)$ with constant $(q/p)^{(r-q)/qr}$.

Proof. We first consider the case $r = \infty$. Using that $f^*$ is non-increasing we can estimate

$$t^{1/p} f^*(t) = \left(\frac{q}{p} \int_0^t (s^{1/p} f^*(s))^q \frac{ds}{s}\right)^{1/q} \lesssim \left(\frac{q}{p} \int_0^t (s^{1/p} f^*(s))^q \frac{ds}{s}\right)^{1/q} \leq \left(\frac{q}{p}\right)^{1/q} \|f\|_{L^{p,q}(S)}.$$

Taking the supremum over all $t > 0$, we find $\|f\|_{L^{p,\infty}(S)} \leq (\frac{q}{p})^{1/q} \|f\|_{L^{p,q}(S)}$.

For $r < \infty$, using the previous case we find

$$\|f\|_{L^{p,r}(S)} = \int_0^\infty (s^{1/p} f^*(s))^{r-q+q} \frac{ds}{s}$$

$$\leq \left(\frac{q}{p}\right)^{1/q} \left(\frac{q}{p}\right)^{1/q} \|f\|_{L^{p,q}(S)}.$$
\[ \|f\|_{L^{p,q}(S)} \|f\|_{L^{p,q}(S)} \leq \left( \frac{q}{p} \right)^{(r-q)/q} \|f\|_{L^{p,q}(S)} \]

and the result follows with constant \( \left( \frac{q}{p} \right)^{(r-q)/q} \).

\[ \text{Lemma F.3.6.} \] Let \( p \in (1, \infty) \). For all \( f \in L^1(S) \cap L^\infty(S) \),

\[ \|f\|_{L^{p,1}(S)} \leq p\|f\|_{L^{1}(S)}\|f\|_{L^{\infty}(S)}^{1/p}. \]

Proof. By density it suffices to consider simple functions \( f \). By homogeneity we may assume that \( \|f\|_{L^\infty(S)} = 1 \). If we let \( f \) be represented as in (F.2), then \( a_1 = 1 \). Put \( s_n = t_n^{1/p} \) for \( n = 0, \ldots, N \) and \( a_{N+1} := 0 \). By a summation by parts and Jensen’s inequality (applied with the probability measure \( \nu(\{n\}) = |a_n| - |a_{n+1}| \) on \( \{1, \ldots, N\} \)),

\[ \|f\|_{L^{p,1}(S)} = p \sum_{n=1}^{N} |a_n|(s_n - s_{n-1}) = p \sum_{n=1}^{N} (|a_n| - |a_{n+1}|)s_n \]

\[ \leq p \left( \sum_{n=1}^{N} (|a_n| - |a_{n+1}|)s_n^p \right)^{1/p} = p \left( \sum_{n=1}^{N} (|a_n| - |a_{n+1}|)t_n \right)^{1/p} \]

\[ = p \left( \sum_{n=1}^{N} |a_n|(t_n - t_{n-1}) \right)^{1/p} = p\|f\|_{L^{1}(S)}^{1/p}. \]

\[ \text{F.4 Notes} \]

Standard references on the theory of Banach lattices include Aliprantis and Burkinshaw [2006], Meyer-Nieberg [1991], Schaefer [1974]. An excellent exposition of the Krivine calculus is presented in Lindenstrauss and Tzafriri [1979]. A complete proof of Kakutani’s representation theorem F.2.1 can be found in Aliprantis and Burkinshaw [2006, Theorems 4.21 and 4.29]. Detailed accounts on Lorentz spaces can be found in Grafakos [2008], Lindenstrauss and Tzafriri [1979].
Semigroups of linear operators

G.1 Unbounded linear operators

By a linear operator in $X$ we understand a pair $(A, D(A))$, where $D(A)$ is a linear subspace of $X$ and $A : D(A) \to X$ is linear. If no confusion is likely to arise will just write $A$ instead of $(A, D(A))$. The space $D(A)$ is referred to as the domain of $A$. The range and null space of $A$ will be denoted by $R(A)$ and $N(A)$, respectively.

We begin our discussion with some generalities on spectra and resolvents of linear operators. The resolvent set $\rho(A)$ of a linear operator $A$ on a Banach space $X$ is the set of all $\lambda \in \mathbb{C}$ for which $\lambda - A$ has a two-sided bounded inverse. More precisely, there should exist a (necessarily unique) bounded linear operator $B$ on $X$ such that

(i) $B(\lambda - A)x = x$ for all $x \in D(A)$;
(ii) $Bx \in D(A)$ and $(\lambda - A)Bx = x$ for all $x \in X$.

In this situation we write $B := R(\lambda, A) =: (\lambda - A)^{-1}$ and call this operator the resolvent of $A$ at the point $\lambda \in \rho(A)$. The spectrum of $A$ is the complement $\sigma(A) := \mathbb{C} \setminus \rho(A)$. We recall the resolvent identity

$$R(\lambda, A) - R(\mu, A) = (\mu - \lambda)R(\lambda, A)R(\mu, A), \quad \lambda, \mu \in \rho(A).$$

As in the case of a bounded operator one proves that $\rho(A)$ is an open set. More precisely:

**Lemma G.1.1.** If $\lambda \in \rho(A)$, then $B(\lambda, r) \subseteq \rho(A)$ with $r = 1/\|R(\lambda, A)\|$. Moreover, if $|\lambda - \mu| \leq \delta r$ with $0 \leq \delta < 1$, then

$$\|R(\mu, A)\| \leq \frac{\delta}{1 - \delta} \|R(\lambda, A)\|.$$ 

**Proof.** Set $B := \lambda - A$. If $T \in \mathcal{L}(X)$ has norm $\|T\| \leq \delta r$ with $0 \leq \delta < 1$ and $r = 1/\|B^{-1}\|$, then $\|B^{-1}T\| \leq \delta < 1$ and therefore the linear operator $B - T = B(I - B^{-1}T)$ is boundedly invertible. By the Neumann series,
\[
\|(B - T)^{-1} - B^{-1}\| \leq \|B^{-1}\|(I - B^{-1}T)^{-1} - I
\]
\[
= \|B^{-1}\| \sum_{n \geq 1} (B^{-1}T)^n \| \leq \frac{1}{r} \frac{\delta}{1 - \delta}.
\]

Taking \( T = (\lambda - \mu)I \) gives the result. \( \square \)

This lemma has a number of easy consequences we shall explore next.

**Lemma G.1.2.** The function \( \lambda \mapsto R(\lambda, A) \) is holomorphic on \( \partial g(A) \).

**Proof.** By letting \( \delta \downarrow 0 \), the estimate in the proof of the previous lemma shows that the function \( \lambda \mapsto R(\lambda, A) \) is continuous on \( \partial g(A) \). To prove its holomorphy, we use the resolvent identity and the continuity just proved to obtain

\[
\lim_{\mu \to \lambda} \frac{R(\lambda, A) - R(\mu, A)}{\lambda - \mu} = -\lim_{\mu \to \lambda} R(\lambda, A)R(\mu, A) = -R(\lambda, A)^2.
\]

\( \square \)

The norms of the resolvent operators blow up near the boundary of the resolvent set:

**Lemma G.1.3.** If \( \lambda_n \to \lambda \) in \( \mathbb{C} \), with each \( \lambda_n \in g(A) \) and \( \lambda \in \partial g(A) \), then \( \lim_{n \to \infty} \|R(\lambda_n, A)\| = \infty. \)

**Proof.** If not, then along a subsequence the norms of the resolvent operators \( R(\lambda_n, A) \) would remain bounded, say by constant \( M \). By the estimate of Lemma G.1.1, this would imply that the balls \( B(\lambda_n, 1/M) \) are contained in \( g(A) \). For large \( k \), however, these balls contain \( \lambda \) as an interior point, and this contradicts the assumption \( \lambda \in \partial g(A) \). \( \square \)

The following lemma will also be very useful.

**Lemma G.1.4.** If the open half-line \( (0, \infty) \) is contained in \( g(A) \) and

\[
\sup_{\lambda > 0} \|\lambda R(\lambda, A)\| =: M < \infty,
\]

then \( M \geq 1 \), the open sector \( \Sigma := \{ \lambda \in \mathbb{C} : |\arg(\lambda)| < \arcsin(1/M) \} \) is contained in \( g(A) \), and

\[
\sup_{\lambda \in \Sigma} \|\lambda R(\lambda, A)\| \leq \frac{M}{1 - M \arcsin(1/M)}.
\]

The argument is always taken in the interval \((-\pi, \pi)\).
Proof. For $x \in D(A)$ we have $\lambda R(\lambda, A)x = x + R(\lambda, A)Ax \to x$ as $\lambda \to \infty$, from which it follows that $M \geq 1$.

Lemma G.1.1 shows that for each $\mu > 0$ the open ball with radius $1/\|R(\mu, A)\|$ is contained in $\varrho(A)$. The union of these balls is a sector; we shall now verify that the sine of its angle equals at least $1/M$.

Let $\varphi \in (0, \arcsin(1/M)) \subseteq (0, \frac{\pi}{2})$. Fix $\lambda \in \mathbb{C}$ and let $\mu > 0$ be determined by the requirement that the triangle spanned by $0, \lambda, \mu$ has a right angle at $\lambda$ (thus, by Pythagoras, $|\lambda - \mu|^2 + |\lambda|^2 = |\mu|^2$, so $\mu = -|\lambda|^2/|\Re \lambda|$). Let $\theta$ denote the angle of $\lambda$ with the positive axis. See Figure G.1. Then

$$|\lambda - \mu|/|\mu| = \sin \theta < \sin \varphi < 1/M,$$

so $|\lambda - \mu| < |\mu|/M \leq 1/\|R(\mu, A)\|$. Hence $\lambda \in \varrho(A)$ and by the estimate for the Neumann series in Lemma G.1.1

$$\|R(\lambda, A)\| \leq \|R(\mu, A)\| \sum_{n=0}^{\infty} \frac{|\lambda - \mu|^n}{|\mu|^n} \|\mu R(\mu, A)\|^n \leq \frac{M}{|\mu|} \sum_{n=0}^{\infty} (\sin \varphi)^n M^n \leq \frac{M}{1 - M \sin \varphi} \frac{1}{|\lambda|^1}.$$

\[ \square \]

Duality

Let $X_1$ and $X_2$ be Banach spaces and consider a linear operator $(A, D(A))$ acting from $X_1$ to $X_2$. If $A$ is densely defined, i.e., if $D(A)$ is dense, we may
define a linear operator \((A^*, D(A^*))\) from \(X_2^*\) to \(X_1^*\) in the following way. We define \(D(A^*)\) to be the set of all \(x_2^* \in X_2^*\) with the property that there exists an element \(x_1^* \in X_1^*\) such that
\[
\langle x, x_1^* \rangle = \langle Ax, x_2^* \rangle, \quad x \in D(A).
\]
Since \(D(A)\) is dense in \(X_1\), the element \(x_1^* \in X_1^*\) (if it exists) is unique and we set
\[
A^* x_2^* := x_1^*, \quad x_2^* \in D(A^*).
\]

**Definition G.1.5.** Let \(A\) be a densely defined linear operator. The operator \(A^*\) is called the adjoint of \(A\).

We recall that the weak* topology of a dual Banach space \(X\) is the coarsest topology on \(X^*\) which renders the mappings \(x^* \mapsto \langle x, x^* \rangle\) continuous. From this it is immediate that the annihilator of a non-empty subset \(V\) of \(X\), i.e., the set
\[
V^\perp := \{x^* \in X^*: \langle v, x^* \rangle = 0 \text{ for all } v \in V\}
\]
is weak*-closed.

**Proposition G.1.6.** Let \(X_1\) and \(X_2\) be Banach spaces and let \(A\) be a densely defined linear operator from \(X_1\) to \(X_2\). The following assertions hold:

1. the adjoint \(A^*\) is weak*-closed from \(X_2^*\) to \(X_1^*\), that is, the graph of \(A^*\) is weak*-closed in \(X_2^* \times X_1^*\);
2. if \(A\) is also closed, then \(A^*\) is weak*-densely defined, i.e., the domain of \(A^*\) is weak*-dense in \(X_2^*\).

**Proof.** We start with the preliminary remark that if \(X\) and \(Y\) are Banach spaces, then the pairing
\[
\langle (x, y), (x^*, y^*) \rangle := \langle x, x^* \rangle + \langle y, y^* \rangle
\]
allows us to identify \(X^* \times Y^*\) with the dual of \(X \times Y\).

1. Let \(G(A^*) = \{(x_1^*, A^* x_1^*) : x_1^* \in D(A^*)\}\) be the graph of \(A^*\) in \(X_2^* \times X_1^*\). By definition of \(D(A^*)\) we have \((x_2^*, x_1^*) \in G(A^*)\) if and only if
\[
\langle (-Ax_1, x_1), (x_2^*, x_1^*) \rangle = 0, \quad x_1 \in D(A).
\]
In other words, \(G(A^*)\) is the annihilator of \(\rho(G(A))\), where \(\rho: X_1 \times X_2 \to X_2 \times X_1\) is defined by \(\rho(x_1, x_2) = (-x_2, x_1)\), and therefore \(G(A^*)\) is weak*-closed. This proves that \(A^*\) is weak*-closed.

2. Now assume that \((A, D(A))\) is also closed. We will show that \(D(A^*)\) separates the points of \(X_2\). Suppose \(x_2 \neq y_2\) in \(X_2\). Then \((0, x_2 - y_2)\) is a non-zero element of \(X_1 \times X_2\) which does not belong to \(G(A)\). Since \(G(A)\) is closed, by the Hahn-Banach theorem there exists an element \((x_1^*, x_2^*) \in (G(A))^\perp\) such that
Linear equations of mathematical physics can often be cast in the abstract form

\[
\begin{cases}
  u'(t) = Gu(t), & t \in [0, T], \\
  u(0) = x,
\end{cases}
\]

where \((G, D(G))\) is a linear operator in some Banach space \(X\). Typically, \(X\) is a Banach space of functions suited for the particular problem at hand and \(G\) is a partial differential operator. The abstract initial value problem (ACP) is referred to as the abstract Cauchy problem associated with \(G\). A "solution" of the problem (ACP) is a function \(u : [0, T] \to X\) which satisfies the equation in some suitable sense. We will consider various solution concepts shortly.

Let us first take a look at the much simpler case where \(G\) is a bounded operator. In that case, the unique solution of (ACP) is given by

\[
u(t) = e^{tG}u_0, \quad t \in [0, T],
\]

where

\[
e^{tG} := \sum_{n=0}^{\infty} \frac{1}{n!}t^n G^n.
\]

The operators \(e^{tG}\) may be thought of as ‘solution operators’ mapping the initial value \(u_0\) to the solution \(e^{tG}u_0\) at time \(t\). Clearly, \(e^{0G} = I\), \(e^{tG}e^{sG} = e^{(t+s)G}\), and \(t \mapsto e^{tG}\) is continuous. We generalise these properties as follows.
Definition G.2.1. A family $S = \{S(t)\}_{t \geq 0}$ of bounded linear operators acting on a Banach space $X$ is called a $C_0$-semigroup if the following three properties are satisfied:

(S1) $S(0) = I$;
(S2) $S(t)S(s) = S(t+s)$ for all $t, s \geq 0$;
(S3) $\lim_{t \to 0} \|S(t)x - x\| = 0$ for all $x \in X$.

It is sometimes convenient to call a family of operators that satisfies (S1) and (S2) a semigroup. The third property is usually referred to as the strong continuity of the semigroup, and indeed the terms ‘$C_0$-semigroup’ and ‘strongly continuous semigroup’ are used synonymously in the literature.

The infinitesimal generator, or briefly the generator, of $(S(t))_{t \geq 0}$ is the linear operator $(G, D(G))$ defined by

$$D(G) := \{x \in X : \lim_{t \to 0} \frac{1}{t}(S(t)x - x) \text{ exists in } X\},$$

$$Gx := \lim_{t \to 0} \frac{1}{t}(S(t)x - x), \quad x \in D(G).$$

A $C_0$-group (of operators) is defined similarly, by replacing the index set $\{t \geq 0\}$ by $\{t \in \mathbb{R}\}$.

We shall frequently use the trivial observation that if $G$ generates the $C_0$-semigroup $(S(t))_{t \geq 0}$, then $G - \mu$ generates the $C_0$-semigroup $(e^{-\mu t}S(t))_{t \geq 0}$. The next two propositions collect some elementary properties of $C_0$-semigroups and their generators.

Proposition G.2.2. Let $(S(t))_{t \geq 0}$ be a $C_0$-semigroup on $X$. There exist constants $M \geq 1$ and $\omega \in \mathbb{R}$ such that $\|S(t)\| \leq Me^{\omega t}$ for all $t \geq 0$.

Proof. There exists a number $\delta > 0$ such that $\sup_{t \in [0, \delta]} \|S(t)\| := \sigma < \infty$. Indeed, otherwise we could find a sequence $t_n \downarrow 0$ such that $\lim_{n \to \infty} \|S(t_n)\| = \infty$. By the uniform boundedness theorem, this implies the existence of an $x \in X$ such that $\sup_{n \geq 1} \|S(t_n)x\| = \infty$, contradicting the strong continuity assumption (S3). This proves the claim. By the semigroup property (S2), for $t \in [(k - 1)\delta, k\delta]$ it follows that $\|S(t)\| \leq \sigma^k \leq \sigma^{1+t/\delta}$, where the second inequality uses that $\sigma \geq 1$ by (S1). This proves the proposition, with $M = \sigma$ and $\omega = (1/\delta) \log \sigma$. \hfill \Box

Proposition G.2.3. Let $(S(t))_{t \geq 0}$ be a $C_0$-semigroup on $X$ with generator $G$. The following assertions hold:

1. for all $x \in X$ the orbit $t \mapsto S(t)x$ is continuous for $t \geq 0$;
2. for all $x \in D(G)$ and $t \geq 0$ we have $S(t)x \in D(G)$ and $GS(t)x = S(t)Gx$;
3. for all $x \in X$ we have $\int_0^t S(s)x \, ds \in D(G)$ and

$$G \int_0^t S(s)x \, ds = S(t)x - x,$$
and if \( x \in \mathcal{D}(G) \), then both sides are equal to \( \int_0^t S(s)Gx \, ds \);

(4) the generator \( G \) is a closed and densely defined operator;

(5) for all \( x \in \mathcal{D}(G) \) the orbit \( t \mapsto S(t)x \) is continuously differentiable for \( t \geq 0 \) and

\[
\frac{d}{dt} S(t)x = GS(t)x = S(t)Gx, \quad t \geq 0.
\]

**Proof.** (1): The right continuity of \( t \mapsto S(t)x \) follows from the right continuity at \( t = 0 \) (S3) and the semigroup property (S2). For the left continuity, observe that for \( t \geq h \geq 0 \),

\[
\|S(t)x - S(t-h)x\| \leq \|S(t-h)\|\|S(h)x - x\| \leq \sup_{s \in [0,t]} \|S(s)\|\|S(h)x - x\|,
\]

where the supremum is finite by Proposition G.2.2.

(2): By the semigroup property

\[
\lim_{h \downarrow 0} \frac{1}{h} (S(h)S(t)x - S(t)x) = S(t) \lim_{h \downarrow 0} \frac{1}{h} (S(h)x - x) = S(t)Gx.
\]

This shows that \( S(t)x \in \mathcal{D}(G) \) and \( GS(t)x = S(r)Gx \).

(3): The first identity follows from

\[
\lim_{h \downarrow 0} \frac{1}{h} (S(h) - I) \int_0^t S(s)x \, ds = \lim_{h \downarrow 0} \frac{1}{h} \left( \int_0^t S(s+h)x \, ds - \int_0^t S(s)x \, ds \right)
= \lim_{h \downarrow 0} \frac{1}{h} \left( \int_t^{t+h} S(s)x \, ds - \int_0^h S(s)x \, ds \right)
= S(t)x - x,
\]

where we used the continuity of \( t \mapsto S(t)x \). The identity for \( x \in \mathcal{D}(G) \) will follow from the second part of the proof of (4).

(4): Density of \( \mathcal{D}(G) \) follows from the first part of (3), since by (1) we have \( \lim_{h \downarrow 0} \frac{1}{h} \int_0^t S(s)\, ds = x \).

To prove that \( G \) is closed we must check that the graph \( G(G) = \{(x, Gx) : x \in \mathcal{D}(G)\} \) is closed in \( X \times X \). Suppose that \( (x_n)_{n \geq 1} \) is a sequence in \( \mathcal{D}(G) \) such that \( \lim_{n \to \infty} x_n = x \) and \( \lim_{n \to \infty} Gx_n = y \) in \( X \). Then

\[
\lim_{n \to \infty} \frac{1}{h} (S(h)x - x) = \lim_{n \to \infty} \frac{1}{h} (S(h)x_n - x_n)
= \lim_{n \to \infty} \frac{1}{h} \int_0^h S(s)Gx_n \, ds = \frac{1}{h} \int_0^h S(s)y \, ds.
\]

Passing to the limit for \( h \downarrow 0 \), this gives \( x \in \mathcal{D}(G) \) and \( Gx = y \). The above identities also prove the second part of (3).

(5): This follows from (1), (2), and the definition of \( G \). \( \square \)
By considering repeated integrals, (3) self-improves to the assertion that \( D(G^n) \) is dense for all \( n \geq 1 \).

As a first application let us prove that a \( C_0 \)-semigroup is determined by its generator. Suppose \( G \) generates the \( C_0 \)-semigroups \( (S(t))_{t \geq 0} \) and \( (T(t))_{t \geq 0} \). For \( x \in D(G) \), differentiating the function \( f : [0, t] \to X, f(s) := S(t-s)T(s)x, \) with respect to \( s \), we obtain \( f'(s) = -GS(t-s)T(s)x + S(t-s)GT(s)x = 0, \) and therefore \( f \) is constant. Hence \( S(t)x = f(0) = f(t) = T(t)x \). Since this is true for all \( x \in D(G) \), and \( D(G) \) is dense in \( X \), this proves the result.

For initial values \( x \in D(G) \), Proposition G.2.3(5) proves that \( t \mapsto u(t) = S(t)x \) is a classical solution in the sense that it belongs to \( C([0, T]; D(G)) \cap C^1([0, T]; X) \) and solves the equation pointwise in \( t \in [0, T] \). This classical solution is unique. Indeed, suppose \( t \mapsto v(t) \) is another classical solution. The function \( s \mapsto S(t-s)v(s) \) is continuous on \( [0, t] \) and continuously differentiable on \( (0, t) \), with derivative

\[
\frac{d}{ds} S(t-s)v(s) = -GS(t-s)v(s) + S(t-s)v'(s) = 0
\]

since \( v'(t) = Gv(s) \). Thus, \( s \mapsto S(t-s)v(s) \) is constant on every interval \( [0, t] \). Since \( v(0) = x \) it follows that \( v(t) = S(t)u(t) = S(t-0)v(0) = S(t)x = u(t) \).

This proves uniqueness. Hence if \( u \) is a classical solution, then the initial value \( x \) belongs to \( D(G) \) and \( u(t) = S(t)x \).

Although classical solutions exist only for initial values \( x \in D(G) \), the mapping \( u(t) := S(t)x \) is well defined for all \( x \in X \) and may therefore be considered as a generalised solution to (ACP).

We have seen in Proposition G.2.3 that the generator of a \( C_0 \)-semigroup is always densely defined and closed. As a consequence, \( D(G) \) is a Banach space with respect to its graph norm. In various applications it is of interest to know when a given dense subspace \( Y \) of \( X \), contained in \( D(G) \), is dense as a subspace of \( D(G) \). If this is the case, \( Y \) is called a core for \( G \). The next result gives a simple sufficient condition for this.

**Proposition G.2.4.** Let \( (S(t))_{t \geq 0} \) be a \( C_0 \)-semigroup with generator \( G \). If \( Y \) is a linear subspace of \( D(G) \) which is dense in \( Y \) and invariant under each operator \( S(t) \), then \( Y \) is dense in \( D(G) \).

**Proof.** By the exponential boundedness of \( (S(t))_{t \geq 0} \), upon replacing \( G \) by \( G - \lambda \) for sufficiently large \( \lambda > 0 \) we may assume that \( \lim_{n \to \infty} \|S(t)\| = 0 \).

Fix \( x \in D(G) \) and choose a sequence \( (y_n)_{n \geq 1} \) in \( Y \) such that \( \lim_{n \to \infty} y_n = Gx \) in \( X \). Fix \( t > 0 \). Then

\[
\lim_{n \to \infty} \int_0^t S(s)y_n \, ds = \int_0^t S(s)Gx \, ds = S(t)x - x
\]

in \( X \) and

\[
\lim_{n \to \infty} G \int_0^t S(s)y_n \, ds = \lim_{n \to \infty} S(t)y_n - y_n = S(t)Gx - Gx.
\]
It follows that
\[
\lim_{n \to \infty} \int_0^t S(s)y_n \, ds = S(t)x - x \quad \text{in} \quad D(G).
\]
Since the restriction of \((S(t))_{t \geq 0}\) to \(D(G)\) is strongly continuous on \(D(G)\) we may approximate the integrals by Riemann sums in the norm of \(D(G)\). By the invariance of \(Y\) under \((S(t))_{t \geq 0}\), these Riemann sums belong to \(Y\). It follows that for each \(t > 0\) and \(\varepsilon > 0\) there is a \(y_{t, \varepsilon} \in Y\) such that
\[
\|S(t)x - y_{t, \varepsilon}\|_{D(G)} < \varepsilon.
\]
As \(t \to \infty\), \(\|S(t)x\|_{D(G)} = \|S(t)x\| + \|S(t)Gx\| \to 0\) and therefore, for large enough \(t > 0\),
\[
\|y_{t, \varepsilon} - x\|_{D(G)} \leq \varepsilon + \|S(t)x\|_{D(G)} < 2\varepsilon.
\]
This shows that \(x\) can be approximated in \(D(G)\) by elements of \(Y\).

We continue with two results which show that the semigroup property self-improves in several ways.

A family \(\{S(t)\}_{t \geq 0}\) of bounded linear operators on \(X\) is said to be a \textit{weakly continuous semigroup} if (S1) and (S2) hold and for all \(x \in X\) and \(x^* \in X^*\) one has
\[
\lim_{t \to 0} \langle S(t)x, x^* \rangle = \langle x, x^* \rangle.
\]

**Proposition G.2.5.** Every weakly continuous semigroup is strongly continuous.

**Proof.** Suppose \((S(t))_{t \geq 0}\) is a weakly continuous semigroup on the Banach space \(X\). Let
\[
X_0 := \{ x \in X : \lim_{t \to 0} \| S(t)x - x \| = 0 \}
\]
be the subspace of all elements in \(X\) on which \((S(t))_{t \geq 0}\) acts in a strongly continuous way. We must show that \(X_0 = X\).

Repeating the argument in the proof of Proposition G.2.2, \(t \mapsto \|S(t)\|\) is bounded on some non-trivial interval \([0, \delta]\). By a standard \(\varepsilon/3\)-argument, this implies that \(X_0\) is a closed subspace of \(X\). Also, by the semigroup property, it follows that \(t \mapsto \|S(t)\|\) is bounded on every bounded sub-interval in \([0, \infty)\).

Next, because of its weak continuity at \(t = 0\) combined with the semigroup property, the range of each orbit \(t \mapsto S(t)x\) is weakly separable, hence separable by a corollary to the Hahn–Banach theorem. Again by the semigroup property, the orbits are also weakly right-continuous, hence weakly measurable. Therefore, by the Pettis measurability theorem, they are strongly measurable. In particular the Bochner integrals
\[
y(t, x) := \frac{1}{t} \int_0^t S(r)x \, dr
\]
exist for all \(x \in X\) and \(t > 0\). Fix \(x \in X\) and \(0 < t < 1\). For \(0 < s < t\),
\[ \|S(s)y(t, x) - y(t, x)\| = \frac{1}{t} \| \int_0^t S(s + r)x\,dr - \int_0^t S(r)x\,dr \| \\
= \frac{1}{t} \| \int_{t-s}^t S(r)x\,dr - \int_s^t S(r)x\,dr \| \\
\leq 2s \cdot \frac{1}{t} \left( \sup_{0 \leq r \leq 2t} \|S(r)\| \right) \|x\| \]

shows that \( y(t, x) \in X_0 \). But then

\[ \lim_{t \downarrow 0} \langle y(t, x), x^* \rangle = \lim_{t \downarrow 0} \frac{1}{t} \int_0^t (S(r)x, x^*)\,dr = \langle x, x^* \rangle. \]

This shows that \( x \) belongs to the weak closure of \( X_0 \), and hence to \( X_0 \). \( \square \)

**Corollary G.2.6.** Let \( (S(t))_{t \geq 0} \) be a \( C_0 \)-semigroup on a Banach space \( X \). If \( X \) is reflexive, then the family \( (S^*(t))_{t \geq 0} \) of adjoint operators is a \( C_0 \)-semigroup on \( X^* \).

**Proof.** The only thing that needs attention is strong continuity. It is evident that \( (S^*(t))_{t \geq 0} \) is weak*-continuous, and if \( X \) is reflexive this is the same thing as weakly continuous. Now the result follows from Proposition G.2.5. \( \square \)

A family of operators \( (S(t))_{t \geq 0} \) on \( X \) is said to be **strongly measurable** if for all \( x \in X \) the orbit \( t \mapsto S(t)x \) is strongly measurable on \([0, \infty)\), and **strongly continuous for \( t > 0\)** (briefly, \( C_{>0} \)) if for all \( x \in X \) the orbit \( t \mapsto S(t)x \) is continuous for \( t > 0 \).

**Proposition G.2.7.** Every strongly measurable semigroup of operators is \( C_{>0} \).

**Proof.** The proof is divided into two steps.

**Step 1 –** First we prove that \( \|S(t)\| \) is bounded on each interval \([\alpha, \beta]\) with \( 0 < \alpha < \beta < \infty \). Assuming the contrary, let \( 0 < a < b < \infty \) be such that \( \|S(t)\| \) is unbounded on \([\alpha, \beta]\). By the uniform boundedness theorem there exists a sequence \( (\xi_n) \subseteq [\alpha, \beta] \) and an \( x \in X \) of norm one such that \( \xi_n \to \xi \) and \( \|S(\xi_n)x\| > n \). On the other hand, because \( t \mapsto \|S(t)x\| \) is measurable, there exists a constant \( M \) and a measurable subset \( F \subseteq [0, \xi] \) of measure \( |F| > \xi/2 \) such that \( \|S(t)x\| \leq M \) on \( F \). The sets

\[ E_n := \{\xi_n - t : t \in F \cap [0, \xi_n]\} \]

are measurable, and for \( n \) large enough we have \( |E_n| > \xi/2 \). For \( t \in F \cap [0, \xi_n] \) we have

\[ n \leq \|S(\xi_n)x\| \leq \|S(\xi_n - t)\| \leq M \|S(\xi_n - t)\| \]

and therefore \( \|S(\eta)\| \geq n/M \) for all \( \eta \in E_n \). Let \( E := \bigcap_{n \geq \eta} \bigcup_{k \geq n} E_k \). Since \( \bigcup_{k \geq n} E_k \downarrow E \) and \( |\bigcup_{k \geq n} E_k| \geq |E_n| \geq \xi/2 - |\xi_n - \xi| \), we have \( |E| \geq \xi/2 \). For \( \eta \in E \) it follows that \( \|S(\eta)\| = \infty \), a contradiction.
Step 2 – Fix \( x \in X \) and \( \xi > 0 \) and choose numbers \( 0 < \alpha < \beta < \xi \). For all \( \eta > 0 \),

\[
(\beta - \alpha) \| S(\xi + \eta) - S(\xi) \| x = \int_{\alpha}^{\beta} S(\tau)[S(\xi + \eta - \tau) - S(\xi - \tau)]x \, d\tau.
\]

If \( \| S(t) \| \leq M \) for all \( t \in [\alpha, \beta] \), then the norm of the integrand does not exceed \( M \| [S(\xi + \eta - \tau) - S(\xi - \tau)]x \| \), which is a measurable function of \( \tau \) on \( [\alpha, \beta] \). For \( \eta \to 0 \) this gives

\[
(\beta - \alpha) \| (S(\xi + \eta) - S(\xi)) x \| \leq M \int_{\xi - \beta}^{\xi - \alpha} \| S(\sigma + \eta) x - S(\sigma) x \| d\sigma \to 0,
\]

the convergence being a consequence of the strong continuity of translations in \( L^1(\mathbb{R}; X) \). \( \square \)

The adjoint semigroup

Let \( (S(t))_{t \geq 0} \) be a \( C_0 \)-semigroup on \( X \). The adjoint semigroup \( (S^*(t))_{t \geq 0} \) consisting of the adjoint operators \( S^*(t) := (S(t))^* \) generally fails to be strongly continuous. For example, the adjoint of the semigroup \( (S(t))_{t \geq 0} \) of left-translations on \( L^1(\mathbb{R}) \) is the semigroup \( (S^*(t))_{t \geq 0} \) of right-translations on \( L^\infty(\mathbb{R}) \), and for a given \( f \in L^\infty(\mathbb{R}) \) the mapping \( t \mapsto S^*(t)f \) is continuous if and only if \( f \) is uniformly continuous. Replacing \( L^1(\mathbb{R}) \) by \( C_0(\mathbb{R}) \) and \( L^\infty(\mathbb{R}) \) by \( M(\mathbb{R}) \), the space of bounded Borel measures on \( \mathbb{R} \), then for a given \( \mu \in M(\mathbb{R}) \) the mapping \( t \mapsto S^*(t)\mu \) is continuous if and only if \( \mu \) is absolutely continuous with respect to the Lebesgue measure.

These examples show that it is natural to define

\[
X^\ominus := \{ x^* \in X^* : \lim_{t \downarrow 0} \| S^*(t)x^* - x^* \| = 0 \}.
\]

It follows trivially from this definition that \( X^\ominus \) is \( S^*(t) \)-invariant, i.e., for all \( t \geq 0 \) we have \( S^*(t)X^\ominus \subseteq X^\ominus \). Also, since \( S(t) \) is locally bounded, \( X^\ominus \) is a closed subspace of \( X^* \).

**Proposition G.2.8.** The space \( X^\ominus \) is a closed, weak*-dense, \( S^*(t) \)-invariant linear subspace of \( X^* \). Moreover \( X^\ominus = \overline{D(G^*)} \).

**Proof.** We have already seen that \( X^\ominus \) is closed and \( S^*(t) \)-invariant. Weak*-density of \( X^\ominus \) follows from the weak*-density of \( D(G^*) \) and \( X^\ominus = \overline{D(G^*)} \), which will be proved next.

Let \( x^* \in D(G^*) \). Dualising the identity of Proposition G.2.3(3),

\[
\| S^*(t)x^* - x^* \| = \sup_{\| x \| \leq 1} \left\| \int_0^t \langle x, S^*(s)G^*x^* \rangle \, ds \right\| \leq t \left( \sup_{0 \leq s \leq t} \| S(s) \| \right) \| G^*x^* \|.
\]
This shows that \( D(G^*) \subseteq X^\circ \). Since \( X^\circ \) is closed, also the norm closure \( \overline{D(G^*)} \) belongs to \( X^\circ \).

For the converse inclusion let \( x^\circ \in X^\circ \). Then
\[
\frac{1}{t} \int_0^t S^*(s)x^\circ \; ds - x^\circ \| \leq \frac{1}{t} \int_0^t \|S^*(s)x^\circ - x^\circ\| \; ds \to 0 \quad \text{as} \quad t \downarrow 0
\]
since \( x^\circ \in X^\circ \), the first integral being understood in the weak*-sense (cf. the discussion in Section 1.2.c). To complete the proof we will show that
\[
\frac{1}{t} \int_0^t S^*(s)x^\circ \; ds \in D(G^*) \quad \text{for} \quad x \in D(G)
\]
and this proves that \( G^* x^\circ = G^* x \in X^\circ \). \( \square \)

Let \( S^\circ(t) \) denote the restriction of \( S^\circ(t) \) to the invariant subspace \( X^\circ \). Since \( X^\circ \) is closed, \( X^\circ \) is a Banach space and it is clear from the definition of \( X^\circ \) that \( S^\circ(t) \) is a strongly continuous semigroup on \( X^\circ \). We will call \( (S^\circ(t))_{t \geq 0} \) the strongly continuous adjoint of \( (S(t))_{t \geq 0} \). Let its generator be \( G^\circ \). The following proposition gives a precise description of \( G^\circ \) in terms of \( G^* \).

If \( B \) is a linear operator on a Banach space \( Y \) and \( Z \) is a linear subspace of \( Y \) containing its domain \( D(B) \), then the part of \( B \) in \( Z \) is the linear operator \( B_Z \) defined by
\[
D(B_Z) := \{ y \in D(B) : By \in Z \}, \quad B_Z \ y := B y, \quad y \in D(B_Z).
\]

**Proposition G.2.9.** \( G^\circ \) is the part of \( G^* \) in \( X^\circ \).

**Proof.** Let \( B \) be the part of \( G^* \) in \( X^\circ \). If \( x^\circ \in D(G^\circ) \), then
\[
\lim_{t \downarrow 0} \frac{1}{t} (S^\circ(t)x^\circ - x^\circ) = \lim_{t \downarrow 0} \frac{1}{t} (S^\circ(t)x^\circ - x^\circ) = G^\circ x^\circ,
\]
where the limits are in the strong sense. Hence these limits exist also in the weak*-sense, so \( x^\circ \in D(G^*) \) and \( G^* x^\circ = G^\circ x^\circ \in X^\circ \). This proves that \( G^\circ \subseteq B \).

To prove the converse inclusion, let \( x^* \in D(B) \). This means that \( x^* \in D(G^*) \) and \( G^* x^* \in X^\circ \). But this implies that
\[
\frac{1}{t} \left( S^\circ(t)x^* - x^* \right) = \frac{1}{t} (S^*(t)x^* - x^*) = \frac{1}{t} \int_0^t S^*(s)G^*x^* \; ds.
\]
The integrand of the last integral being continuous since \( G^* x^* \in X^\circ \), letting \( t \downarrow 0 \) gives \( \lim_{t \downarrow 0} \frac{1}{t} (S^\circ(t)x^* - x^*) = G^\circ x^* \). This shows that \( x^* \in D(G^\circ) \) and \( G^\circ x^* = G^* x^* \), that is, \( B \subseteq G^\circ \). \( \square \)

As a special case, if \( X \) is reflexive and \( G \) is the generator of a \( (S(t))_{t \geq 0} \) is a \( C_0 \)-semigroup on \( X \), then the adjoint operator \( G^* \) is the generator of the adjoint \( C_0 \)-semigroup \( (S^*(t))_{t \geq 0} \) on \( X^* \).
G.3 The inhomogeneous abstract Cauchy problem

We now take a look at the inhomogeneous abstract Cauchy problem

\[\begin{aligned}
u'(t) &= Gu(t) + f(t), \quad t \in [0, T], \\
u(0) &= x
\end{aligned}\]  

(G.1)

with initial value \( x \in X \). We assume that \( G \) generates a \( C_0 \)-semigroup \((S(t))_{t \geq 0}\) on \( X \) and take \( f \in L^1(0, T; X) \). The results of this subsection for \( f = 0 \) will be used in the Section G.5; the reason for presenting them in the present generality is that the inhomogeneous abstract Cauchy problem is tied up with the notion of maximal \( L^p \)-regularity which will be studied extensively in Volume III.

**Definition G.3.1.** A weak solution of (G.1) is a function \( u \in L^1(0, T; X) \) such that for all \( t \in [0, T] \) and \( x^* \in D(G^*) \) we have

\[
\langle u(t), x^* \rangle = \langle x, x^* \rangle + \int_0^t \langle u(s), G^*x^* \rangle \, ds + \int_0^t \langle f(s), x^* \rangle \, ds.
\]

We have the following existence and uniqueness result for weak solutions.

**Theorem G.3.2.** The problem (G.1) admits a unique weak solution \( u \). It is given by the convolution formula

\[
u(t) = S(t)x + \int_0^t S(t-s)f(s) \, ds.
\]  

(G.2)

If \( f \in L^p(0, T; X) \) with \( 1 \leq p \leq \infty \), then \( u \in L^p(0, T; X) \).

**Proof.** We begin with the existence part. It is an easy consequence of Proposition G.2.3 (3) that \( u \) is a weak solution corresponding to the initial value \( x \) if and only if \( t \mapsto u(t) - S(t)x \) is a weak solution corresponding to the initial value 0. Therefore, without loss of generality we may assume that \( x = 0 \).

Let \( u \) be given by (G.2). Then \( u \in L^1(0, T; X) \); if \( f \in L^p(0, T; X) \), then \( u \in L^p(0, T; X) \). By Fubini’s theorem and Proposition G.2.3 (3), for all \( t \in [0, T] \) and \( x^* \in D(G^*) \) we have

\[
\int_0^t \langle u(s), G^*x^* \rangle \, ds = \int_0^t \int_0^t \langle f(r), S^*(s-r)G^*x^* \rangle \, dr \, ds
\]  

\[
= \int_0^t \int_r^t \langle f(r), S^*(s-r)G^*x^* \rangle \, ds \, dr
\]  

\[
= \int_0^t \langle f(r), S^*(t-r)x^* - x^* \rangle \, dr
\]  

\[
= \langle u(t), x^* \rangle - \int_0^t \langle f(r), x^* \rangle \, dr.
\]
This shows that \( u \) is a weak solution. To prove uniqueness, suppose that \( u \) and \( \bar{u} \) are weak solutions of (G.1). Then \( v := u - \bar{u} \) is integrable and satisfies
\[
\langle v(t), x^* \rangle = \int_0^t \langle v(s), G^* x^* \rangle \, ds
\]
for all \( x^* \in D(G^*) \) and \( t \in [0, T] \). Put
\[
w(t) := \int_0^t \int_0^s v(r) \, dr \, ds.
\]
By the fundamental theorem of calculus, \( w \) is continuously differentiable on \([0, T]\) and
\[
\langle w'(t), x^* \rangle = \int_0^t \langle v(s), x^* \rangle \, ds = \int_0^t \int_0^s \langle v(r), G^* x^* \rangle \, dr \, ds = \langle w(t), G^* x^* \rangle.
\]
For all \( x^* \in D(G^\ominus) \) and \( t \in (0, T] \) the function \( s \mapsto g_{x^*}(s) := \langle S(t - s) w(s), x^* \rangle \) is continuously differentiable on \([0, t]\) with derivative
\[
g'_{x^*}(s) = \frac{d}{ds} \langle w(s), S(t - s) x^* \rangle = \langle w(s), G^\ominus x^* \rangle + \langle w'(s), S(t - s) x^* \rangle = 0,
\]
using that \( x^* \in D(G^*) \) and \( G^* x^* = G^\ominus x^* \). It follows that \( g_{x^*} \) is constant on \([0, t]\). Hence
\[
\langle w(t), x^* \rangle = g_{x^*}(t) = g_{x^*}(0) = \langle S(t) w(0), x^* \rangle = 0.
\]
We have shown that \( \int_0^t \int_0^s \langle v(r), x^* \rangle \, dr \, ds = 0 \) for all \( t \in [0, T] \). It follows that \( \langle v, x^* \rangle = 0 \) almost everywhere for all \( x^* \in D(G^\ominus) \). Since \( D(G^\ominus) \) is weak*-dense (it is a dense subspace of the weak*-dense subspace \( X^\ominus \)) it follows that \( v = 0 \) almost everywhere by Proposition 1.1.25. \( \square \)

### G.4 The Hille–Yosida theorem

In the remainder of this appendix the Banach space \( X \) will always be taken to be complex. The real case can be treated by complexification.

The following proposition identifies the resolvent of the generator of a \( C_0 \)-semigroup \( s \) the Laplace transform of the semigroup:

**Proposition G.4.1.** Suppose that \( G \) is the generator of a \( C_0 \)-semigroup \((S(t))_{t \geq 0}\) on a Banach space \( X \), and fix constants \( M \geq 1 \) and \( \omega \in \mathbb{R} \) such that \( \|S(t)\| \leq Me^{\omega t} \) for all \( t \geq 0 \). Then \( \{ \lambda \in \mathbb{C} : \Re \lambda > \omega \} \subseteq \varrho(G) \), and on this set the resolvent of \( G \) is given as the Laplace transform of \((S(t))_{t \geq 0}\):
\[
R(\lambda, G)x = \int_0^\infty e^{-\lambda t} S(t) x \, dt, \quad x \in X.
\]
As a consequence, for \( \Re \lambda > \omega \) we have
\[
\|R(\lambda, G)\| \leq \frac{M}{\Re \lambda - \omega}.
\]
Proof. Fix $x \in X$ and define $R \lambda x := \int_0^\infty e^{-\lambda t} S(t)x \, dt$. From the semigroup property we obtain

$$
\frac{1}{h}(S(h) - I)R \lambda x = \frac{1}{h} \int_0^\infty e^{-\lambda t} (S(t + h) - S(t))x \, dt
$$

$$
= \frac{1}{h} (e^{\lambda h} \int_h^\infty e^{-\lambda s} S(s)x \, ds - \int_0^\infty e^{-\lambda t} S(t)x \, dt)
$$

$$
= \frac{1}{h} (e^{\lambda h} - 1) \int_h^\infty e^{-\lambda t} S(t)x \, dt - \frac{1}{h} \int_0^h e^{-\lambda t} S(t)x \, dt
$$

and hence

$$
\lim_{h \to 0} \frac{1}{h}(S(h) - I)R \lambda x = \lambda R \lambda x - x.
$$

It follows that $R \lambda x \in D(G)$ and $GR \lambda x = \lambda R \lambda x - x$. This shows that the bounded operator $R \lambda$ is a right inverse for $\lambda - G$.

Integrating by parts and using that $\frac{d}{dt} S(t)x = S(t)Gx$ for $x \in D(G)$ we obtain

$$
\lambda \int_0^T e^{-\lambda t} S(t)x \, dt = x - e^{-\lambda T} S(T)x + \int_0^T e^{-\lambda t} S(t)Gx \, dt.
$$

Since $\Re \lambda > \omega$, sending $T \to \infty$ gives $\lambda R \lambda x = x + R \lambda Gx$. This shows that $R \lambda$ is also a left inverse. It follows that $\lambda \in \varrho(G)$ and $R(\lambda, G) = R \lambda$.

The estimate for the resolvent follows from

$$
\left\| \int_0^\infty e^{-\lambda t} S(t)x \, dt \right\| \leq \int_0^\infty e^{-\Re \lambda t} \|S(t)x\| \, dt
$$

$$
\leq M \|x\| \int_0^\infty e^{(\omega - \Re \lambda) t} = \frac{M}{\Re \lambda - \omega} \|x\|.
$$

We continue with a useful approximation result.

**Proposition G.4.2.** Let $G$ be a closed and densely defined operator in $X$, and suppose that for some $\omega \in \mathbb{R}$ we have $\{\Re \lambda > \omega\} \subseteq \varrho(G)$ and

$$
\|R(\lambda, G)\| \leq \frac{M}{\Re \lambda - \omega}, \quad \Re \lambda > \omega.
$$

Then for all $x \in X$ we have

$$
\lim_{\lambda \to \infty} \lambda R(\lambda, G)x = x.
$$

Proof. First let $x \in D(G)$ and fix an arbitrary $\mu \in \varrho(G)$. Then $x = R(\mu, G)y$ for $y := (\mu - G)x$. Using the resolvent identity and the estimate on the resolvent to get
The main generation theorem for $C_0$-semigroups is the Hille–Yosida theorem, which gives necessary and sufficient conditions for a linear operator to be the generator of a $C_0$-semigroup in terms of resolvent growth. We will only need the version for contraction semigroups which is somewhat easier to state and prove. Its extension to general $C_0$-semigroups can be reduced to this case by first rescaling $G$ (to reduce to bounded semigroups) and then renorming $X$ (to reduce to contraction semigroups); this will be discussed in the Notes.

**Theorem G.4.3 (Hille–Yosida).** For a densely defined linear operator $G$ in $X$ the following assertions are equivalent:

1. $G$ generates a $C_0$-contraction semigroup on $X$;
2. \( \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \} \subseteq \varrho(G) \) and \( \| R(\lambda, G) \| \leq \frac{1}{\Re \lambda}, \quad \Re \lambda > 0. \)

**Proof.** The implication $(1) \Rightarrow (2)$ follows from Proposition G.4.2.

In the converse direction, assume that $(2)$ holds. We introduce the Yosida approximations $G_n := nGR(n, G) = n^2 R(n, G) - nI$, $n \geq 1$. These operators are bounded, and Proposition G.4.2 implies $\lim_{n \to \infty} G_n x = Gx$ for all $x \in D(G)$. Also,

\[
\| e^{tG_n} \| \leq e^{n^2 \| R(n, G) \| t} e^{-nt} \leq e^{nt} e^{-nt} = 1. \quad \text{(G.3)}
\]

Fix $x \in D(G)$ and $t \geq 0$. The identity

\[
e^{tG_n} x - e^{tG_m} x = \int_0^t \frac{d}{ds} [e^{(t-s)G_m} e^{sG_n} x] \, ds
= \int_0^t e^{(t-s)G_m} e^{sG_n} (G_n x - G_m x) \, ds
\]

and (G.3) imply that

\[
\| e^{tG_n} x - e^{tG_m} x \| \leq t \| G_n x - G_m x \|.
\]

Therefore \( (e^{tG_n} x)_{n \geq 1} \) is Cauchy in $X$ for all $x \in D(G)$ and the limit $S(t) x := \lim_{n \to \infty} e^{tG_n} x$ exists for all $x \in D(G)$, uniformly on compact time intervals in $[0, \infty)$. Using (G.3), this limit in fact exists for all $x \in X$, uniformly on compact time intervals in $[0, \infty)$. Moreover, for each $t \geq 0$ the
resulting mapping \( x \mapsto S(t)x \) is linear and contractive. It remains to verify that the contractions \( S(t), \ t \geq 0 \), form a \( C_0 \)-semigroup on \( X \) and that \( G \) is its generator.

It is clear that \( S(0) = I \). The semigroup property follows from

\[
S(t)S(s)x = \lim_{n \to \infty} e^{tG_n}e^{sG_n}x = \lim_{n \to \infty} e^{(t+s)G_n}x = S(t+s)x,
\]

using the uniform boundedness of the sequence \((e^{iG_n})_{n \geq 1}\) in the first identity and that the properties of the power series of the exponential function in the second.

Next we prove the strong continuity. For \( x \in D(G) \) we have

\[
S(t)x - x = \lim_{n \to \infty} e^{tG_n}x - x = \lim_{n \to \infty} \int_0^t e^{sG_n}G_n x \ ds = \int_0^t S(s)Gx \ ds,
\]

where we used that

\[
\|e^{sG_n}G_n x - S(s)Gx\| \leq \|e^{sG_n}(G_n x - Gx)\| + \|(e^{sG_n} - S(s))Gx\|
\leq \|G_n x - Gx\| + \|(e^{sG_n} - S(s))Gx\| \to 0.
\]

Therefore, still for \( x \in D(G) \),

\[
\lim_{t \downarrow 0} S(t)x - x = \lim_{t \downarrow 0} \int_0^t S(s)Gx \ ds = 0,
\]

uniformly for \( s \in [0, t] \). Once again the strong continuity for general \( x \in X \) follows from this by approximation.

It remains to check that \( G \) is the generator of \((S(t))_{t \geq 0}\). Let us call this generator \( B \). By what we have already proved, for \( x \in D(G) \) we have

\[
\lim_{t \downarrow 0} \frac{1}{t}(S(t)x - x) = \lim_{t \downarrow 0} \frac{1}{t} \int_0^t S(s)Gx \ ds = Gx,
\]

so \( x \in D(B) \) and \( Bx = Gx \). Since both \( G \) and \( B \) are closed and share the open right-half plane in their resolvent sets, this implies \( G = B \) (use that for \( \lambda \in \rho(G) \cap \rho(B) \), \( \lambda - G \) is surjective and \( \lambda - B \) is injective).

Example G.4.4. Consider the first derivative \( Gf = -f' \) with domain \( D(G) = W^{1,p}(\mathbb{R}; X) \), we will check that \( G \) is the generator of the translation group \( S(t)f(s) = f(s-t) \) on \( L^p(\mathbb{R}; X) \), which can be checked to be strongly continuous and isometric on \( L^p(\mathbb{R}; X) \) for all \( p \in [1, \infty) \). For the moment, denote this generator by \( B \). By routine estimates it follows that \( C^1_c(\mathbb{R}; X) \subseteq D(B) \) and \( Bf = -f' = Gf \). Since \( C^1_c(\mathbb{R}; X) \) is dense in \( L^p(\mathbb{R}; X) \) and invariant under translations, \( C^1_c(\mathbb{R}; X) \) is dense in \( D(B) \) by Lemma G.2.4. By Lemma 2.5.5, \( C^1_c(\mathbb{R}; X) \) is also dense in \( W^{1,p}(\mathbb{R}; X) = D(G) \). Since both \( G \) and \( B \) are closed operators (the latter since semigroup generators are always closed), it follows that \( D(B) = D(G) \) and hence \( B = G \).
Corollary G.4.5. Let $G$ be a densely defined operator on a Hilbert space $H$. The following assertions are equivalent:

1. $G$ generates a $C_0$-semigroup of contractions on $H$;
2. $\mu - G$ has dense range for some $\mu > 0$ and $-\Re(Gh|h) \geq 0$ for all $h \in D(G)$.

Proof. (1): For all $\mu > 0$ we have $\mu \in \varrho(A)$ and therefore the range of $\mu - A$ equals all of $H$.

Since $\|S(t)\| \geq 1$ for all $t \geq 0$, for all $h \in H$ the function $f_h(t) := \|S(t)h\|^2 = (S(t)h|S(t)h)$ is non-increasing. If $h \in D(G)$, the $f_h$ is continuously differentiable with derivative $f'_h(t) \leq 0$, so

$$f'_h(t) = (GS(t)h|S(t)h) + (S(t)h|GS(t)h) = 2\Re(AS(t)h|S(t)h) \leq 0.$$ 

For $t = 0$ this gives $\Re(Gh|h) \leq 0$.

(2): There is no loss of generality in assuming that $\mu = 1$. By assumption, for all $\lambda > 0$ and non-zero $h \in D(G)$ we have $\lambda\|h\|^2 \leq \Re((\lambda - G)h|h) \leq \|((\lambda - G)h|||h||$, so

$$\|((\lambda - G)h|| \geq \lambda\|h||. \tag{G.4}$$

In particular $\lambda - G$ is injective. Taking $\lambda = 1$ we find that $I - G$ is invertible.

Now suppose, for a contradiction, that $\lambda_1 - G$ fails to be invertible for some $\lambda_1 > 0$. Set $\lambda_t := (1 - t) + t\lambda_0$. Then $\lambda_t > 0$ for all $t \in [0, 1]$. Let $t_0 := \inf\{t \in [0, 1] : \lambda_t \in \sigma(G)\}$. Then $t_0 \in (0, 1]$ (since $\lambda_0 = 1$ and $1 \in \varrho(G)$) and $\lim_{t \to t_0} \|R(\lambda_t, G)|| = \infty$ since resolvent norms diverge as we approach the boundary of the spectrum by Lemma G.1.3. But this clearly contradicts (G.4), which tells us that $\|R(\lambda_t, G)|| \leq 1/\lambda_t \leq 1/\min\{1, \lambda_1\}$ for all $t \in [0, t_0)$.

It follows that for all $\lambda > 0$ we have $\lambda \in \varrho(G)$ and, by (G.4), implies that $\|R(\lambda, G)|| \leq 1/\lambda$. Therefore $G$ is the generator of a $C_0$-semigroup of contractions by the Hille–Yosida theorem. \hfill \Box

G.5 Analytic semigroups

For $\omega \in (0, \pi)$ consider the open sector

$$\Sigma_\omega := \{z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \omega\},$$

where the argument is taken in $(-\pi, \pi)$.

Definition G.5.1. A $C_0$-semigroup $(S(t))_{t \geq 0}$ on a Banach space $X$ is called analytic on $\Sigma_\omega$ if for all $x \in X$ the function $t \mapsto S(t)x$ extends analytically to $\Sigma_\omega$ and satisfies

$$\lim_{z \in \Sigma_\omega, z \to 0} S(z)x = x.$$ 

We call $(S(t))_{t \geq 0}$ an analytic $C_0$-semigroup if $(S(t))_{t \geq 0}$ is analytic on $\Sigma_\omega$ for some $\omega \in (0, \pi)$. 

If \((S(t))_{t \geq 0}\) is analytic on \(\Sigma_\omega\), then for all \(z_1, z_2 \in \Sigma_\omega\) we have
\[
S(z_1)S(z_2) = S(z_1 + z_2).
\]

Indeed, for each \(x \in X\) the functions \(z_1 \mapsto S(z_1)S(t)x\) and \(S(z_1 + t)x\) are analytic extensions of \(s \mapsto S(s + t)x\) and are therefore equal. Repeating this argument, the functions \(z_2 \mapsto S(z_1)S(z_2)x\) and \(S(z_1 + z_2)x\) are analytic extensions of \(t \mapsto S(z_1 + t)x\) and are therefore equal.

As in the proof of Proposition G.2.2, the uniform boundedness theorem implies that if \((S(t))_{t \geq 0}\) is analytic on \(\Sigma_\omega\), then \((S(t))_{t \geq 0}\) is uniformly bounded on \(\Sigma_{\omega'} \cap B(0,r)\) for all \(0 < \omega' < \omega\) and \(r \geq 0\). The same argument as in Proposition G.2.2 then gives exponential boundedness on \(\Sigma_{\omega'}\) for all \(0 < \omega' < \omega\), in the sense that there are constants \(M \geq 1\) and \(c' = c_{\omega'} \in \mathbb{R}\) such that
\[
\|S(e^{i\nu}t)\| \leq Me^{c't}, \quad |\nu| \leq \omega', \quad t \geq 0.
\]

We say that \((S(t))_{t \geq 0}\) a bounded analytic \(C_0\)-semigroup on \(\Sigma_\omega\) if \((S(t))_{t \geq 0}\) is analytic and uniformly bounded on \(\Sigma_\omega\). Analytic \(C_0\)-contraction semigroups on \(\Sigma_\omega\) are defined similarly. There is a rather subtle point here: the boundedness and contractivity is imposed on a sector, not just on the positive real line. That this makes a difference is shown by simple example of the rotation group on \(H = \mathbb{C}^2\), given by
\[
S(t) = \begin{pmatrix} \cos t & -\sin t \\ \sin t & \cos t \end{pmatrix}.
\]

For each \(t \in \mathbb{R}\) we have \(\|S(t)\| = 1\). Upon replacing \(t\) by a complex parameter \(z\) the group extends analytically to the entire complex plane, but it is unbounded on every sector \(\Sigma_\theta\). It may even happen that a bounded analytic \(C_0\)-semigroup is contractive on the positive real line, yet fails to be an analytic \(C_0\)-contraction semigroup; an example is discussed in the Notes.

**Theorem G.5.2.** For a closed and densely defined operator \(G\) on a Banach space \(X\) the following assertions are equivalent:

1. there exists \(\eta \in (0, \frac{\pi}{2})\) such that \(G\) generates a bounded analytic \(C_0\)-semigroup on \(\Sigma_{\eta}\);
2. there exists \(\theta \in \left(\frac{\pi}{2}, \pi\right)\) such that \(\Sigma_\theta \subseteq \varrho(G)\) and
\[
\sup_{\lambda \in \Sigma_\theta} \|\lambda R(\lambda, G)\| < \infty.
\]

Denoting the suprema of all admissible \(\eta\) and \(\theta\) in (1) and (2) by \(\omega_{\text{holo}}(G)\) and \(\omega_{\text{res}}(G)\) respectively, we have
\[
\omega_{\text{res}}(G) = \frac{1}{2}\pi + \omega_{\text{holo}}(G).
\]

Under the equivalent conditions (1) and (2) we have the inverse Laplace transform representation...
\[ S(t)x = \frac{1}{2\pi i} \int_{\Gamma} e^{zt} R(z, G)x \, dz, \quad t > 0, \quad x \in X, \]

where \( \Gamma = \Gamma_{\theta', B} \) is the upwards oriented boundary of \( \Sigma_{\theta'} \setminus B \), for any \( \theta' \in (\frac{1}{2}, \pi) \) and any closed ball \( B \) centred at the origin.

**Proof.** By Cauchy’s theorem, if the integral representation holds for some choice of \( \theta' \in (\frac{1}{2}, \pi) \) and a closed ball \( B \) centred at the origin, then it holds for any such \( \theta' \) and \( B \).

(1)\( \rightarrow \) (2): We start with the preliminary observation that by Proposition G.4.1, if a linear operator \( \tilde{G} \) generates a uniformly bounded \( C_0 \)-semigroup \( (\tilde{S}(t))_{t \geq 0} \) on a Banach space \( X \), then, by Proposition G.4.1, the open right half-plane \( \mathbb{C}_+ = \{ \Re \lambda > 0 \} \) is contained in the resolvent set of \( G \) and we have the bound \( \| R(\lambda, G) \| \leq M/\Re \lambda \) for all \( \lambda \in \mathbb{C}_+ \). Moreover, for all \( \theta \in (0, \frac{1}{2}) \) we have \( \Re \lambda \geq |\lambda| \cos(\theta) \) and therefore

\[
\sup_{\lambda \in \Sigma_\theta} \| \lambda R(\lambda, \tilde{G}) \| \leq \frac{M}{ \cos \theta }.
\]

Now if \( G \) generates a \( C_0 \)-semigroup which is bounded on a sector \( \Sigma_\eta \) with \( \eta \in (0, \frac{1}{2}) \), say by a constant \( M \), we can apply the above reasoning to the bounded semigroups \( S(e^{i\theta'} t) \), with \( \eta' \in (0, \eta) \), and (after passing to the limit \( \eta' \to \eta \)) obtain that for all \( \theta \in (0, \frac{1}{2} + \tilde{\eta}) \),

\[
\sup_{\lambda \in \Sigma_\theta} \| \lambda R(\lambda, G) \| \leq \frac{M}{ \cos(\theta - \eta) }.
\]

This gives (2). Optimising the various choices of angles, this also gives the inequality \( \omega_{\text{res}}(G) \leq \frac{1}{2} \pi + \omega_{\text{holo}}(G) \).

(2)\( \rightarrow \) (1): The proof proceeds in two steps. First we prove the integral representation for \( S(t)x \) for any contour \( \Gamma \) given by \( \theta' \in (\frac{1}{2}, \pi) \) and a ball \( B \) centred at the origin as described in the statement of the theorem. Once we have this, it is fairly straightforward to deduce (1) with \( \eta = \theta'' - \frac{1}{2} \pi \) for any \( \frac{1}{2} < \theta'' < \theta' \); this is done in the second step.

*Step 1* – Fix a arbitrary \( \theta' \in (\frac{1}{2}, \pi) \) and let \( \Gamma \) be the boundary of \( \Sigma_{\theta'} \setminus B \). See Figure G.2.

Fix \( t > 0 \) and \( x \in X \). For \( \mu > 0 \) such that \( \mu \not\in B \) define

\[
v_\mu(t)x = \frac{1}{2\pi i} \int_{\Gamma} e^{zt} (\mu - z)^{-1} R(z, G)x \, dz.
\]

Our aim is to show that \( v_\mu(t)x = S(t)R(\mu, G)x \). Then,

\[
S(t)x = \lim_{\mu \to \infty} S(t)\mu R(\mu, G)x = \lim_{\mu \to \infty} \mu v_\mu(t)x = \frac{1}{2\pi i} \int_{\Gamma} e^{zt} R(z, G)x \, dz,
\]

where the first equality follows from Proposition G.4.2 and the second is obtained by splitting \( \Gamma = \Gamma_{r, 1} \cup \Gamma_{r, 2} \) with \( \Gamma_{r, 1} = \{ z \in \Gamma : \|z\| \leq r \} \) and
$\Gamma_{r,2} = \{ z \in \Gamma : ||z|| \geq r \}$: for large fixed $r$, the integral over $\Gamma_{r,2}$ is less than $\varepsilon$, uniformly with respect to $\mu \geq 2r$, while the integral over $\Gamma_{r,1}$ tends to $\frac{1}{2\pi i} \int_{\Gamma_{r,1}} e^{zt} R(z,G)x \, dz$ by dominated convergence. Now pass to the limit $r \to \infty$.

The strategy is to prove that $t \mapsto v_\mu(t)x$ is a weak solution of the Cauchy problem

$$
\begin{cases}
    u'(t) = Gu(t), & t \in [0,T], \\
    u(0) = R(\mu,G)x.
\end{cases}
$$

The uniqueness part of Theorem G.3.2 (with $f = 0$) then implies $v_\mu(t)x = S(t)R(\mu,G)x$.

It is easily checked that $t \mapsto v_\mu(t)$ is integrable on $[0,T]$ (even continuous), and for all $x^* \in D(G^*)$ we obtain
\[
\int_0^t (v_\mu(s), G^sx^*) \, ds = \frac{1}{2\pi i} \int_G e^{zs}(\mu - z)^{-1}(R(z, G)x, G^sx^*) \, dz \, ds
\]
\[
= \frac{1}{2\pi i} \int_G e^{zs}(\mu - z)^{-1}(zR(z, G)x - x, x^*) \, dz \, ds
\]
\[
\overset{(1)}{=} \frac{1}{2\pi i} \int_G e^{zs}(\mu - z)^{-1}(zR(z, G)x, x^*) \, dz \, ds
\]
\[
= \frac{1}{2\pi i} \int_G (e^{zt} - 1)(\mu - z)^{-1}(R(z, G)x, x^*) \, dz
\]
\[
\overset{(2)}{=} \frac{1}{2\pi i} \int_G e^{zt}(\mu - z)^{-1}(R(z, G)x, x^*) \, dz - \langle R(\mu, G)x, x^* \rangle
\]
\[
= \langle v_\mu(t), x^* \rangle.
\]

Here the equality (1) follows from the observation that by Cauchy’s theorem we have
\[
\frac{1}{2\pi i} \int_G e^{zs}(\mu - z)^{-1} \, dz = 0,
\]
since \( \mu \not\in B \) is on the right of \( \Gamma \). The equality (2) follows from
\[
\frac{1}{2\pi i} \int_G (\mu - z)^{-1}(R(z, G)x, x^*) \, dz = \langle R(\mu, G)x, x^* \rangle
\]
by the analyticity of the resolvent and Cauchy’s theorem.

**Step 2** – By now we have shown that
\[
S(t)x = \frac{1}{2\pi i} \int_G e^{zt}R(z, G)x \, dz, \quad t > 0, \, x \in X,
\]
with \( \Gamma \) as in Step 1. This integral converges absolutely for all \( t > 0 \) and \( x \in X \), and extends to a bounded analytic function on the sector \( \Sigma_{\eta'} \), where \( \eta' = \theta' - \frac{1}{2}\pi \), given by
\[
S(\zeta)x = \frac{1}{2\pi i} \int_G e^{z\zeta}R(z, G)x \, dz, \quad \zeta \in \Sigma_{\eta'}, \, x \in X.
\]
To estimate the norm of \( S(\zeta) \), by Cauchy’s theorem we may take \( \Gamma = \Gamma_{\eta', 0, B} \), with \( B_r = B(0, r) \) the ball of radius \( r \) and centre \( 0 \); the choice of \( r \) will be made shortly.

Put \( M := \sup_{\lambda \in \Sigma_\eta} \| \lambda R(\lambda, G) \| \) and fix \( \zeta \in \Sigma_{\eta'} \). The arc \( \{|z| = r, \, |\arg(z)| \leq \theta \} \) contributes at most
\[
\frac{1}{2\pi} \cdot 2\theta r \cdot \exp(r|\zeta|) \frac{M}{r} = \frac{\theta M}{\pi} \exp(r|\zeta|),
\]
while each of the rays \( \{|z| \geq r, \, \arg(z) = \pm \theta \} \) contributes at most
\[
\frac{1}{2\pi} \cdot \frac{M}{r} \int_r^\infty \exp(-\rho|\zeta| \cos(\theta)) \, d\rho \leq \frac{1}{2\pi} \cdot \frac{M}{|\zeta| \cos(\theta)}.
\]
It follows that
\[
\|S(\zeta)\| \leq \frac{M}{\pi} \left( \theta \exp(r|\zeta|) + \frac{1}{r|\zeta|\cos(\theta)} \right).
\]
Taking \( r = 1/|\zeta| \) and keeping in mind that the estimate holds for all \( \theta' \in (\frac{1}{2} \pi, \theta) \), we obtain the uniform bound
\[
\|S(\zeta)\| \leq \frac{M}{\pi} \left( \theta + \frac{1}{|\cos(\theta)|} \right), \quad z \in \Sigma_\eta, \quad \eta := \frac{1}{2} \pi - \theta. \tag{G.5}
\]

It remains to prove strong continuity on each of the sectors \( \Sigma_{\theta'' - \frac{1}{2} \pi} \) with \( \frac{1}{2} < \theta'' < \theta' \). First let \( x \in D(G) \). Fix \( \zeta \in \Sigma_{\theta'' - \frac{1}{2} \pi} \) and write \( x = R(\mu, G)y \) with \( \mu \in \Sigma_{\theta''} \setminus \Sigma_{\theta''} \). Inserting this in the integral expression for \( S(\zeta)x \), using the resolvent identity to rewrite \( R(z, G)R(\mu)y = (R(z, G) - R(\mu, G))/(\mu - z) \).

Arguing as in Step 1, the integral corresponding to the term with \( R(\mu, G) \) vanishes by Cauchy’s theorem and the choice of \( \mu \), and we obtain
\[
S(\zeta)x = \frac{1}{2\pi i} \int_G e^{\zeta x} (\mu - z)^{-1} R(z, G)y \, dz.
\]

Letting \( \zeta \to 0 \) inside \( \Sigma_{\theta'' - \frac{1}{2} \pi} \), we see that \( S(\zeta)x \) converges to \( \frac{1}{2\pi i} \int_G (\mu - z)^{-1} R(z, G)y \, dz = R(\mu, G)y = x \) by dominated convergence.

This proves the convergence \( S(\zeta)x \to x \) for \( x \in D(G) \). In view of the uniform boundedness of \( S(\zeta) \) on \( \Sigma_{\theta'' - \frac{1}{2} \pi} \), the convergence for general \( x \in X \) follows from this. By the choices of \( \theta'' \) and \( \theta''' \), this also proves the inequality \( \omega_{\text{res}}(G) \geq \frac{1}{2} \pi + \omega_{\text{holo}}(G) \).

The following result characterises analytic \( C_0 \)-semigroups directly in terms of the semigroup and its generator, without reference to the resolvent.

**Theorem G.5.3.** Let \( G \) be the generator of a \( C_0 \)-semigroup \( (S(t))_{t \geq 0} \) on a Banach space \( X \). The following assertions are equivalent:

1. \( (S(t))_{t \geq 0} \) is bounded analytic;
2. \( S(t)x \in D(G) \) for all \( x \in X \) and \( t > 0 \), and
\[
\sup_{t > 0} t\|GS(t)\| < \infty.
\]

**Proof.** (1) \( \Rightarrow \) (2): Fix \( t > 0 \) and \( x \in X \). Since
\[
M := \sup_{z \in G} \|GR(z, G)\| = \sup_{z \in G} \|zR(z, G) - I\|
\]
is finite, the integral \( \frac{1}{2\pi i} \int_G e^{tz} R(z, G)x \, dz \) converges absolutely. From Hille’s theorem we deduce that \( S(t)x \in D(G) \) and
\[
GS(t)x = \frac{1}{2\pi i} \int_G e^{tz} R(z, G)x \, dz.
\]
By estimating this integral and letting the radius of the ball $B$ in the definition of $\Gamma$ tend to 0, it follows moreover that

$$t \| GS(t)x \| \leq \frac{M}{\pi} \| x \| \int_0^\infty t e^{t \cos \theta} \, d\theta = \frac{M}{\pi |\cos \theta|} \| x \|.$$  

$(2) \Rightarrow (1)$: For all $x \in \text{D}(G^n)$, $t \mapsto S(t)x$ is $n$ times continuously differentiable and $S^{(n)}(t)x = G^n S(t)x = (GS(t/n))^n x$. Since $\text{D}(G^n)$ is dense, the boundedness of $GS(t/n)$ and closedness of the $n$th derivative in $C([0,T];X)$ together imply that the same conclusion holds for $x \in X$. Moreover,

$$\| S^{(n)}(t)x \| \leq C^n \frac{n^n}{t^n} \| x \|,$$

where $C$ is the supremum in (2). From $n! \geq n^n/e^n$ we obtain that for each $t > 0$ the series

$$S(z)x := \sum_{n=0}^\infty \frac{1}{n!} (z - t)^n S^{(n)}(t)x$$

converges absolutely on the ball $B(t, rt/eC)$ for all $0 < r < 1$ and defines an analytic function there. The union of these balls is the sector $\Sigma_{\eta}$ with $\sin \eta = 1/eC$. We shall complete the proof by showing that $S(z)$ is uniformly bounded and satisfies $\lim_{t \to 0} S(z)x = x$ in $\Sigma_{\eta'}$ for each $0 < \eta' < \eta$. To this end we fix $0 < r < 1$. For $z \in B(t, rt/eC)$ we have

$$\| S(z)x \| \leq \sum_{n=0}^\infty \frac{1}{n!} r^n (t/eC)^n \frac{C^n n^n}{t^n} \| x \| \leq \sum_{n=0}^\infty r^n \| x \|.$$

This proves uniform boundedness on the sectors $\Sigma_{\eta'}$. To prove strong continuity it then suffices to consider $x \in \text{D}(G)$, for which it follows from estimating the identity

$$S(z)x - x = e^{i\theta} \int_0^r S(se^{i\theta})Gx \, ds$$

where $z = re^{i\theta}$. $\square$

Remark G.5.4. Condition $(2)$ gives a ‘real’ characterisation of analyticity. In the context of semigroups on real Banach spaces this condition could be taken as the definition for analyticity. This has the advantage of avoiding the digressions through complexified spaces. In concrete examples, however, it is often easier to check analyticity using Definition G.5.1 or condition $(2)$ of Theorem G.5.2.

By a rescaling argument we obtain:

**Corollary G.5.5.** If $G$ generates an analytic $C_0$-semigroup $(S(t))_{t \geq 0}$ on $X$, then

$$\limsup_{t \to 0} t \| GS(t) \| < \infty.$$
Example G.5.6 (Laplacian on $\mathbb{R}^d$). Consider the Laplacian $\Delta = \sum_{j=1}^d \frac{\partial^2}{\partial x_j^2}$ on $L^p(\mathbb{R}^d; X)$, $p \in [1, \infty)$, with domain $D(\Delta) = H^{2,p}(\mathbb{R}; X)$, the space of all $f \in L^p(\mathbb{R}^d; X)$ admitting a weak Laplacian in $L^p(\mathbb{R}^d; X)$ in the sense of Section 5.5.

We show that $\Delta$ is the generator of the heat semigroup $(H(t))_{t \geq 0}$ on $L^p(\mathbb{R}^d)$ given by $H(0) = I$ and

$$H(t)f := k_t * f, \quad t > 0,$$

where $k_t(x) = (4\pi t)^{-d/2}e^{-|x|^2/(4t)}$ is the heat kernel. By Young’s inequality, $|H(t)| \leq \|k_t\|_{L^1(\mathbb{R}^d)} = 1$ (see Example 8.2.5) and hence each $H(t)$ is a contraction.

Let for the moment $B$ denote the generator of this semigroup. Taking Fourier transforms, for $t > 0$ and Schwartz functions $f \in \mathcal{S}(\mathbb{R}^d; X)$ we have

$$\mathcal{F}\left(\frac{H(t)f - f}{t}\right) = \frac{e^{-4\pi^2 |.|^2}}{t} - \mathcal{F}f.$$

As $t \downarrow 0$ the right-hand side tends to $-4\pi^2 |.|^2 \mathcal{F}f = \mathcal{F}(\Delta f)$ in $\mathcal{S}(\mathbb{R}^d; X)$. Therefore, by the continuity of $\mathcal{F}$ (see Proposition 2.4.22), $\lim_{t \downarrow 0} \frac{1}{t}(H(t)f - f) \to \Delta f$ in $\mathcal{S}(\mathbb{R}^d; X)$ and hence in $L^p(\mathbb{R}^d; X)$. It follows that $f \in D(B)$ and $Bf = \Delta f$. By repeating the density argument of the preceding example, this time using Lemma 5.5.5, the domain of the generator of $H(t)$ is seen to equal $H^{2,p}(\mathbb{R}; X)$, and therefore $B = \Delta$ with equality of domains.

We claim that for $z \in \mathbb{C}$ with $\Re z > 0$, the complex heat kernel $k_z$ still belongs to $L^1(\mathbb{R}^d)$, and the function $z \mapsto k_z$ is holomorphic as an $L^1(\mathbb{R}^d)$-valued function. To check this let $t = \Re z$ and note that, with $c(z) := \cos(\arg z)$, $|z| = t/c(z)$ and $\Re(1/z) = \Re z/|z|^2 = t^{-1}c^2(z)$. Hence we find that

$$\int_{\mathbb{R}^d} |k_z(x)| \, dx = e^{-d/2}(z) \int_{\mathbb{R}^d} k_{t/c^2(z)}(x) \, dx \leq \frac{1}{\cos^{d/2} \beta}.$$

It follows that the heat semigroup extends analytically to $\{z \in \mathbb{C} : \Re z > 0\}$ by the formula

$$H(z)f = k_z * f, \quad \Re z > 0.$$

Moreover, $H(z)$ is uniformly bounded and strongly continuous on every sector $\Sigma_\omega$ with $0 < \omega < \frac{1}{2} \pi$.

Finally let us mention that if $p \in (1, \infty)$ and $X$ is a UMD space, then $D(\Delta) = H^{2,p}(\mathbb{R}^d; X) = W^{2,p}(\mathbb{R}^d; X)$ by Theorem 5.6.11.

G.6 Stone’s theorem

In this final section we prove a celebrated result due to Stone which asserts that a linear operator $A$ with dense domain $D(A)$ in a complex Hilbert space
\( H \) is self-adjoint if and only if \( iA \) generates a strongly continuous group of unitary operators on \( H \).

When \( A \) is a densely defined linear operator on a Hilbert space \( H \), upon identifying \( H \) with its dual \( H^* \) via the Riesz representation theorem the adjoint operator \( A^* \) on \( H^* \) induces an operator on \( H \), which we shall denote by \( A^* \). Thus, by definition, \( \text{Dom}(A^*) \) consists of all \( h \in H \) with the property that there exists an element \( h' \in H \) such that
\[
(h|h') = (Ax|h), \quad x \in D(A),
\]
and in this case \( A^* h := h' \). Thus, by definition, we have the identity
\[
(Ah|h') = (h|A^*h'), \quad h \in D(A), \quad h' \in D(A^*).
\]

A densely defined operator \( A \) on a Hilbert space is called self-adjoint if \( D(A) = D(A^*) \) and \( Ah = A^* h \) for all \( h \in D(A) = D(A^*) \). We need the following standard fact about the spectra of self-adjoint operators.

**Proposition G.6.1.** If \( A \) is a self-adjoint operator on a Hilbert space \( H \), then \( \sigma(A) \subseteq \mathbb{R} \) and
\[
\| R(\lambda, A) \| \leq \frac{1}{|\lambda|}, \quad \lambda \in \mathbb{C} \setminus \mathbb{R}.
\]

**Proof.** Let \( \lambda = \alpha + i\beta \) with \( \beta \neq 0 \). For all \( x \in D(A) \) we have \( (Ax|x) = (Ax|Ax) = (Ax|x) \in \mathbb{R} \) and therefore \( (Ax|x) \in \mathbb{R} \). Then,
\[
\|(\lambda - A)x\| \geq |(\lambda - A)x| = |\alpha(x|x) - (Ax|x) + i\beta(x|x)| \geq |\beta||x||^2.
\]
This implies that \( |(\lambda - A)x| \geq \beta \|x\| \) and therefore \( \lambda - A \) is injective and has closed range. The same argument can be applied to \( \overline{\lambda} \) and allows us to conclude that \( \overline{\lambda} - A \) is injective and has closed range.

We claim that \( \lambda - A \) has dense range. If this were not the case, we could pick a non-zero \( x \) orthogonal to the range of \( \lambda - A \). Then for all \( y \in D(A) \) we have \( (x|\lambda - Ay) = 0 \), implying that \( x \in D(A^*) = D(A) \) and \( (x|\lambda y) = (x|\lambda - A y) = 0 \) for all \( y \in D(A) \). Since \( D(A) \) is dense (this is part of the definition of a self-adjoint operator), it follows that \( (\lambda - A)x = 0 \). This contradicts the injectivity of \( \overline{\lambda} - A \).

It follows that \( \lambda - A \) is bijective, hence invertible, and the inequality \( |(\lambda - A)x| \geq \beta \|x\| \) implies \( \| R(\lambda, A) \| \leq 1/|\beta| \). \( \square \)

**Theorem G.6.2 (Stone).** For a densely defined operator \( (A, D(A)) \) in \( H \), the following assertions are equivalent:

1. \( A \) is self-adjoint;
2. \( iA \) is the generator of a \( C_0 \)-group of unitary operators.
Proof. (1)⇒(2): Suppose first that \( A \) is self-adjoint. We could use the spectral theorem for (possibly unbounded) self-adjoint operators to define \( U(t) = \exp(itA), t \in \mathbb{R}, \) and proceed by showing that this defines a unitary \( C_0\)-group, but for reasons of self-containedness we will follow a more elementary approach.

By Proposition G.6.1, the spectrum of \( A \) is contained in the real line and for all \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) we have \( \| (\lambda - A)^{-1} \| \leq 1/|\Im \lambda|. \) Hence by the Hille–Yosida theorem (Theorem G.4.3) \( \pm iA \) generate \( C_0\)-contraction semigroups, say \( (S_{\pm}(t))_{t \geq 0} \).

For \( x \in D(A) \), differentiating \( f(t) := S_-(t)S_+(t)x \) gives \( f'(t) = -iAf(t) + iAf(t) = 0 \), so \( f \) is constant, and since \( f(0) = x \) it follows that \( S_-(t)S_+(t)x = x \) for all \( x \in D(A) \). By boundedness this extends to all \( x \in X \) and therefore \( S_-(t)S_+(t) = I \). The same argument proves that also \( S_+(t)S_-(t) = I \).

Since \( (iA)^* = -iA^* = -iA \), we have \( S_-(t) = S_1^* (t) \) and vice versa. Setting \( U(t) := S_+(t) \) and \( U(-t) := S_-(t) \), it follows that the operators \( U(\pm t) \) are unitary. The verification of the group property \( U(r + s) = U(r)U(s) \) is now clear, and so is the strong continuity. Thus \( (U(t))_{t \in \mathbb{R}} \) is a \( C_0\)-group, and its generator equals \( iA \).

(2)⇒(1): Suppose \( iA \) generates the unitary \( C_0\)-group \( (U(t))_{t \in \mathbb{R}} \). From \( U(-t) = (U(t))^{-1} = U^*(t) \) we see that \( (U^*(t))_{t \in \mathbb{R}} \) is a strongly continuous group as well. To determine its generator, which we call \( B \) for the moment, suppose that \( x \in D(A) \) and \( h \in D(B) \). Then

\[
(x | Bh) = \lim_{t \to 0} \frac{1}{t} (x | U^*(t)h - h) = \lim_{t \to 0} \frac{1}{t} (U(t)x - x | h) = (iAx | h).
\]

This shows that \( h \in D(A^*) \) and \( -iA^* = (iA)^* h = Bh \). In the converse direction, if \( h \in D(A^*) \), then for all \( x \in D(A) \) we have

\[
(x | -iA^* h) = (iAx | h) = \lim_{t \to 0} \frac{1}{t} (U(t)x - x | h) = \lim_{t \to 0} \frac{1}{t} (x | U^*(t)h - h) = (x | Bh).
\]

This shows that \( h \in D(B) \) and \( Bh = -iA^* h \). We conclude that \( B = -iA^* \) with equal domains. But then the identity

\[
\frac{1}{t} (U(-t)x - x) = \frac{1}{t} (U^*(t)x - x)
\]

shows that \( x \in D(A) \) if and only if \( x \in D(A^*) \) and \( -iAx = Bx = -iA^* x \). \( \Box \)

G.7 Notes

Section G.1

The material of this section is entirely standard and can be found in most textbooks on Functional Analysis.
Section G.2

Excellent introductions to the theory of \( C_0 \)-semigroups include the monographs Davies [1980], Engel and Nagel [2000], Goldstein [1985], Pazy [1983], Tanabe [1979]. The monumental 1957 treatise of Hille and Phillips [1957] is freely available on-line (http://www.ams.org/online_bks/coll31/). A fair amount of semigroup theory can be understood from the point of view of Laplace transforms; this aspect is highlighted in Arendt, Batty, Hieber, and Neubrander [2011].

Propositions G.2.5 and G.2.7 are due to Phillips [1955] and Phillips [1951], respectively; the proof of the latter presented here is from Miyadera [1951]. See also Hille and Phillips [1957], where further references are given. Corollary G.2.6 admits a partial extension to a larger class of Banach spaces: it was observed in Van Neerven [1990] that if \( X^* \) has the RNP, then the adjoint semigroup \((S^*(t))_{t \geq 0}\) is \( C_0 \). In particular, the adjoint of a \( C_0 \)-group on a Banach space whose dual has the RNP is a \( C_0 \)-group again.

The material on adjoint semigroups is taken from Van Neerven [1992].

Section G.3

General references on evolution equations include Amann [1995], Lunardi [1995], Prüss and Simonett [2016], Tanabe [1979, 1997], Yagi [2010].

Theorem G.3.2 is due to Ball [1977], who also proved the following converse: if (G.1) admits a unique weak solution for all \( f \in L^1(0,T;X) \) and initial values \( x \in X \), then \( G \) is the generator of a \( C_0 \)-semigroup on \( X \).

The convolution formula (G.2) is often taken as the definition of a mild solution. Typical questions then revolve around proving regularity properties of mild solutions in terms of properties of the forcing function \( f \) and the semigroup \((S(t))_{t \geq 0}\). We refer to [Pazy, 1983, Chapter 4] for some elementary results in this direction. For the treatment of certain classes of non-linear Cauchy problems it is of particular importance to know whether the mild solutions have maximal \( L^p \)-regularity, meaning that for all \( f \in L^p(0,T;X) \) the solution \( u \) belongs to \( W^{1,p}(0,T;X) \cap L^p(0,T;D(A)) \). A necessary condition for this is that \((S(t))_{t \geq 0}\) be analytic; it is a classical result that this condition is also sufficient in Hilbert spaces. For analytic \( C_0 \)-semigroups on Banach spaces the maximal \( L^p \)-regularity problem, which asks if the converse holds, has recently been settled by Kalton and Lancien [2000] (who gave a counterexample in an \( L^p \)-space) and Weis [2001b] (where necessary and sufficient conditions were obtained for maximal \( L^p \)-regularity in UMD Banach spaces). We take up this topic in more detail in the third volume.

Section G.4

The Hille–Yosida theorem (Theorem G.4.3) can be generalised to arbitrary \( C_0 \)-semigroups in two steps. First, if \((S(t))_{t \geq 0}\) is uniformly bounded, the version
presented in the text may be applied in the Banach space \((X, \| \cdot \|)\), where \(\|x\| := \sup_{t \geq 0} \|S(t)x\|\). With respect to this equivalent norm, \((S(t))_{t \geq 0}\) is contractive. Secondly, if \((S(t))_{t \geq 0}\) is arbitrary and satisfies \(\|S(t)\| \leq Me^{\omega t}\) for all \(t \geq 0\), the previous version of the theorem may be applied to the semigroup \((e^{-\omega t}S(t))_{t \geq 0}\) which is uniformly bounded. Upon going through the details one arrives at the following result.

**Theorem G.7.1 (Hille–Yosida).** For a densely defined operator \(G\) on a Banach space \(X\) and constants \(M \geq 1\) and \(\omega \in \mathbb{R}\), the following assertions are equivalent:

1. \(G\) generates a \(C_0\)-semigroup on \(X\) satisfying \(\|S(t)\| \leq Me^{\omega t}\) for all \(t \geq 0\);
2. \(\{\lambda \in \mathbb{C} : \lambda > \omega\} \subseteq \varrho(A)\) and \(\|(R(\lambda, A))^{\frac{k}{2}}\| \leq M/(\lambda - \omega)^k\) for all \(\lambda > \omega\) and \(k = 1, 2, \ldots\);
3. \(\{\lambda \in \mathbb{C} : \Re \lambda > \omega\} \subseteq \varrho(A)\) and \(\|(R(\lambda, A))^{-\frac{k}{2}}\| \leq M/(\Re \lambda - \omega)^k\) for all \(\Re \lambda > \omega\) and \(k = 1, 2, \ldots\).

Theorem G.7.1, in the form stated, was obtained independently and simultaneously by Hille [1948] and Yosida [1948]; the above extension to arbitrary \(C_0\)-semigroups was found independently by Feller [1953], Miyadera [1952], and Phillips [1953].

**Section G.5**

A comprehensive treatment of analytic semigroups and their applications to evolution equations is given in Lunardi [1995]. An example of a bounded analytic \(C_0\)-semigroup on \(\mathbb{C}^2\) that is contractive on the positive real line but not on any larger sector was given by Fuhrman [1995] where it was studied for different purposes; that it has the properties just mentioned here was shown in Goldys and Van Neerven [2003].

**Section G.6**

Theorem G.6.2 is from Stone [1932].
Hardy spaces of holomorphic functions

Holomorphic functions on the sectors

$$\Sigma_\vartheta = \{ z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \vartheta \},$$

play an important role in this volume. Here, and everywhere else in this book, it is implicit that $0 < \vartheta < \pi$ and arguments are taken in $(-\pi, \pi)$. The sector $\Sigma_\vartheta$ is the bi-holomorphic image under exponential function $\exp(z)$ of the strip

$$S_\vartheta := \{ z \in \mathbb{C} : |\Im z| < \vartheta \}.$$

Although we are primarily interested in holomorphic functions on sectors, we shall study holomorphic functions on strips first, and later transfer their properties to sectors. The advantage of this is that the proofs for the strip are notationally a bit easier.

H.1 Hardy spaces on a strip

Fix a real number $\vartheta > 0$.

**Definition H.1.1 (The Hardy spaces $H^p(S_\vartheta)$).** For $1 \leq p \leq \infty$, $H^p(S_\vartheta)$ is the Banach space of all holomorphic functions $f : S_\vartheta \to \mathbb{C}$ for which

$$\|f\|_{H^p(S_\vartheta)} := \sup_{|y| < \vartheta} \| t \mapsto f(t + iy) \|_{L^p(\mathbb{R})} < \infty.$$

**Proposition H.1.2.** Let $1 \leq p \leq \infty$. If $f \in H^p(S_\vartheta)$, then

$$\sup_{x \in \mathbb{R}} \| n \mapsto f(x + n) \|_{L^p(\mathbb{Z})} \leq \left( \frac{4}{\pi} \vee \frac{2}{\pi \vartheta} \right)^{1/p} \| f \|_{H^p(S_\vartheta)}.$$

**Proof.** We will give the proof for $1 \leq p < \infty$, the case $p = \infty$ being easier. For each fixed $x \in \mathbb{R}$, the discs $D_n = \{ z \in \mathbb{C} : |z - (x + n)| < \frac{1}{2} \wedge \vartheta \}, n \in \mathbb{Z}$,
are disjoint and contained in $S_{x}^{1}$ and $\partial$. By the mean value theorem, Jensen’s inequality, and Fubini’s theorem,

$$
\sum_{n \in \mathbb{Z}} |f(x + n)|^p = \sum_{n \in \mathbb{Z}} \left| \frac{1}{|D_n|} \int_{D_n} f(t + iy) \, dt \, dy \right|^p
$$

$$
\leq \sum_{n \in \mathbb{Z}} \frac{1}{|D_n|} \int_{D_n} |f(t + iy)|^p \, dt \, dy
$$

$$
\leq \frac{1}{\pi (\frac{1}{2} \wedge \vartheta)^2} \int_{\{|3z| \leq \frac{1}{2} \wedge \vartheta\}} |f(t + iy)|^p \, dt \, dy
$$

$$
\leq \frac{2}{\pi (\frac{1}{2} \wedge \vartheta)} \sup_{|y| \leq \vartheta} \| t \mapsto f(t + iy) \|^p_{L^p(\mathbb{R})} \leq \left( \frac{4}{\pi} \vee \frac{2}{\pi \vartheta} \right) \| f \|^p_{H^p(S_\vartheta)}.
$$

Proposition H.1.3. Let $1 \leq p \leq \infty$. If $f \in H^p(S_\vartheta)$, then for all $0 < \eta < \vartheta$ we have $f \in H^\infty(S_\eta)$ and

$$
\| f \|^p_{H^\infty(S_\eta)} \leq \left( \frac{2}{\pi (\vartheta - \eta)} \right)^{1/p} \| f \|^p_{H^p(S_\vartheta)}.
$$

Proof. Fix $0 < \eta < \vartheta$ and $z \in S_\eta$. Let $\delta = \vartheta - \eta$ and $D = \{ w \in \mathbb{C} : |z - w| < \delta \}$ By the mean value theorem, Jensen’s inequality, and Fubini’s theorem,

$$
|f(z)|^p \leq \frac{1}{|D|} \int_D |f(t + iy)|^p \, dt \, dy
$$

$$
\leq \frac{1}{\pi \delta^2} \int_{\{|y| < \delta\}} \| t \mapsto f(t + iy) \|^p_{L^p(\mathbb{R})} \, dy \leq \frac{2}{\pi \delta} \| f \|^p_{H^p(S_\vartheta)}.
$$

The following convergence result will be needed.

Lemma H.1.4. Let $f \in H^1(S_\vartheta)$. Then for all $0 < \eta < \vartheta$,

$$
\lim_{|x| \to \infty} \sup_{|y| \leq \eta} |f(x + iy)| = 0.
$$

Proof. First observe that

$$
\int_{-\vartheta}^\vartheta \int_{\mathbb{R}} |f(u + iv)| \, du \, dv \leq 2\vartheta \| f \|^1_{H^1(S_\vartheta)}.
$$

Fix $x \in \mathbb{R}$ and $|y| \leq \eta$, put $\delta := (\vartheta - \eta)/2$, and consider the disc $D := \{ z \in \mathbb{C} : |z - x - iy| < \delta \}$ and the rectangle $R := \{ u + iv \in \mathbb{C} : |u| < \delta, |v| < \vartheta \}$. By the mean value theorem,

$$
|f(x + iy)| \leq \frac{1}{|D|} \int_D |f(u + iv)| \, d(u, v) \leq \frac{1}{\pi \delta^2} \int_{R+x} |f(u + iv)| \, d(u, v).
$$
Moreover, there is a constant 
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Proof. By Proposition H.1.3, f is bounded on \( S_\eta \) for all \( 0 < \eta < \theta \), so in particular \( f \) is bounded on \( \{ a \leq |z| \leq b \} \). There is no loss of generality in assuming that \( a = 0, b = 1 \), and \( c = \theta \). We apply Lemma C.2.10 (which we rotate over \( \frac{1}{2} \pi \) for this purpose). We then find
\[
|f(s + i\theta)| \leq \left( (|f(\cdot)| * p_0(\theta, \cdot))(s) \right)^{1-\theta} \left( (|f(\cdot + i)| * p_1(\theta, \cdot))(s) \right)^	heta,
\]
where \( p_0(\theta, t) \) and \( p_1(\theta, t) \) are the \( L^1 \)-normalised functions obtained by rotating the functions \( \tilde{p}_0(\theta, t) = p_0(\theta, t)/(1-\theta) \) and \( \tilde{p}_1(\theta, t) = p_1(\theta, t)/\theta \) appearing in the Poisson formula for the strip. Taking \( L^p \)-norms and using Hölder’s inequality with exponents \( \frac{1}{1-\theta} \) and \( \frac{1}{\theta} \), it follows that
\[
\|s \mapsto f(s + i\theta)\| \leq \left( \| f(\cdot) \| p \right)^{1-\theta} \left( \| f(\cdot + i) \| p \right)^	heta \leq \| f(\cdot) \| 1-\theta \| f(\cdot + i) \| \theta
\]
where in the last step we applied Young’s inequality.

We continue with an interpolation result. It (or rather, its sectorial version
given below) will only be needed once, namely in the proof of Proposition 10.2.28.

Proposition H.1.6 (Interpolating sequences for the strip). For all real numbers \( a > 0 \) the sequence \( a\mathbb{Z} \) is an interpolating sequence for \( S_\theta \), i.e., for all bounded sequences \( (c_n)_{n \in \mathbb{Z}} \) there exists \( f \in H^\infty(S_\theta) \) such that
\[
f(an) = c_n \text{ for all } n \in \mathbb{Z}.
\]
Moreover, there is a constant \( M = M_a \) such that for any given sequence \( (c_n)_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z}) \) an interpolating function can be found of norm
\[
\|f\|_{H^\infty(S_\theta)} \leq M \|c\|_{\ell^\infty(\mathbb{Z})}.
\]
Proof. By scaling it suffices to consider the case \( \vartheta = 1 \). The function 
\( i \exp(\frac{1}{2} \pi z) \) maps the unit strip \( S \) conformally onto the right half-plane \( \mathbb{C}_+ = \{ \Im z > 0 \} \). On \( \mathbb{C}_+ \), a classical theorem due to Carleson asserts that a necessary and sufficient condition for a sequence \( (\zeta_n)_{n \in \mathbb{Z}} \) to be an interpolating sequence is that

\[
\inf_{k \in \mathbb{Z}} \prod_{j \in \mathbb{Z} \setminus \{k\}} \left| \frac{\xi_k - \xi_j}{\xi_k - \xi_j} \right| > 0.
\]

Let us now consider the sequence \( a \mathbb{Z} \) in \( S \) with \( a > 0 \). With \( b := e^{\frac{1}{2} \pi a} \) this corresponds to the sequence \( \zeta_n = (ib^n)_{n \in \mathbb{Z}} \) in \( \mathbb{C}_+ \). Then

\[
\prod_{j \in \mathbb{Z} \setminus \{k\}} \left| \frac{\zeta_k - \zeta_j}{\zeta_k - \zeta_j} \right| = \prod_{j \in \mathbb{Z} \setminus \{k\}} \left| \frac{b^k - b^j}{b^k + b^j} \right| = \prod_{n \neq 0} \left| \frac{b^n - 1}{b^n + 1} \right|.
\]

Now

\[
\delta := \prod_{n \geq 1} \left| \frac{b^n - 1}{b^n + 1} \right| = \prod_{n \geq 1} \left| \frac{b^n - 1}{b^n + 1} \right| = \prod_{n \geq 1} \left( 1 - \frac{2}{b^n + 1} \right) > 0
\]

since \( \sum_{n \geq 1} \frac{2}{b^n + 1} < \infty \) (note that \( b > 1 \)), and therefore Carleson’s criterion is satisfied and we find the existence of \( f \in H^\infty(\mathbb{C}_+) \) with \( \|f\|_{H^\infty(\mathbb{C}_+)} \leq C_\delta \). \( \square \)

### H.2 Hardy spaces on a sector

As we have already observed, for \( 0 < \vartheta < \pi \) the function \( z \mapsto \exp(z) \) maps the strip \( S_\vartheta \) bi-holomorphically onto the sector \( \Sigma_\vartheta \). Under this mapping, the lines \( \{ \Im z = r \} \) are mapped to the rays \( \{ \arg(z) = r \} \). Furthermore, the image measure of the Lebesgue measure \( dt \) on these lines is the measure \( dt/t \) along the rays. Either by using these observations or by redoing the proofs, most of the results proved in the preceding sections can be transferred to sectors.

Throughout the discussion we fix \( 0 < \vartheta < \pi \).

**Definition H.2.1 (The Hardy spaces \( H^p(\Sigma_\vartheta) \)).** For \( 1 \leq p \leq \infty \), \( H^p(\Sigma_\vartheta) \) is the Banach space of all holomorphic functions \( f : \Sigma_\vartheta \to \mathbb{C} \) for which

\[
\|f\|_{H^p(\Sigma_\vartheta)} := \sup_{|\nu| \leq \vartheta} \|t \mapsto f(e^{i\nu}t)\|_{L^p(\mathbb{R}, \frac{dt}{|t|})} < \infty.
\]

**Remark H.2.2.** A subtle point arises for \( \vartheta = \frac{1}{2} \pi \): in that case \( S_{\frac{1}{2} \pi} = \mathbb{C}_+ \) is the open right-half plane and the spaces \( H^p(S_{\frac{1}{2} \pi}) \) introduced here should not be confused with the Hardy spaces obtained by imposing that

\[
\sup_{s > 0} \|t \mapsto f(s + it)\|_{L^p(\mathbb{R})}
\]

be finite.
H.3 The Franks–McIntosh decomposition

We will need the sectorial versions of the results in the previous sections. For referencing purposes we document them here.

**Proposition H.2.3.** Let $1 \leq p \leq \infty$. If $f \in H^p(\Sigma_\vartheta)$, then

$$
\sup_{t > 0} \| n \mapsto f(2^n t) \|_{L^p(\mathbb{Z})} \leq K_{\vartheta}^{1/p} \| f \|_{H^p(\Sigma_\vartheta)},
$$

where $K_{\vartheta} = \frac{4}{\pi \log(2)} \vee \frac{2}{\pi \vartheta}$.

**Proof.** Let $\vartheta' = \vartheta / \log(2)$ and define $g : \mathbb{S}_{\vartheta'} \to \mathbb{C}$ by $g(z) = f(e^z) = f(e^{z \log(2)})$. Fix $t > 0$ and $s = \log(t) / \log(2)$. Then by Proposition H.1.2

$$
\sum_{n \in \mathbb{Z}} |f(2^n t)|^p = \sum_{n \in \mathbb{Z}} |g(s + n)|^p \leq \left( \frac{4}{\pi} \vee \frac{2}{\pi \vartheta'} \right) \| g \|_{H^p(\mathbb{S}_{\vartheta'})}^p
$$

$$
= K_{\vartheta} \log(2) \| g \|_{H^p(\mathbb{S}_{\vartheta'})} = K_{\vartheta} \| f \|_{H^p(\Sigma_\vartheta)}^p.
$$

\[ \square \]

**Proposition H.2.4.** Let $1 \leq p \leq \infty$. If $f \in H^p(\Sigma_\vartheta)$, then for all $0 < \eta < \vartheta$

we have $f \in H^\infty(\Sigma_\eta)$ and

$$
\| f \|_{H^\infty(\Sigma_\eta)} \leq \left( \frac{2}{\pi (\vartheta - \eta)} \right)^{1/p} \| f \|_{H^p(\Sigma_\vartheta)}.
$$

**Proposition H.2.5.** Let $f \in H^1(\mathbb{S}_\vartheta)$. Then for all $0 < \eta < \vartheta$,

$$
\sup_{|\vartheta'| \leq \eta} |f(e^{\vartheta'})| \to 0 \text{ as } r \to \infty \text{ or } r \downarrow 0.
$$

**Proposition H.2.6 (Three lines lemma, $L^p$-version for the sector).**

Let $1 \leq p \leq \infty$. If $f \in H^p(\mathbb{S}_\vartheta)$, then for all $0 \leq \vartheta < \nu < \sigma < \vartheta$ we have

$$
\| t \mapsto f(te^{\sigma}) \|_{L^p(\mathbb{R}_+, \varphi_\sigma)} \leq \| t \mapsto f(te^{\nu}) \|_{L^p(\mathbb{R}_+, \varphi_\nu)} \| t \mapsto f(te^{\eta}) \|_{L^p(\mathbb{R}_+, \varphi_\eta)}.
$$

**Proposition H.2.7 (Interpolating sequences for the sector).** For all real $b > 1$ and all $0 < \vartheta < \pi$ the sequence $(b^n)_{n \in \mathbb{Z}}$ is an interpolating sequence for $\Sigma_\vartheta$. Moreover, there is a constant $M_b$ such that for any given sequence $(c_n)_{n \in \mathbb{Z}} \in \ell^\infty(\mathbb{Z})$ an interpolating function can be found of norm

$$
\| f \|_{H^\infty(\Sigma_\vartheta)} \leq M_b \| c \|_{\ell^\infty(\mathbb{Z})}.
$$

H.3 The Franks–McIntosh decomposition

We continue with a useful decomposition for vector-valued $H^\infty$-functions.
Theorem H.3.1 (Franks–McIntosh). Given the angles $0 < \mu < \nu < \pi$, there exist sequences $(f_n)_{n \geq 1}, (g_n)_{n \geq 1}$ in $H^\infty(\Sigma_\mu)$ such that the following two assertions hold:

(i) for all $z \in \Sigma_\mu$ we have

$$\sum_{n \geq 1} |f_n(z)| \leq 1 \quad \text{and} \quad \sum_{n \geq 1} |g_n(z)| \leq 1;$$

(ii) every function $F \in H^\infty(\Sigma_\nu; X)$, where $X$ is any Banach space, can be represented on $\Sigma_\mu$ as a pointwise convergent sum

$$F(z) = \sum_{n \geq 1} f_n(z)g_n(z)x_n, \quad z \in \Sigma_\mu,$$

with coefficients $x_n \in X$ satisfying

$$\sup_{n \geq 1} \|x_n\| \lesssim_{\mu, \nu} \|F\|_{H^\infty(\Sigma_\nu; X)}.$$

For the proof of this theorem we need to introduce some notation. Choose $\rho > 1$ so that

$$\rho - 1 = \frac{1}{2} \text{dist}(e^{i\beta}, \Sigma_\mu) = \frac{1}{2} \sin(\frac{1}{2}(\nu - \mu)), \quad (H.1)$$

where $\beta := \frac{1}{2}(\mu + \nu)$. See Figure (H.1). For $k \in \mathbb{Z}$ we define the line segments $I_k^+$ and $I_k^-$ by

$$I_k^+: = \{re^{\pm i\beta} : \rho^k \leq r \leq \rho^{k+1}\}.$$

The union of these segments is $\partial \Sigma_\beta \setminus \{0\}$. For $\sigma \in \{+,-\}$ let $(e_{j,0}^\sigma)_{j \geq 0}$ be the orthonormal basis for $L^2(I_k^\pm, |dz|/|z|)$ obtained by a Gram–Schmidt orthogonalisation procedure applied to the sequence $(z^l)_{l \geq 0}$. Thus each $e_{j,0}^\sigma$ is a polynomial of degree $j$ which satisfies

$$\int_{I_k^\sigma} z^l e_{j,0}^\sigma(z) \frac{|dz|}{|z|} = 0, \quad l = 0, 1, \ldots, j - 1. \quad (H.2)$$

For $z \in I_k^\sigma$ and $k \in \mathbb{Z}$ set

$$e_{j,k}^\sigma(z) := e_{j,0}^\sigma(\rho^{-k}z). \quad (H.3)$$

Then $(e_{j,k}^\sigma)_{j \geq 0}$ is an orthonormal basis for $L^2(I_k^\sigma, |dz|/|z|)$. Extending these functions identically zero on $\Sigma_\beta \setminus I_k^\sigma$, we obtain an orthonormal basis for $L^2(\partial \Sigma_\beta, |dz|/|z|)$.

For $z, \zeta \in \Sigma_\beta, \ z \neq \zeta$, set

$$K(z, \zeta) := \frac{z^{1/2} \zeta^{1/2}}{z - \zeta}. \quad (H.4)$$
Motivated by this formula we define the holomorphic functions $j,k : \Sigma^1 \to \mathbb{C},$

$$j,k(\zeta) := \frac{1}{2\pi i} \int_{\partial \Sigma_{\beta'}} e^{\tau_{j,k}(z)K(z,\zeta)} \frac{dz}{z}.$$  \tag{H.6}

where $\beta = \beta'(\zeta)$ is as before. By (H.3),

$$\Phi_{j,k}(\zeta) = \Phi_{j,0}(\rho^{-k}\zeta), \quad \eta \in \Sigma_{\beta}.$$  

For these functions we have the following decay estimate.

**Lemma H.3.2.** There is a constant $C \geq 0$, depending only on $\rho$, such that if $\zeta \in \Sigma_{\mu}$ and $n \in \mathbb{Z}$ are such that $\rho^n < |\zeta| \leq \rho^{n+1}$, then

$$|\Phi_{j,k}(\zeta)| \leq C \rho^{-\frac{1}{2}(|k-n|/2)j} \quad \sigma \in \{+,-\}, \quad j \geq 0, \quad k \in \mathbb{Z}.$$
As a consequence, for all \( p > 0 \) there is a constant \( c_p \) such that

\[
\sup_{\zeta \in \Sigma_\mu} \sum_{\sigma \in \{+,-\}} \sum_{j \geq 0} \sum_{k \in \mathbb{Z}} |\Phi_{j,k}(\zeta)|^p \leq c_p.
\]

**Proof.** Fix \( \zeta \in \Sigma_\mu \) and let \( n \in \mathbb{Z} \) be such that \( \rho^n < |\zeta| \leq \rho^{n+1} \). Let \( B_\rho^n \) denote the ball of radius \( \rho^{k+1} - \rho^k \) centred at \( z_k^n := \frac{1}{2}(\rho^{k+1} - \rho^k)e^{\alpha i \beta} \). By (H.1) this ball does not intersect \( \Sigma_\mu \) or \( \partial \Sigma_\mu \).

Suppose \( z \in B_\rho^n \). Using (H.4) and (H.1) we see the following (see Figure H.2):

- if \( n \geq k + 2 \), then \( |z - \zeta| \geq \rho^n - \rho^{k+1} \geq \rho^{n-1}(\rho - 1) \);
- if \( k - 1 \leq n \leq k + 1 \), then \( |z - \zeta| \geq \rho^k - \rho^{k-1} = \rho^{k-1}(\rho - 1) \);
- if \( n \leq k - 2 \), then \( |z - \zeta| \geq \rho^k - \rho^{n+1} \geq \rho^k - \rho^{k-1} \geq \rho^{k-1}(\rho - 1) \).

In all three cases we have \( |z - \zeta| \geq \rho^{\max(n,k)}(\rho - 2)(\rho - 1) \).

A consequence of (H.2),

\[
\sup_{z \in B_\rho^n} |K(z, \zeta)| = \sup_{z \in B_\rho^n} \left| \frac{z^{1/2} \zeta^{1/2}}{z - \zeta} \right|
\]

\[
\leq \rho^2(\rho - 1)^{-1}\rho^{-\max(n,k)} \sup_{z \in B_\rho^n} |z^{1/2} \zeta^{1/2}|
\]

\[
\leq \rho^2(\rho - 1)^{-1}\rho^{-\max(n,k)}(\rho^{k+1/2} + (n+1/2)) = c\rho^{-|k-n|/2},
\]

where \( c = \rho^3(\rho - 1)^{-1} \) only depends on \( \rho \) (and hence on \( \mu \) and \( \nu \)). Let

\[
K(z, \zeta) = \sum_{m \geq 0} b_{m,k}(\zeta) \left( \frac{z - z_k^n}{\rho^{k+1} - \rho^k} \right)^m
\]

be the power series of \( K(\cdot, \zeta) \) on \( B_\rho^n \) in the variable \( (z - z_k^n)/(\rho^{k+1} - \rho^k) \). Then

\[
\left( \sum_{m \geq 0} |b_{m,k}(\zeta)|^2 \right)^{1/2} = \left( \int_{\partial B_\rho^n} |K(z, \zeta)|^2 \frac{|dz|}{2\pi(\rho^{k+1} - \rho^k)} \right)^{1/2} \leq c\rho^{-\frac{1}{2}|k-n|/2}.
\]

The interval \( I_k^x \) is contained in a closed ball of half the radius of \( B_\rho^n \). Thus, by the Cauchy–Schwarz inequality, for \( z \in I_k^x \) and \( j \in \mathbb{Z} \) we obtain

\[
\sum_{m=j}^{\infty} |b_{m,k}(\zeta)\left( \frac{z - z_k^n}{\rho^{k+1} - \rho^k} \right)^m| \leq \left( \sum_{m=j}^{\infty} |b_{m,k}(\zeta)|^2 \right)^{1/2} \left( \sum_{m=j}^{\infty} \frac{1}{2^{2m}} \right)^{1/2} \leq c\rho^{-\frac{1}{2}|k-n|/2-j+\frac{1}{2}}.
\]

Finally, by (H.2), \( e_{j,k}^\sigma \) is orthogonal to \( (z - z_k^n)^l \) for \( 0 \leq l \leq j - 1 \), and since \( e_{j,k}^\sigma \) is supported in \( I_k^x \) we obtain

\[
|\Phi_{j,k}(\zeta)| \leq \frac{1}{2\pi i} \int_{\partial \Sigma_\mu} e_{j,k}^\sigma(z) K(z, \zeta) \frac{dz}{z}.
\]
Fig. H.2: $|z - \zeta| \geq \rho^n - \rho^{k+1}$ for $n \geq k + 2$ and $|z - \zeta| \geq \rho^k - \rho^{k-1}$ for $k - 1 \leq n \leq k + 1$.

\[
\begin{align*}
F.3.1 & \quad \text{Proof of Theorem H.3.1.}\quad \text{Fix } F \in H^\infty(\Sigma_\nu; X).

\text{Step 1} & \quad \text{In this step we show that } F \text{ can be represented as}
\end{align*}
\]
where

\[ x^\sigma_{j,k} := \int_{I_n} F(z) e_j^\sigma(z) \frac{|dz|}{|z|}. \]

We begin by noting that

\[ ||x^\sigma_{j,k}||^2 \leq \int_{I_n} |F(z)|^2 \frac{|dz|}{|z|} \leq \log(\rho) ||F||^2_{H^\infty(\Sigma_n)}. \]

For fixed \( \zeta \in \Sigma_n \) we have \( K(\cdot, \zeta) \in L^1(\partial \Sigma_n, |dz|/|z|) \), and (H.5) and (H.6) give

\[
F(\zeta) = \lim_{n \to \infty} \sum_{\sigma \in \{ +, - \}} \sum_{|k| \leq n} \int_{I_n} F(z) K(z, \zeta) \frac{|dz|}{|z|}
= \lim_{n \to \infty} \sum_{\sigma \in \{ +, - \}} \sum_{|k| \leq n} \int_{I_n} \sum_{j} e_j^\sigma(z) K(z, \zeta) x^\sigma_{j,k} \frac{|dz|}{|z|}
= \lim_{n \to \infty} \sum_{\sigma \in \{ +, - \}} \sum_{|k| \leq n} \Phi^\sigma_{j,k}(\zeta) x^\sigma_{j,k}
= \sum_{\sigma \in \{ +, - \}} \sum_{j \geq 0} \Phi^\sigma_{j,k} \otimes x^\sigma_{j,k},
\]

using Lemma H.3.2 to justify the convergence in the last step. This completes the proof of (H.7).

**Step 2** – We now derive the decomposition of the theorem from the representation given in Step 1. First, \( (\Phi_n)_{n \geq 1} \) and \( (x_n)_{n \geq 1} \) be compatible enumerations of the countable families \( \Phi^\sigma_{j,k} \) and \( x^\sigma_{j,k} \), so that (H.7) takes the form

\[ F(\zeta) = \sum_{n \geq 1} \Phi_n(\zeta) \otimes x_n. \]

Next, let \( \Theta(z) := (\frac{1-z}{1+z})^{2\mu/\pi} \) be a bi-holomorphic mapping of the unit disk \( \mathbb{D} \) onto \( \Sigma_\mu \), and note that it is also a continuous bijection of \( \mathbb{D} \setminus \{ -1, +1 \} \) onto \( \Sigma_\mu \setminus \{ 0 \} \). Then each \( \phi_n := \Phi_n \circ \Theta \) belongs to \( H^\infty(\mathbb{D}) \) and thereby has an inner-outer factorisation \( \phi_n = t_n \omega_n \), where the inner function \( t_n \) has radial limits \( |t_n(z)| = 1 \) for \( z \in \partial \mathbb{D} \), while the outer function \( \omega_n \) has a holomorphic root \( \sqrt{\omega_n} \in H^\infty(\mathbb{D}) \), which can be represented as the Poisson integral of its radial boundary values on \( \partial \mathbb{D} \):

\[
\sqrt{\omega_n}(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} P(z, e^{it}) \sqrt{\omega_n(e^{it})} \, dt,
\]

where the Poisson kernel \( P \) satisfies \( P \geq 1 \) and \( \frac{1}{2\pi} \int_{-\pi}^{\pi} P(z, e^{it}) \, dt = 1 \) for all \( z \in \mathbb{D} \).
Since $|\varphi_n(z)| = |\kappa_n(z)\omega_n(z)| = |\omega_n(z)|$ for $z \in \partial \mathbb{D}$, we have
\[
\sum_{n \geq 1} |\sqrt{\omega_n(z)}| \leq \frac{1}{2\pi} \int_{-\pi}^{\pi} P(z, e^{it}) \sum_{n \geq 1} |\varphi_n(e^{it})|^{1/2} \, dt
= \frac{1}{2\pi} \int_{-\pi}^{\pi} P(z, e^{it}) \sum_{n \geq 1} |\varphi_n(\Theta(e^{it}))|^{1/2} \, dt
\leq \frac{1}{2\pi} \int_{-\pi}^{\pi} P(z, e^{it}) c_{1/2} \, dt = c_{1/2},
\]
where $c_{1/2}$ is the constant from Lemma H.3.2 when $p = 1/2$; we used this lemma at $\zeta = \Theta(e^{it}) \in \partial \Sigma_\mu$, noting that the functions $\varphi_n$, an enumeration of the $\mathcal{F}_{j,k}^\mu$, are holomorphic in a bigger sector; hence in particular continuous up to the boundary $\partial \Sigma_\mu$.

Now it remains to set $f_n := c_{1/2}^{-1}(\kappa_n \omega_n^{1/2}) \circ \Theta^{-1}$ and $g_n := c_{1/2}^{-1} \omega_n^{1/2} \circ \Theta^{-1}$. Since the inner function satisfies $|\kappa_n(z)| \leq 1$, we have
\[
\sum_{n \geq 1} |f_n(\zeta)| \leq \sum_{n \geq 1} |g_n(\zeta)| = c_{1/2}^{-1} \sum_{n \geq 1} |\sqrt{\omega_n(\Theta^{-1}(\zeta))}| \leq 1,
\]
whereas
\[
\sum_{n \geq 1} f_n(\zeta) g_n(\zeta) x_n = \sum_{n \geq 1} c_{1/2}^{-2}(\kappa_n \omega_n)(\Theta^{-1}(\zeta)) x_n = c_{1/2}^{-2} \sum_{n \geq 1} \varphi_n(\Theta^{-1}(\zeta)) x_n
= c_{1/2}^{-2} \sum_{n \geq 1} \varphi_n(\Theta^{-1}(\zeta)) x_n = c_{1/2}^{-2} \mathcal{F}(\zeta).
\]
Replacing $x_n$ by $c_{1/2}^2 x_n$, we obtain the claimed representation of $\mathcal{F}(\zeta)$ for all $\zeta \in \Sigma_\mu$. $\square$

H.4 Notes

Excellent treatments of Hardy spaces include Duren [1970], Garnett [2007], and Hoffman [1962]. These references also contain proofs of Carleson’s criterion used in the proof of Proposition H.1.6.

Section H.1

Hardy spaces on a strip can be defined in various non-equivalent ways. Besides the approach taken here, one could alternatively map the unit disc biholomorphically onto the strip $S_1 = \{|3z| < 1\}$ by means on the conformal mapping $\psi : S_1 \to \mathbb{D}$, $\psi(z) = \tanh(1/4\pi z)$, and then introduce the norm
\[
\|f\|_{H^p(S_1)} := \|f \circ \psi^{-1}\|_{H^p(\mathbb{D})}
\]
where
\[ \|g\|_{H^p(D)} = \sup_{0 < r < 1} \|g(\theta + i\eta)\|_{L^p(\mathbb{T})}. \]

The case of a general strip can be handled similarly. The relation between the spaces \( H^p(S_1) \) and \( \tilde{H}^p(S_1) \) is studied in detail in Bakan and Kaijser [2007], where it is shown that for \( 1 < p < \infty \), a holomorphic function \( f : S_1 \to \mathbb{C} \) belongs to \( H^p(S_1) \) if and only if the function \( w^{1/p} f \) belongs to \( \tilde{H}^p(S_1) \), where \( w(z) = \cosh^{2\pi}(\frac{1}{4} \pi z) \), and this correspondence sets up an isomorphism of Banach spaces.

Section H.2

Hardy spaces on the half-plane based on the norm mentioned in Remark H.2.2 are studied in detail in Hoffman [1962].

Section H.3

Theorem H.3.1 and its proof are taken from Franks and McIntosh [1998]. More on the inner-outer factorisation used in the proof can be found in Rudin [1987, Chapter 17].
Akcoglu’s theory of positive contractions on $L^p$

This appendix reviews some classical results on positive contractions $T \in \mathcal{L}(L^p(S))$ which play a role in establishing the boundedness of the $H^\infty$-functional calculus of several classes of sectorial operators in Chapter 10. Our discussion is tailored for the needs of these applications and splits into two topics: dilation theory and a maximal ergodic theorem.

I.1 Isometric dilations

The main object of interest in this section is defined as follows:

**Definition I.1.1 (Dilations).** Let $X$ and $Y$ be Banach spaces and $T \in \mathcal{L}(X)$ and $U \in \mathcal{L}(Y)$. Then $U$ is called a dilation of $T$ if there exist an isometric embedding $J : X \to Y$ and a contractive projection $P$ in $Y$ onto $\text{R}(J)$ such that

$$JT^k = PU^kJ, \quad \text{for all } k = 0, 1, 2, \ldots$$

The equation can also be expressed by saying that the following ‘diagram commutes’:

$$\begin{array}{ccc}
X & \xrightarrow{T^k} & X \\
\downarrow J & & \downarrow \uparrow_{J^{-1}P} \\
Y & \xrightarrow{U^k} & Y
\end{array}$$

Obviously, $T$ itself is its own dilation with $Y = X$ and $J = P = I_X$. The main interest in dilations is that they may be required to possess additional properties compared to the original operator $T$. The following main result of this section is a prime example of this phenomenon: clearly being an invertible isometry is a much stronger property than just being contractive. While the class of finite-dimensional spaces $\ell^n_p$-spaces considered in the theorem might appear somewhat restricted at first, it provides a good model for general $L^p$-spaces by means of approximation arguments.
Theorem I.1.2 (Akcoglu–Sucheston). Let $T$ be a positive contraction on $\ell_p^n$, where $1 < p < \infty$ and $n \in \mathbb{Z}_+$. Then $T$ has a dilation $U \in \mathcal{L}(L^p(D))$ on some measurable subset $D \subseteq \mathbb{R}^2$, such that $U$ is a positive invertible isometry.

Here we think of $D$ as a measure space equipped with the Lebesgue measure inherited from $\mathbb{R}^2$.

Theorem I.1.2 is a special case of a more general Akcoglu–Sucheston theorem, which asserts that every positive contraction on a space $L^p(S)$ has a positive isometric dilation to a space $L^p(T)$, for some measure space $(T, \mathcal{B}, \nu)$. This result can be deduced from Theorem I.1.2 using ultrapower techniques.

Since we will not need this more general version, we defer a discussion of it to the Notes at the end of the chapter.

Before turning to the proof of Theorem I.1.2 we note that it suffices to prove the theorem for the case where all spaces are real. Indeed, if $T$ is a positive contraction on the space $E := \ell_p^n$, then it restricts to a positive contraction on its real subspace $E : = \ell_p^n(\mathbb{R}) = \ell_p^n(\mathbb{R})$, and the positive cones in $E$ and $E^*$ will be denoted by $E_+$ and $E_+^*$, respectively.

We will treat the vectors $x \in E$ as functions $x : \{1, \ldots, n\} \to \mathbb{R}$ and, accordingly, interpret all usual algebra like exponentiation and inequalities in the pointwise (component-wise) sense. In particular, for $x \in E_+$, the vector $x^{p-1} \in E_+^*$ satisfies

$$\|x\|^p_p = \|x^{p-1}\|_{p'} = \langle x, x^{p-1} \rangle$$

We define the (non-linear) mapping $M_T : E_+ \to E_+^*$ by

$$M_T x := T^* ((Tx)^{p-1}).$$

Our first aim is to establish the following:

**Lemma I.1.3.** There exists a vector $x \in E_+$ with strictly positive coordinates such that $M_T x \leq x^{p-1}$.

The proof of the lemma proceeds in several steps.

**Lemma I.1.4.** If $x \in E_+$ satisfies $\|Tx\|_p = \|T\|\|x\|_p$, then

$$M_T x = \|T\|^p x^{p-1}.$$
Proof. By (1.1) we have
\[ \|M_TX\|_{p'} \leq \|T^*\| \|T\| \|T^{-1}x\|_{p'} = \|T\| \|T\|^{-1} = \|T\| \|x\|_{p}^{p-1}. \]

Also, by Hölder’s inequality,
\[ \|x\|_p \|M_TX\|_{p'} \geq \langle x, M_TX \rangle = \langle Tx, (T^{-1})_{p}^{-1} \rangle = \|Tx\|_p = \|T\| \|x\|_p. \]

Combining these inequalities we find that \( \|M_TX\|_{p'} = \|T\| \|x\|_p^{p-1} \), which means that we had equality throughout. In particular we have equality in Hölder’s inequality, i.e., \( \|x\|_p \|M_TX\|_{p'} = \langle x, M_TX \rangle \). This is only possible if \( M_TX = \lambda x^{p-1} \) for some constant \( \lambda \geq 0 \). But then \( \langle x, \lambda x^{p-1} \rangle = \|T\| \|x\|_p^{p} \) shows that \( \lambda = \|T\|^{p} \).

For any subset \( I \) of \{1, \ldots, n\} we denote by \( T_I \) the positive contraction on \( E \) defined by
\[ T_I x := T(1_I x), \quad x \in E. \]

The support of an element \( x \in E \) is defined as \( \text{supp}(x) := \{ i \in \{1, \ldots, n\} : x_i \neq 0 \} \). For subsets \( I \subseteq \{1, \ldots, n\} \) let
\[ E_I = \{ x \in E : \text{supp}(x) \subseteq I \} \]
be the subspace of elements with support contained in \( I \). By \( E_+(I) = \{ x \in E_I : x \geq 0 \} \) we denote its positive cone. It is immediate to check that the adjoint of \( T_I \) is given by \( T_I^{*} = 1_I T^{*} \).

**Lemma I.1.5.** If \( x \in E_+(I) \) satisfies \( \|Tx\|_p = \|T_I\| \|x\|_p \), then
\[ 1_I M_TX = \|T_I\| x^{p-1}. \]

**Proof.** By the previous lemma applied to \( T_I \),
\[ 1_I M_TX = 1_I T^* (T^{-1})^{p-1} = T_I^* (T^{-1})^{p-1} = T_I^* (T_I x)^{p-1} = M_TI x = \|T_I\| x^{p-1}. \]

**Lemma I.1.6.** Let \( x, y \in E_+ \) have disjoint supports. If \( M.Tx \leq x^{p-1} \), then the supports of \( x \) and \( M_T y \) are disjoint and \( M_T (x + y) = M_T x + M_T y \).

**Proof.** Using the positivity of \( T \) and assumptions we have \( 0 \leq \langle Ty, (T^{-1})^{p-1} \rangle = \langle y, M_T x \rangle \leq \langle y, x^{p-1} \rangle = 0 \). It follows that \( \langle Ty, (T^{-1})^{p-1} \rangle = 0 \). Therefore \( Ty \) and \( (T^{-1})^{p-1} \) must have disjoint supports, and this implies that \( Ty \) and \( T^{-1} \) have disjoint supports. But then \( 0 = \langle Tx, (T^{-1})^{p-1} \rangle = \langle x, M_T y \rangle \), from which we infer that \( x \) and \( M_T y \) have disjoint supports.

Using again that \( Tx \) and \( Ty \) have disjoint supports, we find that \( \langle T(x + y), (T^{-1})^{p-1} \rangle = \langle (T^{-1})^{p-1}, (Ty)^{p-1} \rangle = (T^{-1})^{p-1}y \), we find that \( M_T (x + y) = M_T x + M_T y \). Applying \( T^* \) to both sides of this identity gives \( M_T (x + y) = M_T x + M_T y \).
The attentive reader will have noticed that, in the preceding lemmas, the role of \( E = \ell^n_p \) could be taken over by any \( L^p \)-space, provided we replace \( I \) by a general measurable set. In the next proof, however, the finite-dimensionality of \( \ell^n_p \) is decisive:

**Proof of Lemma I.1.3.** We claim that if \( x \in E_+ \) has support strictly contained in \( \{1, \ldots, n\} \) and satisfies \( M_T x \leq x^{p-1} \), then there exists \( x' \in E_+ \) with support strictly larger than the support of \( x \) and satisfying \( M_T x' \leq (x')^{p-1} \).

Once we have convinced ourselves of the truth of this claim, we may prove the lemma by starting with \( x = 0 \) and repeatedly applying the claim until we arrive, in finitely many steps, at a positive element \( x \in E_+ \) of full support satisfying \( M_T x \leq x^{p-1} \).

To prove the claim let \( x \in E_+ \) have support \( I \) strictly contained in \( \{1, \ldots, n\} \) and satisfy \( M_T x \leq x^{p-1} \). Let \( J := \complement I \). Since \( E_J \) is non-zero and finite-dimensional there exists \( y \in E_J \) such that \( k y k = 1 \) and

\[
\|T y\| = \|T_J y\| = \|T_J\|.
\]

Therefore by Lemma I.1.5 and the contractivity of \( T_J \),

\[
1_J M_T y = \|T_J\| y^{p-1} \leq y^{p-1}.
\]

Since by assumption \( M_T x \leq x^{p-1} \), by Lemma I.1.6 the supports of \( x \) and \( M_T y \) are disjoint and we have \( M_T (x + y) = M_T x + M_T y \). Since the support of \( x \) equals \( I \), the disjointness of \( x \) and \( M_T y \) implies that the support of \( M_T y \) is contained in \( J \), so \( 1_J M_T y = M_T y \). Then the latter implies

\[
M_T (x + y) = M_T x + M_T y = M_T x + 1_J M_T y \leq x^{p-1} + y^{p-1} = (x + y)^{p-1},
\]

where we used that the supports of \( x \) and \( y \) are disjoint. The element \( x + y \) has the desired properties.

We are now ready for:

**Proof of Theorem I.1.2.** As before we write \( E = \ell^n_p \). By Lemma I.1.3 there exists a vector \( x \in E_+ \), with all coordinates strictly positive, satisfying \( M_T x \leq x^{p-1} \). Let \( y := T x \). Let

\[
I := \{1, \ldots, n\} \quad \text{and} \quad J := \{j \in I : y_j \neq 0\}
\]

be the supports of \( x \) an \( y \), respectively. Representing \( T = (t_{ij})_{i,j=1}^n \) as a matrix with respect to the standard basis of \( E \), we set

\[
\xi_{ij} := t_{ij} \frac{x_i}{y_j}, \quad (i, j) \in I \times J,
\]

\[
\eta_{ij} := t_{ij} \left( \frac{y_j}{x_i} \right)^{p-1}, \quad (i, j) \in I \times I.
\]

Then for all \( j \in J \) we have
\[
\sum_{i=1}^{n} \xi_{ij} = \frac{1}{y_j} \sum_{i=1}^{n} t_{ji} x_i = \frac{(Tx)_j}{y_j} = \frac{y_j}{y_j} = 1
\]

and similarly, for all \( i \in I \),
\[
\sum_{j \in J} \eta_{ij} = \sum_{j=1}^{n} \eta_{ij} = \frac{1}{x_i^{p-1}} \sum_{j=1}^{n} t_{ji} (Tx)_j^{p-1} = \frac{(T^*(Tx)_i^{p-1})}{x_i^{p-1}} = \frac{(M_T x)_i}{x_i^{p-1}} \leq x_i^{p-1} = 1.
\]

We will now describe the construction of the new measure space, which will arise as a union of (axes-parallel) rectangles in \( \mathbb{R}^2 \). We say that subsets of \( A, B \subseteq \mathbb{R}^2 \) are strongly disjoint if their projections into both coordinate axes are disjoint, i.e., if \( (x, y) \in A \), then \( \{x\} \times \mathbb{R} \) and \( \mathbb{R} \times \{y\} \) are both disjoint from \( B \).

We choose disjoint intervals \( I_i, i \in I \), of length one and set \( N_i := I_i \times I_i \); these are strongly disjoint. For each \( i \in I \), we choose disjoint subintervals \( J_{ij} \subseteq I_i, j \in J \), of length \( \eta_{ij} \), and denote
\[
J_i := \bigcup_{j \in J} J_{ij} \subseteq I_i, \quad |J_i| = \sum_{j \in J} |J_{ij}| \sum_{j \in J} \eta_{ij} = \sum_{j=1}^{n} \eta_{ij} \leq 1.
\]

Also, for each \( j \in J \) we partition
\[
I_j = \bigcup_{i \in I} I_{ij}, \quad |I_{ij}| = \xi_{ij}.
\]

For \( (i, j) \in I \times J \) we now set
\[
N_i := I_i \times I_i, \quad R_{ij} := I_i \times J_{ij} \subseteq I_i \times J_i \subseteq N_i, \quad S_{ij} := I_i \times I_j \subseteq N_j
\]
and
\[
R := \bigcup_{(i, j) \in I \times J} R_{ij} = \bigcup_{i \in I} I_i \times J_i, \quad S := \bigcup_{(i, j) \in I \times J} S_{ij} = \bigcup_{j \in J} N_j.
\]

Let further \( D_0 := \bigcup_{i=1}^{n} N_i \) and observe that
\[
D_0 \setminus R = \bigcup_{i \in I} I_i \times (I_i \setminus J_i), \quad D_0 \setminus S = \bigcup_{i \in I \setminus J_i} N_i
\]
are certain unions of rectangles. We then define \( D_k, k \geq 1 \), to consist of strongly disjoint translates of \( D_0 \setminus R \), and \( D_k, k \leq -1 \), to consist of strongly disjoint translates of \( D_0 \setminus S \). Let finally \( D := \bigcup_{k \in \mathbb{Z}} D_k. \)
Given two rectangles \( A = A_1 \times A_2, B = B_1 \times B_2 \subseteq \mathbb{R}^2 \), we define the special affine transform of \( A \) onto \( B \) as the unique \( \tau : A \to B \) of the form \( \tau(u, v) = (\tau_1(u), \tau_2(v)) \), where \( \tau_i(t) = a_{i1}t + a_{i2} \) is the unique increasing affine bijection of the interval \( A_i \subseteq \mathbb{R} \) onto the interval \( B_i \subseteq \mathbb{R} \) for both \( i = 1, 2 \). While this precise form of \( \tau \) is somewhat irrelevant, it is important for later considerations that we choose our mapping to act independently in the first and the second coordinate.

We next construct a bijection of \( D \) onto itself.

**Step 1** (action on \( R \)) – We define \( \tau : R \to S \) by \( \tau = \tau_{ij} \) on \( R_{ij} \), where \( \tau_{ij} \) is the special affine transform of \( R_{ij} \) onto \( S_{ij} \).

**Step 2** (action on \( D_0 \setminus R \) and \( \bigcup_{k \geq 1} D_k \)) – If \( R = D_0 \), then we define \( \tau \) as the identity mapping on \( \bigcup_{k \geq 1} D_k \); otherwise we define \( \tau \) to be the translation of \( D_0 \setminus R \) onto \( D_1 \), and of \( D_k \) onto \( D_{k+1} \) for each \( k \geq 1 \).

**Step 3** (action on \( \bigcup_{k \geq 1} D_{-k} \)) – If \( S = D_0 \), then define \( \tau \) as the identity mapping on \( \bigcup_{k \geq 1} D_{-k} \); otherwise we define \( \tau \) to be the translation of \( D_{-1} \) onto \( D_0 \setminus S \), and of \( D_{-k-1} \) onto \( D_{-k} \) for \( k \geq 1 \).

On \( D \) we consider the image measure \( \mu := \lambda \circ \tau^{-1} \), where \( \lambda \) is the restriction of the Lebesgue measure to \( D \). The measure \( \mu \) is absolutely continuous with respect to \( \lambda \). Denoting the Radon–Nikodým derivative of \( \mu \) with respect to \( \lambda \) by \( \rho \), for \((i, j) \in I \times J \) and \((u, v) \in S_{ij} \) we have

\[
\rho(u, v) = \frac{d\mu(u, v)}{d\lambda(u, v)} = \frac{\lambda(\tau^{-1}(S_{ij}))}{\lambda(S_{ij})} = \frac{\lambda(R_{ij})}{\lambda(S_{ij})} = \frac{\eta_{ij}}{\xi_{ij}} = \frac{t_{ji}(\frac{y}{x})^{p-1}}{t_{ji}(\frac{x}{y})^{p-1}} = \left(\frac{y_{j}}{x_{i}}\right)^{p}.
\]

Consider the positive operator \( U : f \mapsto Uf \) defined by

\[
Uf(u, v) := \rho(u, v)^{1/p} f(\tau^{-1}(u, v)), \quad (u, v) \in D.
\]

This operator is an invertible isometry of \( L^p(D, \lambda) \): invertibility is clear and it is an isometry since

\[
\int_D |Uf|^p \, d\lambda = \int_D \rho |f \circ \tau^{-1}|^p \, d\lambda = \int_D |f \circ \tau^{-1}|^p \, d(\lambda \circ \tau^{-1}) = \int_D |f|^p \, d\lambda.
\]

To conclude the proof of Theorem I.1.2 we will now show that \( U \) is a positive isometric dilation of \( T \). More precisely, we will show that

\[
HT^k = PU^k H, \quad k = 0, 1, \ldots,
\]

where \( H : E \to L^p(D, \lambda) \) is the isometric embedding given by

\[
H_\xi = \sum_{i=1}^n \xi_i 1_{N_i}, \quad \xi \in E = \ell^p_n,
\]
Fig. I.1: The case $I = \{1, 2, 3\}$ and $J = \{1, 2\}$. The action of $\tau$ is indicated with dashed arrows. The rectangles $R_{ij}$ are mapped on $S_{ij}$; $D_0 \setminus R = \bigcup_{i=1}^{3} N_i \setminus R_i$ is mapped to $D_1 = \bigcup_{i=1}^{3} D_1i$; $D_1$ to $D_2$; $D_{-1}$ is mapped to $D_0 \setminus S$, $D_{-2}$ to $D_{-1}$, etc.
and $P$ is the contractive projection in $L^p(D, \lambda)$ onto the range of $H$, given as the averaging operator over the sets $N_i$:

$$Pf(u, v) := \begin{cases} \frac{1}{\lambda(N_i)} \int_{N_i} f \, d\lambda & \text{if } (u, v) \in N_i \text{ for some } i \in I; \\ 0 & \text{otherwise.} \end{cases} \quad (I.5)$$

The proof of (I.4) will be split into several lemmas.

**Lemma I.1.7.** If $f, g \in L^p(D, \lambda)$ are two functions supported in $D_0 \cup \bigcup_{k \geq 1} D_k$ which depend only on the first coordinate, then $Pf = Pg$ implies $PUf = PUg$. Furthermore, $PUf$ and $PUg$ have their supports in $D_0 \cup \bigcup_{k \geq 1} D_k$ again.

**Proof.** If $f : D \to \mathbb{R}$, $(u, v) \mapsto f(u, v)$, depends only on the $u$-coordinate we may define $F(u) := f(u, v)$ for $(u, v) \in D$. For $j \in J$ we then have

$$\int_{N_j} Uf \, d\lambda = \sum_{i \in I} \int_{S_{ij}} \rho^{1/p} \rho^{-1} f(\tau_{ij}^{-1}) \, d\lambda = \sum_{i \in I} \int_{S_{ij}} \rho^{1/p} \rho^{-1} f(\tau_{ij}^{-1}) \, d\mu$$

$$= \sum_{i \in I} \left( \frac{y_j}{x_i} \right)^{1-p} \int_{R_{ij}} f \, d\lambda = \sum_{i \in I} \left( \frac{y_j}{x_i} \right)^{1-p} \int_{R_{ij}} F(u) \, du \, dv$$

$$= \sum_{i \in I} \left( \frac{y_j}{x_i} \right)^{1-p} \eta_{ij} \int_{I_i} F(u) \, du = \sum_{i \in I} t_{ji} \int_{N_i} f \, d\lambda,$$

keeping in mind that $|N_i| = 1$ in the last step. If $j \in I \setminus J$ then $N_j \subseteq D_0 \setminus S$ and $\tau^{-1}(N_j) \subseteq D_{-1}$. It follows that $PUf = 0$ on $N_j$ whenever $f = 0$ on $D_{-1}$. Hence,

$$PUf = \sum_{j \in J} \sum_{i \in I} t_{ji} \int_{N_i} f \, d\lambda \mathbf{1}_{N_i}. \quad (I.6)$$

Now, if $Pf = Pg$ and $f, g$ are both supported in $D_0 \cup \bigcup_{k \geq 1} D_k$, then for all $j \in J$ we have $\int_{N_j} f \, d\lambda = \int_{N_j} g \, d\lambda$ and hence $PUf = PUg$ by (I.6).  \qed

**Lemma I.1.8.** For all $\xi \in E$ and $k \in \mathbb{Z}_+$ we have

$$PU^k \left( \sum_{i \in I} \xi_i \mathbf{1}_{N_i} \right) = \sum_{j \in J} (T^k \xi)_j \mathbf{1}_{N_j}.$$

**Proof.** We prove the lemma by induction on $k$. For $k = 0$ the assertion follows from $P \mathbf{1}_{N_i} = \mathbf{1}_{N_i}$ if $i \in J$ and $P \mathbf{1}_{N_i} = 0$ if $i \notin J$. The case $k = 1$ follows from (I.6) since

$$PU \left( \sum_{i \in I} \xi_i \mathbf{1}_{N_i} \right) = \sum_{j \in J} \sum_{m \in I} t_{jm} \int_{N_m} \sum_{i \in I} \xi_i \mathbf{1}_{N_i} \, d\lambda \mathbf{1}_{N_j}$$

$$= \sum_{j \in J} \sum_{m \in I} t_{jm} \xi_m \mathbf{1}_{N_j} = \sum_{j \in J} (T \xi)_j \mathbf{1}_{N_j}.$$
For the induction step, suppose the lemma has been shown for the indices $0, 1, \ldots, k$. Since $f = \sum_{i \in I} \xi_i 1_{N_i}$ depends only on the $u$-coordinate, the same is true for $Uf$, since $\tau$ is piecewise affine and the Radon–Nikodym derivative $\rho$ depends only on the $u$-coordinate. Hence $U^k f$ depends only on the $u$-coordinate. Since, trivially,

$$P\left(U^k \left( \sum_{i \in I} \xi_i 1_{N_i} \right) \right) = P\left( PU^k \sum_{i \in I} \xi_i 1_{N_i} \right),$$

by Lemma I.1.7 we obtain

$$PU^{k+1} \left( \sum_{i \in I} \xi_i 1_{N_i} \right) = PU \left( U^k \left( \sum_{i \in I} \xi_i 1_{N_i} \right) \right) = PU \left( PU^k \sum_{i \in I} \xi_i 1_{N_i} \right) = PU \left( \sum_{i \in I} (T^k \xi)_i 1_{N_i} \right)$$

$$= \sum_{j \in J} \sum_{i \in I} t_{jm} \int_{N_{ji}} \left( \sum_{i \in I} (T^k \xi)_i 1_{N_i} \right) \, d\lambda 1_{N_j}$$

$$= \sum_{j \in J} \sum_{i \in I} t_{ji} (T^k \xi)_i 1_{N_j} = \sum_{j \in J} (T^{k+1} \xi)_j 1_{N_j}.$$ 

This concludes the induction step. \hfill \Box

Combining the preceding lemmas we obtain $JT^m = PU^n J$ for all $n = 0, 1, \ldots$. As we have already pointed out, this concludes the proof of Theorem I.1.2. \hfill \Box

Remark I.1.9. In some applications, notably the proof of Theorem I.2.1 below, it suffices to consider the special case where $t_{ij} > 0$ for all $1 \leq i, j \leq n$ and $\|T\| = 1$. Under these conditions we have $J = I = \{1, \ldots, n\}$ in (I.2) and $\sum_{j \in J} \eta_{ij} = \sum_{i \in I} \xi_i = 1$ in (I.3), the reason for the latter being that we now have equality $M_{TX} = x^{p-1}$ in Lemma I.1.4. The action of $\tau$ becomes trivial on the sets $D_k$ for $k \neq 0$ and they can be omitted from the construction; they were introduced only to accommodate the possibility that $\sum_{j \in J} \eta_{ij} < 1$.

I.2 Maximal ergodic averages

The main result of this section is the following maximal theorem which, besides its independent interest, also illustrates the application of Theorem I.1.2.

Theorem I.2.1 (Akcoglu). Let $(S, \mathcal{A}, \mu)$ be a measure space, $1 < p < \infty$, and $T$ be a positive contraction on $L^p(S)$. Then, for each $f \in L^p(S)$,

$$\left\| \sup_{n \geq 1} \frac{1}{n} \sum_{m=0}^{n-1} T^m f \right\|_p \leq p' \|f\|_{p'}.$$
We begin by establishing an important special case:

**Lemma I.2.2 (Hardy and Littlewood).** Theorem I.2.1 holds for \( S = \mathbb{Z} \) and the forward shift \( T_f(x) := f(x + 1) \).

**Proof.** In this case

\[
\sup_{n \geq 1} \left| n^{-1} \sum_{m=0}^{n-1} T^m f(x) \right| =: Mf(x)
\]

is a one-sided Hardy–Littlewood maximal function. Consider the set

\[
\{ x \in \mathbb{Z} : Mf(x) > \lambda \} \cap [-N, \infty).
\]

If it is non-empty, let \( x_1 \) be its smallest element, and let \( y_1 > x_1 \) be the smallest integer such that

\[
\frac{1}{y_1 - x_1} \sum_{k=x_1}^{y_1} |f(k)| > \lambda.
\]

Assuming that \( x_1 < y_1 \leq x_2 < y_2 \leq \ldots \leq x_{m-1} < y_{m-1} \) are already chosen, let \( x_m \geq y_{m-1} \) be the smallest integer such that \( Mf(x_m) > \lambda \), and let \( y_m > x_m \) be the smallest integer such that

\[
\frac{1}{y_m - x_m} \sum_{k=x_m}^{y_m} |f(k)| > \lambda.
\]

Continuing this way we find that every \( x \geq -N \) such that \( Mf(x) > \lambda \) is contained in some \( I_m := [x_m, y_m) \cap \mathbb{Z} \) such that

\[
\frac{1}{\#I_m} \sum_{k \in I_m} |f(k)| > \lambda,
\]

and these intervals are disjoint. Hence

\[
\#\{ x \geq -N : Mf(x) > \lambda \} \leq \sum_{m=1}^{\infty} \#I_m \leq \frac{1}{\lambda} \sum_{m=1}^{\infty} \sum_{k \in I_m} |f(k)| \leq \frac{1}{\lambda} \|f\|_{L^1(\mathbb{Z})}.
\]

Taking the limit \( N \to \infty \) we see that

\[
\|Mf\|_{L^1, \infty(\mathbb{Z})} \leq \|f\|_{L^1(\mathbb{Z})}.
\]

Now the estimate in \( \ell^p(\mathbb{Z}) \) follows by the Marcinkiewicz interpolation theorem (Corollary 2.2.4) from the established weak \( \ell^1 \) bound and a trivial \( \ell^\infty \) bound, both of which have constant 1.

We proceed to a somewhat more general special case of the theorem:
Lemma I.2.3. Theorem I.2.1 holds for positive invertible isometries.

Proof. The proof consists of a reduction to the previous Lemma I.2.2. For $0 \leq g \in L^p(S)$ and $N \geq 1$ define

$$M_N g := \max_{1 \leq n \leq N} \frac{1}{n} \sum_{m=0}^{n-1} T^m g, \quad M g := \sup_{n \geq 1} \frac{1}{n} \sum_{m=0}^{n-1} T^m g,$$

where the maximum and supremum are take pointwise with respect to $S$.

In view of the inequality $|T^m f| \leq T^m |f|$, to prove the lemma it suffices to consider positive functions $f \geq 0$. We fix such a function and keep $N \geq 1$ fixed for the moment. For $k = 1, \ldots, N$ and $j \in \mathbb{Z}$ let

$$A_{j,k} := \left\{ s \in S : M_N(T^j f) = \frac{1}{k} \sum_{m=0}^{k-1} T^{j+m} f \right\}$$

be the set of all $s \in S$ where the maximum in the definition of $M_N(T^j f)$ is taken at index $n = k$. On $A_{j,k}$ we have the pointwise inequality

$$M_N(T^j f) = T^j \left( \frac{1}{k} \sum_{m=0}^{k-1} T^m f \right) \leq T^j \left( \max_{1 \leq n \leq N} \frac{1}{n} \sum_{m=0}^{n-1} T^m f \right) = T^j(M_N f)$$

using the positivity of $T$ in the middle step. Since $S = A_{j,1} \cup \cdots \cup A_{j,N}$, it follows that $(M(T^j f))_N \leq T^j(M_N f)$ on $S$, and taking $L^p$-norms gives

$$\|M_N(T^j f)\|_p \leq \|T^j(M_N f)\|_p.$$  

Applying this to $T^{-j} f$ in place of $f$ and using that $T$ is a contraction, we obtain

$$\|M_N f\|_p \leq \|T^j(M_N(T^{-j} f))\|_p \leq \|M_N(T^{-j} f)\|_p.$$  

Averaging over $-k \leq j \leq k$, this implies

$$\|M_N f\|_p^p \leq \frac{1}{2k+1} \sum_{j=-k}^{k} \int_S |M_N(T^j f)|^p \, d\mu$$

$$= \frac{1}{2k+1} \int_S \sum_{j=-k}^{k} \left( \max_{1 \leq n \leq N} \frac{1}{n} \sum_{m=0}^{n-1} T^{j+m} f \right)^p \, d\mu$$

$$\leq \frac{1}{2k+1} \int_S \sum_{j \in \mathbb{Z}} \left( \max_{1 \leq n \leq N} \frac{1}{n} \sum_{m=0}^{n-1} 1_{[-k,k+N-1]}(j+m) T^{j+m} f \right)^p \, d\mu.$$

By Lemma I.2.2, applied to $\xi_j = 1_{[-k,N,k+N]}(j) T^j f(s)$ with $s \in S$,

$$\sum_{j \in \mathbb{Z}} \left( \max_{1 \leq n \leq N} \frac{1}{n} \sum_{m=0}^{n-1} 1_{[-k,k+N-1]}(j+m) T^{j+m} f(s) \right)^p.$$  
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Putting things together and using that \( T \) is a contraction, this gives

\[
\|M_N f\|_p \leq (p')^p \frac{1}{2k+1} \sum_{j=-k}^{k+N-1} \int_S |T^j f|^p \, d\mu
\]

\[
\leq (p')^p \frac{1}{2k+1} \sum_{j=-k}^{k+N-1} \|f\|_p^p = (p')^p \frac{2k+1}{2k} \|f\|_p^p.
\]

Letting \( k \to \infty \) gives \( \|M_N f\|_p \leq p' \|f\|_p \), and letting \( N \to \infty \) we finally obtain \( \|M f\|_p \leq p' \|f\|_p \).

In order to deduce the general case from this lemma, we also need:

**Lemma 1.2.4.** For positive functions \( f_1, g_1, \ldots, f_k, g_k \) in \( L^p(S) \), we have

\[
\left\| \max_{1 \leq j \leq k} f_j - \max_{1 \leq j \leq k} g_j \right\|_p \leq k^{1/p} \max_{1 \leq j \leq k} \|f_j - g_j\|_p.
\]

**Proof.** Starting with the reverse triangle inequality \( \|x\| - \|y\| \leq \|x - y\| \) in \( \ell^\infty_k \), we have

\[
\left\| \max_{1 \leq j \leq k} f_j - \max_{1 \leq j \leq k} g_j \right\|_p \leq \left\| \max_{1 \leq j \leq k} |f_j - g_j| \right\|_p \leq \left\| \left( \sum_{1 \leq j \leq k} |f_j - g_j|^p \right)^{1/p} \right\|_p
\]

\[
= \left( \sum_{1 \leq j \leq k} \left\| f_j - g_j \right\|_p^p \right)^{1/p} \leq k^{1/p} \max_{1 \leq j \leq k} \|f_j - g_j\|_p.
\]

**Proof of Theorem 1.2.1.** It suffices to consider positive functions \( f \geq 0 \). The proof is divided into a number of steps.

**Step 1** — First we will prove the theorem for positive contractions \( T = (t_{ij})_{i,j=1}^n \) on \( \ell^p_\mathbb{N} \). Let \( \xi \geq 0 \) be a positive element in \( \ell^p_\mathbb{N} \) and set

\[
\xi_j := \sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} (T^m \xi)_j, \quad j = 1, \ldots, n.
\]

Let \( U \) be a positive, invertible isometry of \( L^p(D) \) dilating \( T \), as provided by Theorem 1.1.2, and let \( f = \sum_{i=1}^n \xi_i 1_{N_i} \) be a simple function in \( L^p(D) \), with the sets \( N_i \) as before. Set

\[
\mathcal{f} := \sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} U^m f.
\]
Then \( \|f\|_p = \|\xi\|_p \) and, by Lemma I.2.3,
\[
\|\overline{T}\|_p \leq p \|f\|_p = p \|\xi\|_p.
\]
Denote by \( P \) the positive projection associated with the dilation of \( T \), given by (I.5). Since \( P \) is positive we have
\[
\sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} P U^m f \leq P \overline{T}.
\]
But
\[
\sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} P U^m f = \sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} \sum_{j \in J} (T^m \xi)_j 1_{N_j} = \sum_{j=1}^n \xi_j 1_{N_j},
\]
where the last equality uses the disjointness of the \( N_j \). Therefore
\[
\left\| \sup_{M \geq 1} \frac{1}{M} \sum_{m=0}^{M-1} T^m \xi \right\|_p = \|\overline{\xi}\|_p = \left\| \sum_{j=1}^n \xi_j 1_{N_j} \right\|_p \leq \|P \overline{T}\|_p \leq p' \|\xi\|_p,
\]
using that \( P \) is contractive in the last step.

Step 2—The general case of a positive contraction on \( L^p(S) \) will be handled by approximation. If \( \pi := \{S_1, \ldots, S_n\} \) is a finite partition of \( S \), we define the positive contraction \( E_\pi \) on \( L^p(S) \) by \( E_\pi f = \sum_{i=1}^n c_i 1_{S_i}, \) where
\[
c_i = \begin{cases} 
\frac{1}{\mu(S_i)} \int_{S_i} f \, d\mu & \text{if } \mu(S_i) < \infty; \\
0 & \text{otherwise}.
\end{cases}
\]
This operator is a close relative, but in general not strictly an instance, of the conditional expectations considered in Chapter 2, when \( \mu(S_i) = \infty \) for some \( i \).

Below we shall use the following simple observation: Given an \( \varepsilon > 0 \) and any finite sequence \( f_1, \ldots, f_k \) in \( L^p(S) \), by a simple approximation argument it is possible to find a partition \( \pi \) of \( S \) such that \( \|f_j - E_\pi f_j\|_p < \varepsilon \) for all \( 1 \leq j \leq k \).

We claim that if \( \varepsilon > 0, f \in L^p(S) \), and an integer \( k \geq 1 \) are given, we can find a partition \( \pi \) of \( S \) such that
\[
\|T^j f - (E_\pi T)^j E_\pi f\|_p < \varepsilon, \quad j = 0, 1, \ldots, k - 1. \tag{I.7}
\]
Indeed, choose \( \pi \) so that \( \|T^j f - E_\pi T^j f\|_p < \varepsilon/k \) for \( j = 0, 1, \ldots, k \). By induction on \( j \) we will show that
\[
\|T^j f - (E_\pi T)^j E_\pi f\|_p < \varepsilon(j+1)/k \quad \text{for } j = 0, 1, \ldots, k - 1.
\]
The result is true for \( j = 0 \). If it is true for \( j \), then
$\|T^{j+1}f - (E_\pi T)^{j+1}E_\pi f\|_p$

$\leq \|T^{j+1}f - E_\pi T f\|_p + \|T^j f - (E_\pi T)^j E_\pi f\|_p < \varepsilon/k + \varepsilon(j + 1)/k$

by the choice of $\pi$, the contractivity of $E_\pi$ and $T$, and the induction hypothesis. This proves the claim (1.7) by induction.

Step 3 – To finish the proof, we observe by Step 1 that

$$\left\| \sup_{N \geq 1} \frac{1}{N} \sum_{m=0}^{N-1} (E_\pi T)^m E_\pi f \right\|_p \leq p'\|E_\pi f\|_p \leq p'\|f\|_p,$$

since $E_\pi f$ lives in the $L^p$-space over a measure space generated by the finitely many elements of $\pi = \{S_1, \ldots, S_n\}$ of finite measure, which can be identified with $\ell^p_n$ for some $n_1 \leq n$, and $E_\pi T$ is a positive contraction on this same space. On the other hand, by Lemma I.2.4, we have

$$\left\| \max_{1 \leq N \leq k} \frac{1}{N} \sum_{m=0}^{N-1} T^m f - \max_{1 \leq N \leq k} \frac{1}{N} \sum_{m=0}^{N-1} (E_\pi T)^m E_\pi f \right\|_p$$

$$\leq k^{1/p} \max_{1 \leq N \leq k} \left\| \frac{1}{N} \sum_{m=0}^{N-1} T^m f - \sum_{m=0}^{N-1} (E_\pi T)^m E_\pi f \right\|_p$$

$$\leq k^{1/p} \max_{0 \leq m \leq k-1} \left\| T^m f - (E_\pi T)^m E_\pi f \right\|_p,$$

where the right side can be made arbitrarily small by the choice of $\pi$, according to Step 3. Thus

$$\left\| \max_{1 \leq N \leq k} \frac{1}{N} \sum_{m=0}^{N-1} T^m f \right\|_p \leq p'\|f\|_p,$$

and passing to the limit $k \to \infty$, the theorem is proved.

\[\Box\]

I.3 Notes

Section I.1

The proof of Theorem I.1.2 follows the original argument of Akcoglu and Sucheston [1977] as presented in Fendler [1998]. The simpler case when $T$ has norm one and strictly positive matrix elements, had been established before in Akcoglu [1975]; these additional assumptions could be avoided in Akcoglu and Sucheston [1977] thanks to Lemma I.1.3, which is from the same paper. In its most general form, the Akcoglu–Sucheston theorem can be formulated as follows.

**Theorem I.3.1 (Akcoglu–Sucheston, Peller).** Let $(S, \mathcal{G}, \mu)$ be a measure space and let $1 < p < \infty$. For a bounded operator $T$ on $L^p(S)$ the following assertions are equivalent:

(1) there exists a measure space $(T, \mathcal{B}, \nu)$ such that $T$ has a positive isometric dilation $L^p(T)$;

(2) there exists a positive contraction $\tilde{T}$ on $L^p(S)$ such that for all $f \in L^p(S)$ we have $|Tf| \leq \tilde{T}|f|$ $\mu$-almost everywhere.

The special case of the implication $(2) \Rightarrow (1)$ for positive operators $T$ is due to Akcoglu and Sucheston [1977] and is usually referred to as the Akcoglu–Sucheston theorem. Its extension to bounded operators dominated by a positive contraction, as well as the converse implication $(1) \Rightarrow (2)$, is due to Peller [1983]. We refer to Peller [1983], Fendler [1998] for an extensive discussion of this theorem and its various ramifications and extension. The proofs in these references heavily rely on ultrapower techniques.

An alternative proof of the Akcoglu–Sucheston theorem based on Banach lattice arguments is due to Nagel and Palm [1982]; see also Kern, Nagel, and Palm [1977]. It also takes Lemma I.1.3 as its starting point, but the actual construction of the dilation is less elementary. Its main feature is that $D$ is taken to be an infinite product rather than a union of infinitely many disjoint sets; the isometric extension is then obtained essentially by a shift on the indices.

A systematic ‘toolkit’ for producing isometric dilations is due to Fackler and Glück [2017]. Among other things, it includes general mechanisms to obtain simultaneous dilations and dilations of convex combinations.

Section I.2

Theorem I.2.1 is from Akcoglu [1975], whose proof we follow, except for a minor simplification: the original proof of Akcoglu [1975] was based on a special case of Theorem I.1.2 proved in the same paper, and required an additional step of reduction, which could be avoided with the full force of Theorem I.1.2 — this result of Akcoglu and Sucheston [1977] only became available slightly later. Lemma I.2.3, which establishes the special case of Theorem I.2.1 for positive invertible isometries, is due to Ionescu Tulcea [1964]; we present the simple proof due to De la Torre [1976].

Theorem I.2.1 is a substantial elaboration of the classical maximal ergodic theorem from Dunford and Schwartz [1958], based on earlier work of Hopf [1954], which achieves a similar conclusion as Theorem I.2.1 under the assumption that $T$ is simultaneously contractive on $L^p(S)$ for all $p \in [1, \infty]$, whereas Theorem I.2.1 needs the assumption only for a fixed $p \in (1, \infty)$ in order to get the conclusion for this same $p$. We refer the reader to the notes of Dunford and Schwartz [1958] for the early history of such results. Stein [1970b, p. 48] refers to the Hopf–Dunford–Schwartz ergodic theorem as “one of the most powerful results in abstract analysis”.

An extension of Theorem I.2.1 to contractions acting on Bochner spaces of UMD lattice-valued functions in due to Xu [2015].
Muckenhoupt weights

A function \( w \in L^1_{\text{loc}}(\mathbb{R}^d) \) is called a weight if \( w(x) \in (0, \infty) \) almost everywhere. For \( p \in (1, \infty) \) the Muckenhoupt \( A_p \) characteristic of a weight is defined by

\[
[w]_{A_p} := \sup_Q \left( \int_Q w(x) \, dx \right) \left( \int_Q w^{1-p'}(x) \, dx \right)^{p-1},
\]

where the supremum is over all (axes-parallel) cubes \( Q \subset \mathbb{R}^d \). We say that \( w \) is an \( A_p \) weight if \([w]_{A_p} < \infty\).

J.1 Weighted boundedness of the maximal operator

We recall the Hardy–Littlewood maximal operator

\[
Mf(x) := \sup_{Q \ni x} \int_Q |f(y)| \, dy,
\]

where the supremum is over all axes-parallel cubes \( Q \) containing \( x \). The dyadic maximal operator \( M_d \) is defined similarly by restricting the supremum to dyadic cubes only. For a weight \( w \), we define the weighted maximal operator

\[
M_w f(x) := \sup_{Q \ni x} \frac{1}{w(Q)} \int_Q |f(y)| w(y) \, dy, \quad w(Q) := \int_Q w(y) \, dy
\]

and its dyadic version \( M^d_w \) by restricting to dyadic cubes only.

A key property of \( M^d_w \) is the ‘universal’ bound for \( p \in (1, \infty) \)

\[
\|M^d_w f\|_{L^p(w)} \leq p' \|f\|_{L^p(w)},
\]

where the constant is in particular independent of the particular weight \( w \). This is simply a statement of Doob’s maximal inequality (Theorem 3.2.2) on the measure space \((\mathbb{R}^d, w(y) \, dy)\) equipped with the filtration generated by the dyadic cubes.
In (J.2), both the operator and the space is adapted to the weight $w$. Often we are concerned with a situation, where only the space but not the operator is modified, and it is in this case that the $A_p$ weights make their appearance:

**Theorem J.1.1 (Buckley, Muckenhoupt).** For each $p \in (1, \infty)$,

$$
\|Mf\|_{L^p(w)} \leq c_d P'[w]^{1/(p-1)} \|f\|_{L^p(w)}.
$$

We prove this theorem via the following pointwise inequality:

**Lemma J.1.2 (Lerner).** For $w \in A_p$ and $\sigma := w^{-1/(p-1)}$, we have

$$(M_d f)^{p-1} \leq [w]_{A_p} M_w^{d} ([M_d^{d}(f \sigma^{-1}))^{p-1}w^{-1}].$$

**Proof.**

$$
\left( \frac{1}{|Q|} \int_Q f \right)^{p-1} = \frac{w(Q)}{|Q|} \left( \frac{\sigma(Q)}{|Q|} \right)^{p-1} \frac{|Q|}{w(Q)} \left( \frac{1}{\sigma(Q)} \int_Q f \sigma^{-1} \right)^{p-1}
\leq [w]_{A_p} \frac{|Q|}{w(Q)} \inf_Q [M_d^{d}(f \sigma^{-1})]^{p-1}
\leq [w]_{A_p} \frac{1}{w(Q)} \int_Q [M_d^{d}(f \sigma^{-1})]^{p-1} w^{-1} w.
$$

Taking the supremum over all dyadic $Q \ni x$ gives the assertion. \hfill \Box

**Proof of Theorem J.1.1.** By Lemma J.1.2 and two applications of (J.2) (first with $p'$ in place of $p$, and then with $\sigma$ in place of $w$), we have

$$
\|M_d f\|_{L^p(w)} = \|[(M_d f)^{p-1}]^{1/(p-1)}\|_{L^{p'}(w)}^{1/(p-1)}
\leq [w]^{1/(p-1)}_{A_p} \|M_w^{d} ([M_d^{d}(f \sigma^{-1}))^{p-1}w^{-1}]\|_{L^{p'}(w)}^{1/(p-1)}
\leq [w]^{1/(p-1)}_{A_p} (p \cdot \|([M_d^{d}(f \sigma^{-1}))^{p-1}w^{-1}]\|_{L^{p'}(w)})^{1/(p-1)}
\leq [w]^{1/(p-1)}_{A_p} p^{1/(p-1)} \cdot \|M_d^{d}(f \sigma^{-1})\|_{L^p(\sigma)}
\leq [w]^{1/(p-1)}_{A_p} p^{1/(p-1)} \cdot p' \cdot \|f \sigma^{-1}\|_{L^p(\sigma)}
= p^{1/(p-1)} \cdot p' \cdot [w]^{1/(p-1)}_{A_p} \|f\|_{L^p(w)}
$$

A standard calculus optimisation shows that $p^{1/(p-1)} \leq e$, so altogether

$$
\|M_d f\|_{L^p(w)} \leq e \cdot p' \cdot [w]^{1/(p-1)}_{A_p} \|f\|_{L^p(w)}.
$$

The case of the Hardy–Littlewood maximal operator follows from the pointwise domination of $Mf$ by a sum of $3^d$ versions of the dyadic maximal operator (see (3.36)). \hfill \Box
J.2 Rubio de Francia’s weighted extrapolation theorem

The following extrapolation result is one of the most useful tools in the theory of $A_p$ weights:

**Theorem J.2.1.** Let $(f, h)$ be a pair of functions and $r \in (1, \infty)$. Suppose that

$$\|h\|_{L^r(w)} \leq \phi_r([w]_{A_r}) \|f\|_{L^r(w)} \quad (J.3)$$

for all $w \in A_r$, where $\phi_r$ is a non-negative increasing function. Then

$$\|h\|_{L^p(w)} \leq \phi_{pr}([w]_{A_p}) \|f\|_{L^p(w)}$$

for all $p \in (1, \infty)$ and $w \in A_p$, where each $\phi_{pr}$ is a non-negative increasing function. In particular, if $\phi_r(t) = c_r t^r$, then $\phi_{pr}(t) \leq c_{pr} t^{r \max\{\frac{1}{p-1}, \frac{1}{r-1}\}}$.

The proof naturally splits into two cases, $p \in (1, r)$ and $p \in (r, \infty)$. We first give the beginning of the proof, which motivates a certain auxiliary construction that is needed to complete it.

**Proof of Theorem J.2.1, case $p \in (1, r)$, beginning**

In order to use the assumed $L^r$ inequality, we apply Hölder, after dividing and multiplying by an auxiliary function $\psi$, yet to be chosen:

$$\|h\|_{L^p(w)} = \left( \int_{\mathbb{R}^d} \left( \frac{|h|}{\psi} \right)^r \psi^p w \right)^{1/p} \leq \left( \int_{\mathbb{R}^d} \left( \frac{|h|}{\psi} \right)^r \psi^p w \right)^{1/r} \left( \int_{\mathbb{R}^d} \psi^p w \right)^{1/p-1/r}.$$

Now, we would like to apply (J.3) to the first factor, which would require that $\psi^{1/p} \in A_r$, and we would like to estimate the second factor by $\|f\|_{L^p(w)}$. We try to achieve this by some $\psi = Rf$. Thus, we would get

$$\|h\|_{L^p(w)} \leq \left( \int_{\mathbb{R}^d} \|h\|^r \|(Rf)^{p-r} w\| \right)^{1/r} \left( \int_{\mathbb{R}^d} |Rf|^p w \right)^{1/p-1/r}$$

$$\leq \phi_r([Rf]^{p-r} w_{A_r}) \left( \int_{\mathbb{R}^d} |Rf|^r \|(Rf)^{p-r} w\| \right)^{1/r}$$

$$\times \|R\|_{L^p(w) \to L^p(w)} \left( \int_{\mathbb{R}^d} |f|^p w \right)^{1/p-1/r} \quad (J.4)$$

provided that $Rf \geq |f|$, so that $(Rf)^{p-r} \leq |f|^{p-r}$ in the last step.

Altogether, we would like to have an operator $R$ such that: $Rf \geq |f|$ pointwise, $R$ is bounded on $L^p(w)$, and $(Rf)^{p-r} w \in A_r$ for all $w \in A_p$. Such an operator is constructed next:
The Rubio de Francia algorithm

The following general construction is the key to our problem. It has many other applications as well.

**Proposition J.2.2 (Rubio de Francia algorithm).** For $\epsilon > 0$, consider the operator

$$Rg = R_\epsilon g := \sum_{k=0}^{\infty} \epsilon^k M^k g,$$

where $M^0 g := |g|$, $M^1 g := Mg$ is the maximal function of $g$, and $M^k g := M(M^{k-1}g)$ is the $k$-fold iteration of $M$ acting on $g$. Then this satisfies

(i) $|g| \leq Rg$,

(ii) $\|Rg\|_{L^p(w)} \leq \left( \sum_{k=0}^{\infty} \epsilon^k \|M\|^k_{L_p(w) \rightarrow L_p(w)} \right) \|g\|_{L^p(w)}$,

(iii) $M(Rg) \leq \epsilon^{-1} Rg$.

In particular, if $\epsilon = \epsilon(p, w) := \frac{1}{2} \|M\|_{L^p(w) \rightarrow L^p(w)}$, then

(a) $\|Rg\|_{L^p(w)} \leq 2 \|g\|_{L^p(w)}$

(b) $M(Rg) \leq 2 \|M\|_{L^p(w) \rightarrow L^p(w)} Rg \leq c_p [w]_{A_p}^{1/(p-1)} Rg$

Here (i) says that $Rg$ is bigger than $g$, but not too much bigger by (ii) or especially (a). The whole point of the construction is (iii) (or (b)), which shows that $Rg$ is essentially invariant under the maximal operator.

**Proof.** (i) is clear, since $Rg$ is a sum of non-negative terms, and the zeroth term is $|g|$. (ii) follows from the triangle inequality in $L^p(w)$ and iteration of the estimate

$$\|M^k g\|_{L^p(w)} \leq \|M\|_{L^p(w) \rightarrow L^p(w)} \|M^{k-1} g\|_{L^p(w)}.$$

Finally, by the sublinearity of $M$, we have

$$M(Rg) \leq \sum_{k=0}^{\infty} \epsilon^k M^{k+1} g = \epsilon^{-1} \sum_{k=0}^{\infty} \epsilon^{k+1} M^{k+1} g = \epsilon^{-1} \sum_{k=1}^{\infty} \epsilon^k M^k g \leq \epsilon^{-1} Rg,$$

which proves (iii). \qed

**Remark J.2.3.** In applications of the Rubio de Francia algorithm, the following consequence of (iii) is often handy: for $x \in Q$, we have

$$Rg(x) \geq \epsilon M(Rg)(x) \geq \epsilon \langle Rg \rangle_Q, \quad x \in Q. \quad (J.5)$$

**Lemma J.2.4.** Let $1 < p < r < \infty$. Let $w \in A_p$, $f \in L^p(w)$ and let $\epsilon = \epsilon(p, w) := \frac{1}{2} \|M\|_{L^p(w) \rightarrow L^p(w)}^{-1}$. Then $W := (Rf)^{p-r} w = (R_* f)^{p-r} w$ satisfies $[W]_{A_r} \leq c_p^{r-p} [w]_{A_p}^{(r-1)/(p-1)}$. 
Substituting Lemma J.2.4 into (J.4), we obtain
\[ \|h\|_{L^p(w)} \lesssim \phi_r(c_p^{-p}[w]^{(r-1)/(p-1)}) \cdot 2^{1-p/r} \cdot \|f\|_{L^p(w)}, \]
which completes the proof of Theorem J.2.1 in the case \( p \in (1,r) \).

**Proof of the Lemma.** By (J.5), since \( r - p > 0 \), we have
\[ \langle W \rangle_Q = \langle (Rf)^{p-r} w \rangle_Q \lesssim \varepsilon^{p-r} (Rf)^{p-r} \langle w \rangle_Q, \]
whereas by Hölder’s inequality, the second factor is
\[ \langle W^{-1/(r-1)} \rangle_Q^{-1} = (\langle (Rf)^{(r-p)/(r-1)} w^{-1/(r-1)} \rangle_Q^{-1} \lesssim \langle Rf \rangle_Q^{r-p} \langle w^{-1/(p-1)} \rangle_Q^{p-1}. \]

Forming the product, the factors involving \( (Rf)_{\cdot} \) cancel out to give
\[ \langle W \rangle_Q \langle W^{-1/(r-1)} \rangle_Q^{-1} \lesssim \varepsilon^{p-r} \langle w \rangle_Q \langle w^{-1/(p-1)} \rangle_Q^{p-1} \]
\[ \lesssim (c_p[w]^{1/(p-1)})^{r-p} \langle w \rangle_{A_p} = c_p^{-p}[w]^{(r-1)/(p-1)}. \]

\[ \Box \]

**Proof of Theorem J.2.1, case \( p \in (r, \infty) \)**

In the attempt to argue by Hölder’s inequality as before, we face the problem that “Hölder increases the exponent”, while we now would like to use information about the smaller exponent \( r \) to get bounds for \( p > r \). We circumvent this problem by duality:
\[ \|h\|_{L^p(w)} = \sup \left\{ \int_{\mathbb{R}^d} |h| \cdot g : \|g\|_{L^{p'}(\sigma)} \leq 1 \right\}, \quad \sigma = w^{-1/(p-1)}. \]

Here it is useful to observe that
\[ [w]^{1/p} = [\sigma]^{1/p'} \quad \text{in} \quad A_p. \tag{J.6} \]

We use the Rubio de Francia algorithm \( R = R_c \) with \( \epsilon = \epsilon(p', \sigma) \) defined by
\[ \epsilon^{-1} := 2 \|M\|_{L^{p'}(\sigma) \rightarrow L^{p'}(\sigma)} \lesssim c_{p'}[\sigma]^{1/(p'-1)} = c_{p'}[w]_{A_{p'}}, \tag{J.7} \]
and estimate
\[ \int_{\mathbb{R}^d} |h| \cdot g \leq \int_{\mathbb{R}^d} |h| \cdot Rg = \int_{\mathbb{R}^d} |h| \cdot \frac{Rg}{w} \cdot w = \int_{\mathbb{R}^d} |h| \cdot \left( \frac{Rg}{w} \right)^{1-u} \cdot \left( \frac{Rg}{w} \right)^u \cdot w \]
\[ \leq \left( \int_{\mathbb{R}^d} |h|^r \left( \frac{Rg}{w} \right)^{(1-u)r} w \right)^{1/r} \left( \int_{\mathbb{R}^d} \left( \frac{Rg}{w} \right)^{ru'} w' \right)^{1/r'}. \]
We demand that \( ur' = p' \), so that \( u = p'/r' \) and

\[
(1 - u)r = (1 - p'/r')r = r - \frac{p}{p - 1}(r - 1) = \frac{r(p - 1) - p(r - 1)}{p - 1} = \frac{p - r}{p - 1}.
\]

Thus

\[
\int_{\mathbb{R}^d} |h| \cdot g \leq \left( \int_{\mathbb{R}^d} |h|^r (Rg)^{\frac{p - r}{r' - 1}} w^{\frac{r - 1}{r'}} \right)^{1/r} \left( \int_{\mathbb{R}^d} (Rg)^{p' w^{1 - p'}} \right)^{1/p'}
\]

\[
\leq \phi_r ([W]_{A_r}) \left( \int_{\mathbb{R}^d} |f|^r (Rg)^{\frac{p - r}{r' - 1}} w^{r/r' - p' w^{1 - p'}} \right)^{1/r} \left( 2 \|g\|_{L^p(w)} \right)^{p'/r'}
\]

\[
\leq \phi_r ([W]_{A_r}) \left( \int_{\mathbb{R}^d} |f|^p w \right)^{1/p} \left( \int_{\mathbb{R}^d} (Rg)^{p' w^{1 - p'}} \right)^{1/r - 1/p} 2^{p'/r'}
\]

\[
= \phi_r ([W]_{A_r}) \left( \int_{\mathbb{R}^d} |f|^p w \right)^{1/p} 2^{p'(1/r - 1/p)} 2^{p'/r'} = 2 \phi_r ([W]_{A_r}) \|f\|_{L^p(w)},
\]

(J.8)

where \( W := (Rg)^{\frac{p - r}{r' - 1}} w^{\frac{r - 1}{r'}} \). The proof of Theorem J.2.1 is then completed by the following Lemma:

**Lemma J.2.5.** Let \( 1 < r < p < \infty \), let \( w \in A_p \), \( g \in L^p (w^{1 - p'}) \) and \( R = R_\epsilon \) with \( \epsilon = \epsilon(p', w^{1 - p'}) \). Then \( W := (Rg)^{\frac{p - r}{r' - 1}} w^{\frac{r - 1}{r'}} \in A_r \), and \( [W]_{A_r} \leq c_{pr} [w]_{A_p} \).

**Proof.** We estimate \( \langle W \rangle_Q \) by Hölder’s inequality:

\[
\langle W \rangle_Q \leq \langle (Rg)^{(p - r)/(p - 1)} (w^{(r - 1)/(p - 1)} \rangle_Q,
\]

and \( \langle W^{-1/(r - 1)} \rangle_Q^{-r - 1} \) with the help of (J.5):

\[
\langle W^{-1/(r - 1)} \rangle_Q^{-r - 1} = \langle (Rg)^{-\frac{r - 1}{p - 1}} w^{-\frac{r - 1}{p - 1}} \rangle_Q^{-r - 1}
\]

\[
\leq \epsilon^{-\frac{r - 1}{p - 1}} \langle (Rg)^{-(p - r)/(p - 1)} (w^{-1/(p - 1)} \rangle_Q^{-r - 1}.
\]

Forming the product, observing that terms with \( \langle Rg \rangle_Q \) cancel out, and estimating \( \epsilon^{-1} \) by (J.7), we are left with

\[
\langle W \rangle_Q \langle W^{-1/(r - 1)} \rangle_Q^{-r - 1} \leq [Rg]_{A_1} \langle (w^{-1/(p - 1)} \rangle_Q^{-1/(p - 1)}
\]

\[
\leq (c_{pr} [w]_{A_p})^{(p - r)/(p - 1)} [w]_{A_p}^{(r - 1)/(p - 1)} = c_{pr}^{(p - r)/(p - 1)} [w]_{A_p},
\]

which is what we wanted. \( \square \)

It is useful to extract the following additional information provided by the above argument:

**Corollary J.2.6.** Let \( 1 < p, r < \infty \). Suppose that \( f \in L^p(w) \) for some \( w \in A_p \). Then \( f \in L^r(W) \) for some \( W \in A_r \).

**Proof.** The conclusion is clear if \( p = r \).
Case $1 < p < r$: Let $W := (Rf)^{p-r}w$, where $R = R_\epsilon$ and $\epsilon = \epsilon(p, w)$ are as in Proposition J.2.2. Then $W \in A_r$ by Lemma J.2.4 and
\[
\int_{\mathbb{R}^d} |f|^r W = \int_{\mathbb{R}^d} |f|^r (Rf)^{p-r} w \leq \int_{\mathbb{R}^d} (Rf)^p w \leq 2^p \int_{\mathbb{R}^d} |f|^p w
\]
by the properties of $R$ guaranteed by Proposition J.2.2; thus $f \in L^r(W)$.

Case $r < p < \infty$: Take any non-zero function $g \in L^{p'}(w^{1-p'})$, and let $W := (Rg)^{\frac{1}{p'} - \frac{1}{w' - 1}}$, where $R = R_\epsilon$ and $\epsilon = \epsilon(p', w^{1-p'})$. Then $W \in A_r$ by Lemma J.2.5 and \[\|f\|_{L^r(W)} \leq 2^{p'(1/r - 1/p)}\|f\|_{L^p(w)}\] by a computation contained in (J.8).

\[\square\]

**J.3 Notes**

In its qualitative form, Theorem J.1.1 is a classical result of Muckenhoupt [1972]. The (sharp) quantitative bound of the operator norm in terms of \([w]_{A_p}\) is due to Buckley [1993]. We have presented the simple approach to this theorem found by Lerner [2008].

The Extrapolation Theorem J.2.1, first in a qualitative form, was found by Rubio de Francia [1984], and shortly after (so soon that it was published earlier) another proof was given by García-Cuerva [1983]. The quantitative form given here is from Dragićević, Grafakos, Pereyra, and Petermichl [2005].
Arendt, W. Heat kernels. 2005/06. Internet Seminar Lecture Notes. 348
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