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Trends in cyclones in the high-latitude North Atlantic during 1979–2016
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Abstract
We report an increase in winter (DJF) cyclone densities in the areas around Svalbard and in northwestern Barents Sea and a decrease in cyclone densities in southeastern Barents Sea during 1979–2016. Despite high interannual variability, the trends are significant at the 90% confidence level. The changes appear as a result of a shift into a more meridional winter storm track in the high-latitude North Atlantic, associated with a positive trend in the Scandinavian Pattern. A significant decrease in the Brunt–Väisälä frequency east of Svalbard and a significant increase in the Eady Growth Rate north of Svalbard indicate increased baroclinicity, favouring enhanced cyclone activity in these regions. For the first time, we apply composite analysis to explicitly address regional consequences of these wintertime changes in the high-latitude North Atlantic. We find a tendency toward a warmer and more moist atmospheric state in the Barents Sea and over Svalbard with increased cyclone activity around Svalbard.
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1 | INTRODUCTION

Extratropical low-pressure systems (hereafter “cyclones”) are essential for the energetics of the atmosphere through transporting heat and moisture poleward, which is vital for balancing the net radiative cooling and fresh water deficit in the polar regions (Bengtsson et al., 2006; Sorteberg and Walsh, 2008). Other impacts of cyclones on weather and climate in the Arctic are associated with high winds and precipitation. From an Arctic-wide perspective the cyclone density is highest in the summer (June–August, JJA) (Serreze and Barrett, 2008). However, the cyclone activity, encompassing both the intensity and density of cyclones, in the high-latitude North Atlantic is highest in the winter (December–February, DJF) (Serreze et al., 1993; Zhang et al., 2004) with the highest density found at the northern periphery of the North Atlantic cyclone track; between mainland Norway and Svalbard and further to the east in the Barents and Kara Seas (Simmonds et al., 2008).

The Arctic climate system is transferring into a warmer and wetter state as a result of the unequivocally warming climate (Intergovernmental Panel on Climate Change, 2013; Vihma et al., 2016). The Arctic is warming fastest
in the autumn and winter seasons (Cohen et al., 2014), and the highest warming rates are found around Svalbard and over the Barents Sea (Isaksen et al., 2016; Kohne-
mann et al., 2017). These areas have, in addition to rapidly rising air temperatures, experienced the highest rates of wintertime sea ice loss (Smedsrud et al., 2010; Onarheim et al., 2015; Onarheim and Árthun, 2017; Lind et al., 2018) in the last few decades. On a more local scale, a decline in sea ice concentration related to increased rates of warm Atlantic water inflow has been observed in the fjords of western Spitsbergen (Cottier et al., 2007; Muckenhuber et al., 2016; Nilsen et al., 2016). Several of the observed changes, both Arctic-wide and locally in Svalbard, have been hypothesized to be associated with climate change-driven large-scale atmospheric circulation changes in this region (Cottier et al., 2007; Nilsen et al., 2008; Isaksen et al., 2016).

Large-scale pressure gradients and related properties (such as latitude, speed and meandering) of the polar-front jet stream drive the position and intensity of the extra-tropical cyclone tracks transporting heat and moisture poleward (Nakamura et al., 2013; Cohen et al., 2014). Compared to its Pacific counterpart, the North Atlantic storm track typically extends farther into the Arctic, thus making the Atlantic sector the primary gateway of atmospheric heat and moisture into the central Arctic (Tsukernik et al., 2007; Sorteberg and Walsh, 2008; Naakka et al., 2019). In addition to atmospheric heat transport, the oceanic heat mainly enters the central Arctic through the Barents Sea or through the Fram Strait (Aagaard and Greisman, 1975), making this area a hotspot for ocean-atmosphere energy exchange processes. The strength and orientation of the storm track reflect the large-scale state of the atmosphere. The question how large-scale atmospheric flow patterns have and will change in a rapidly warming climate has drawn a lot of attention in recent years (Screen et al., 2018 and references within). Further, as Shepherd (2014) writes, “we have much less confidence in the atmospheric circulation aspects of climate change [compared to the thermodynamic aspect], which are primarily controlled by dynamics and exert a strong control on regional climate”. Regarding cyclones being an important component of atmospheric dynamics, several studies have addressed the question of how cyclone activity has changed and will change in the future Arctic (Rinke et al., 2017; Zhang et al., 2004; Sepp and Jaagus, 2011; Li et al., 2014; Koyama et al., 2017; Zahn et al., 2018).

Positive trends in wintertime (DJF) cyclone density in the High Arctic are reported by several studies. Both Rudeva and Simmonds (2015) addressing the period 1979–2013, and Zahn et al. (2018) addressing the period 1981–2010, found statistically significant increases (at the 90% level, hereafter “significant”) in the cyclone frequency north of the Canadian Arctic, over the Arctic Ocean and around Svalbard during these respective periods. Furthermore, they found a significant decrease in the cyclone frequency over the southern Barents Sea in the winter season. Rudeva and Simmonds (2015) used the ERA-Interim reanalysis (hereafter ERAI), from the European Centre for Medium-Range Weather Forecasts (ECMWF) (Dee et al., 2011) for quantifying these trends. Zahn et al. (2018) based their results on four different reanalyses, including the Climate Forecast System Reanalysis (CFSR: Saha et al., 2006) from the National Centers for Environmental Prediction (NCEP), the Japanese 55-year reanalysis (JRA-55: Ebita et al., 2011; Kobayashi et al., 2015) from the Japan Meteorological Agency (JMA), and the Modern Era Retrospective analysis for Research and Applications version 2 (MERRA-2) reanalysis (Gelaro et al., 2017), and ERAI. Zahn et al. (2018) report that the different reanalysis products are in good agreement in catching the overall atmospheric circulation patterns, differing, however, to some degree in the magnitude of the trends on a regional level. These differences probably result from the combined effects of differences in model resolution and model physics. Sepp and Jaagus (2011) analysed storm tracks derived from the NCEP/National Center for Atmospheric Research (NCAR) reanalysis dataset from 1948 to 2002, and found a significant increase in the number of cyclones entering the central Arctic. This result was, however, not driven by an increase in the number of cyclones entering from the North Atlantic, but rather from the Pacific sector of the Arctic. However, we note that the NCEP/NCAR reanalysis is the coarsest of the mentioned reanalysis products, with a 2.5° × 2.5° horizontal resolution, and is hence likely less reliable on a regional scale.

The majority of the studies on Arctic cyclones have had primarily the circumpolar perspective with little regional focus. In this study, we focus on the regional changes in cyclone activity in the high-latitude North Atlantic, identified and recognized to be important for both atmospheric and oceanic poleward heat transport as well as climate change, as outlined above. The objectives of this study are (a) to quantify the cyclone climatology and trends (1979–2016) in the high-latitude North Atlantic, (b) to better understand the regional consequences of these trends, and (c) to ascertain the mechanisms possibly responsible for the cyclone climatology changes.

This article is structured as follows: in Section 2 we briefly describe the data, the cyclone tracking algorithm and analysis methods used in this study. Thereafter, in Section 3, we aim to answer the main objectives by presenting and discussing (a) seasonal climatology and trends of cyclone density and cyclone activity within the high-latitude North Atlantic, (b) composite analysis of key climate variables for areas showing significant trends in...
winter cyclone density, and (c) trends in climate indices and baroclinicity. In Section 4 we discuss the results in the context of previous studies and conclude the study.

2  |  MATERIALS AND METHODS

2.1  |  Cyclone tracking

There are a number of different methods for defining and tracking cyclones (Murray and Simmonds, 1991; Hodges, 1995; Serreze, 1995). In our study we utilize the Melbourne University cyclone tracking scheme (Murray and Simmonds, 1991), which is shown to perform well in a number of comparison studies (Neu et al., 2013; Simmonds and Rudeva, 2014). This cyclone tracking scheme builds upon scanning a given mean sea-level pressure (MSLP) field and comparing the Laplacian of the pressure field between adjacent grid points. After identifying a pressure depression, an iterative approximation to the centre of the ellipsoid of best fit to the MSLP field is used to locate the low-pressure centre. A physical interpretation of the Laplacian of the pressure field is that it can be seen as a measure of the cyclone intensity (Petterssen, 1956). In the Melbourne University tracking scheme, the threshold for the average value of the Laplacian is set to 0.2 hPa (° latitude)^−2 by default over a radius of 2° for depressions to be recognized as cyclones. In this study, however, we focus only on strong cyclones that have an average value of the Laplacian above 0.7 hPa (° latitude)^−2 with a defined centre (closed). Also, to avoid erroneous results due to extrapolation of MSLP over regions with high orography, we neglect data from the regions above 1,000 m above sea level (ASL) that is, mainly Greenland in our domain of interest. We also filter out cyclones with lifetimes shorter than 48 h (8 track points). In this work we track explicitly extratropical cyclones in the high latitudes and these should not be confused with polar lows.

Several studies have proved the high quality of ERAI (Dee et al., 2011) in the Arctic (Dufour et al., 2016; Koyama et al., 2017; Naakka et al., 2018), and we therefore chose to use the MSLP fields from ERAI (at the native horizontal grid resolution of 0.75°×0.75°) for the cyclone tracking. We ran the cyclone tracking algorithm for the time period from 1979 to 2016, with a 6 h output interval.

2.2  |  Analysis of track data

For the cyclone track statistics, we binned the cyclone track points geographically in boxes of 400 km × 400 km (indicated in the map in Figure 2a). Given the typical horizontal length and velocity scales of synoptic-scale cyclones, we found this bin size to be appropriate without compromising on the horizontal resolution.

We refer to the number of cyclone track points per season within each of the geographical bins as the “cyclone density”. Furthermore, following Zhang et al. (2004) we use a cyclone activity index (CAI) to integrate information on cyclone intensity, frequency, and duration in each geographical bin. For a given season and geographical bin, this index is defined as the cyclone density times the mean cyclone intensity:

\[ CAI = \text{cyclone density} \times \text{cyclone intensity}, \]  

where the intensity is defined as the Laplacian of the pressure field (Petterssen, 1957). The mean cyclone intensity refers to the mean of the intensities of the cyclones in a given box at a given time.

We used the non-parametric Theil–Sen slope estimator (Theil, 1949; Sen, 1968; Eqn (9) in Yilmaz and Perera, 2015) for calculating the magnitude of the linear trends in both cyclone density and cyclone activity.

2.3  |  Statistical significance

In order to quantify the statistical significance of the temporal trends in cyclone density, we have used the well-established Mann–Kendall type t-test (Mann, 1945; Kendall, 1975). The Mann–Kendall test is a non-parametric test, which means that no assumption is made about the sample size or a normal distribution. Also, being a rank-based test the Mann–Kendall test is less sensitive to outliers, relative to parametric tests. The exact equations used in our work can be found as Eqns (1)–(4) in Yilmaz and Perera (2015).

Furthermore, we used Monte-Carlo simulations to assess the significance of anomalies between the climatology and composites of the different climate variables. These simulations are done by picking out random time series, with the same length as the composite, from the seasonal climatology. In our study this procedure was repeated 1,000 times to produce a synthetic probability distribution. The original composite is considered statistically significant if it is at the 90th percentile of this probability distribution. As it turns out, the mentioned anomalies are statistically significant virtually everywhere and we therefore decided not to indicate this significance in the presentation of the corresponding results in Section 3.

2.4  |  Composite analysis

To gain an understanding of the regional impacts of cyclone activity, we calculate composites for the nine key climate variables: MSLP, 2 m air temperature, turbulent
fluctuations (latent + sensible heat fluxes), long-wave radiation (decomposed into upwelling and downwelling), Z500 – Z1000 geopotential layer thickness, precipitation and vertically integrated divergence of dry static (“thermal” in ERAI) and latent-heat energy fluxes. The latter energy flux is derived from the corresponding moisture flux field in ERAI.

The composites of each field are defined as the mean of the field (daily resolution) for cases with cyclone activity in the regions of interest (defined in Figure 1). The difference between the seasonal mean field of these variables and the composites is the anomaly.

**2.5 Eady growth rate**

We calculate the 500 hPa Eady growth rate (Eady, 1949), as is done by for example, Koyama et al. (2017):

\[
EGR = 0.31 \times \frac{f}{N} \frac{dv}{dz}.
\]  

(2)

Here \( f \) is the Coriolis parameter, \( N \) is the Brunt–Väisälä frequency, \( dv/dz \) is the vertical wind shear, \( v \) is the horizontal wind vector and \( z \) is the height of the atmospheric layer of interest. Following Simmonds and Lim (2009) and Koyama et al. (2017) we use the atmospheric layer encompassed by the 300 and 700 hPa pressure levels. The vertical wind shear \( dv/dz \) is related to the horizontal temperature gradient via the thermal wind equation (Wallace and Hobbs, 2006). The Brunt–Väisälä frequency is a measure of atmospheric static stability given by:

\[
N = \sqrt{\frac{g}{\theta} \frac{d\theta}{dz}}.
\]  

(3)

Here \( g \) is the gravitational acceleration, \( \theta \) is the potential temperature, and \( d\theta/dz \) is the vertical gradient of potential temperature. We use the 300, 500 and 700 hPa pressure-level potential temperatures in calculating \( N \) at each grid point. Hence, the Eady growth rate depends on both the static stability and horizontal temperature gradients in the atmosphere.

The zonal and meridional winds, air temperature, and geopotential height fields are taken directly from the ERAI reanalysis and the potential temperature field is calculated utilizing the temperature and pressure fields from ERAI. As recommended by Lim and Simmonds (2009), daily averages are used for the Eady growth rate calculations.

**3 RESULTS**

**3.1 Seasonal changes in cyclone activity**

Figure 1 presents a map of our study region, encompassing the area 60°W to 70°E and 64°N to 90°N. The region was chosen to capture extratropical cyclone activity over the North Atlantic and all the way to the Central Arctic, through the Fram Strait and via the Barents Sea.

In the high-latitude North Atlantic, we observe the highest cyclone densities in the Fram Strait and southern Barents Sea in all seasons except summer (Figure 2a,e,i,m). The average seasonal cyclone density in these regions is up to 16 cyclone track points in a 400 × 400 km domain during a 3-month season, translating to over five cyclone track points per month. This is a result of the North Atlantic storm track splitting in two distinct branches as it approaches Svalbard from the southwest. Especially in the winter (DJF) and autumn (September–November, SON) seasons a high cyclone density band reaching from Iceland into the Arctic is evident (Figure 2; location names in Figure 1), than in the Fram Strait and Barents Seas (Figure 2i). This is in agreement with Serreze and Barrett (2008), who also found high cyclone densities in the summer for the Central Arctic. However, whereas they found these to be the highest cyclone densities for any season and region, we find the highest densities in the Central Arctic in SON. However, we note that our study region only covers the parts of the Central Arctic located within 60°W and 70°E.

As expected, the seasonal geographical patterns in CAI (Figure 2c,g,k,o) follow closely the geographical patterns in cyclone density (Figure 2a,e,i,m), however, with some differences between the seasons. The cyclone densities in the Barents Sea and the Fram Strait are rather similar in SON, DJF and March–May (MAM), while DJF generally has the highest CAI for these areas. This is because the DJF cyclones are on average more intense than the MAM and SON cyclones. This agrees well with several previous studies documenting the North Atlantic storm track activity being highest in the winter (Zhang et al., 2004). Furthermore, we see that the difference between the JJA CAI and the CAI in the rest of the seasons is even more pronounced than the differences between the seasonal cyclone density fields. This indicates that the cyclones, in addition to being fewer in summer in the Fram Strait and the Barents Sea, are also weaker (have lower intensity) compared to the other seasons.

Considering trends in cyclone densities over the period 1979 to 2016, we see the strongest ones in DJF (Figure 2b), which is in line with previous studies (Rudeva and Simmonds, 2015; Zahn et al., 2018). In the Fram Strait, Greenland Sea and Barents Sea regions, we find the strongest positive trends around Svalbard. These are +1.3 cyclone track points per decade west of Svalbard (hereafter Region A) and +3 cyclone track points east of Svalbard (hereafter Region B). The strongest negative trends of −4.5 cyclone track points per decade are located in the southern Barents Sea (hereafter Region C). The Regions A, B and C are
marked in Figure 1, along with the names of geographic regions. The positive trends in cyclone density are significant in all individual patches in Region B and in half of the patches in Region C (Figure 2b).

Considering temporal variability in DJF cyclone densities across the regions A, B and C on an annual level (Figure 3), we see that Regions A and C have average annual densities in the range between 5 and 25 cyclone track points (Figure 3a,c), with the total cyclone track point count for the whole period being 1,487 and 1,950 respectively. The corresponding range for Region B is from 1 to 22 cyclone track points, with a total of 1,194 track points (Figure 3b). The generally lower cyclone densities in region B compared to Regions A and C can be explained by the climatological positions of the DJF North Atlantic storm track branches over the Fram Strait and the southern Barents Sea (Figure 3a). All regions show a large interannual variability as expected with the turbulent nature of extratropical cyclones. Furthermore, we see that all of these regions have significant trends at the 90% confidence level when all parts of the regions are considered (Region A: \(p = .082\), Region B: \(p = .08\) and Region C: \(p = .009\)).

Returning to trends in cyclone densities for the other seasons, spatially almost similar, but generally weaker trends in cyclone density, compared to DJF, are found in SON (Figure 2n). MAM trends (Figure 2f) are similar to those in winter in the western Barents Sea and east of Svalbard (around Region B), but opposite in the Fram Strait (Region A, a weak decrease in cyclone density) and in the southern Barents Sea (Region C, insignificant increase). The JJA trends are rather different from the other seasons; there is a significant negative trend in cyclone density northwest of Svalbard (northern parts of Region A) and a significant positive trend just east of Region B and in parts of Region C (Figure 2j).

CAI (Figure 2d,h,p) shows similar spatial patterns to the trends in cyclone density for all four seasons, but fewer geographic bins have statistically significant values. The difference between significance in the trend fields of cyclone density and CAI coincides with cyclone intensity trends (not shown) being insignificant for this period.

As described above, the strongest trends in both cyclone density and CAI, in the high-latitude North Atlantic, are found in DJF. In addition, together with SON, DJF is the season where the strongest near-surface warming rates are found (Cohen et al., 2014). Hence, to limit the scope of this study, we hereafter only focus on the DJF season.

3.2 Composite analysis

A central aim of this study is to better understand the regional-scale consequences of changes in DJF cyclone activity. To this end, we have calculated the difference between the seasonal mean and the composite of events with a cyclone centre in each region (Regions A, B and C) to produce anomalies for the following fields: MSLP, 2 m air temperature, turbulent fluxes, long-wave radiation, \(Z_{500} - Z_{1000}\) layer thickness, precipitation and vertically integrated divergence of latent and dry static energy fluxes, as described in Section 2.3. The number of cases used in
FIGURE 2  (a–p) Seasonal (rows) climatology and trends of cyclone density (number of track points in a given grid box per season) (columns 1 and 2) and cyclone activity index (CAI) (columns 3 and 4) for the period 1979–2016. The grid shows the 400 × 400 km geographical bins used for the cyclone track data. The hatching marks the bins with a significant trend (90% level). Greenland is filtered out due to high elevations. The boxes labelled A, B and C are the areas we have identified as hot spots of DJF change in cyclone density.

FIGURE 3  Time series of DJF cyclone density and the linear trend in the period 1979–2016 in (a) the Fram Strait (region A), (b) East Svalbard (region B) and (c) the southern Barents Sea (region C). The title indicates how many DJF cyclone track points were located in these regions during the study period calculating the anomalies for each region is indicated in Figure 3.

The climatological mean fields of MSLP, 2 m air temperature, and daily precipitation are shown in Figure 4a–c respectively. MSLP anomalies of events with a cyclone in Region A (Figure 4d), west of Svalbard, show 5 hPa lower than climatology MSLP values in the Fram Strait and up to 8 hPa higher pressure over most of Fennoscandia. The 2 m air temperatures are slightly above their climatological values (1–2 K) along the North Atlantic storm track. As would
be expected in a warm sector of an extratropical cyclone, the strongest positive anomaly (up to 4 K) is located over Svalbard and extends to the north and east (Figure 4e). These events are also associated with a positive precipitation anomaly, which has the highest values (up to 1 mm per 24 h) for about the same region as the strongest positive temperature anomaly (Figure 4f). The alignment of the strongest positive precipitation and temperature anomalies agree well with the warm sector and the associated frontal precipitation in an extratropical cyclone.

Compared to MSLP anomalies for Region A, the anomalies for Region B are shifted eastward with the lowest surface pressure in the western Barents Sea (Figure 4g). Also, the negative MSLP anomaly for Region B is stronger (−8 hPa), and the positive anomaly over Fennoscandia and northwestern Russia is weaker (4 hPa). The difference in the negative MSLP anomalies between composites for Regions A and B is probably a consequence of Region A being closer to the Fram Strait branch of the North Atlantic storm track than Region B. In line with the pressure anomaly, the 2 m air temperature anomalies are also shifted eastward, with anomalously warm (up to 4 K above climatology) temperatures over most of the Barents Sea and northern Scandinavia and cold (down to −2 K below climatology) over the Fram Strait (Figure 4), when compared to composites for Region A. The cyclonic flow, deduced from the pressure (anomaly) patterns, centred on Region B sets up a flow pattern with warm-air advection over the Barents Sea and cold-air advection over the Fram Strait. As expected in a warm sector of an extratropical cyclone (Bjerknes, 1919), a positive precipitation anomaly of up 1 mm per day aligns well with the warm temperature anomaly over the Barents Sea (Figure 4i).

During the events with a cyclone in Region C (southern Barents Sea), the MSLP field is characterized by a positive anomaly of up to 3 hPa along the east coast of
Four DJF climatologies of (a) turbulent fluxes (latent and sensible), (b) surface to atmosphere long-wave (thermal) radiation (defined negative), (c) atmosphere to surface long-wave (thermal) radiation (defined positive), (d) total flux (sum of (a), (b) and (c)), and composites from these when a cyclone centre is in (e–h) region A, (i–l) region B and (m–p) region C. The sign convention is such that all fluxes are defined positive (negative) toward (away from) the surface.

Greenland, setting up a northerly flow through the Fram Strait together with the negative anomaly over the southern Barents Sea reaching into northwestern Russia and Fennoscandia (Figure 4j). The resulting cold-air advection over Svalbard is accompanied by a negative 2 m air temperature anomaly, reaching −4 K in region B (Figure 4k). These events are also associated with a positive precipitation anomaly of up to 1 mm per 24 h over the northern coast of Fennoscandia and southeastern Barents Sea, leaving the rest of the high-latitude North Atlantic drier than the climatology (Figure 4l). This precipitation anomaly again follows the temperature anomaly. However, the intensification of the anomaly at the coast is most likely orographic enhancement of precipitation.

Anomalies of surface fluxes of turbulent heat and long-wave radiation are a key for understanding the regional consequences of changes in DJF cyclone density on the surface energy balance. We define the fluxes from the point of view of the surface, where positive (negative) fluxes are directed toward (away from) the surface. The high-latitude North Atlantic experiences polar night most of DJF and, hence, solar short-wave radiation is neglected in this study.

The climatological sea ice extent is seen in the DJF climatological turbulent energy flux fields (Figure 5a), with generally a turbulent energy gain over land masses and sea ice and a loss over the open sea. A transition zone of slightly negative turbulent fluxes (−10 to 0 W·m⁻²) between the open water and the positive fluxes in the Central Arctic marks the marginal ice zone. In these regions, the DJF thermal long-wave radiative balance contributes to the net surface cooling, with the seasonal average of the upwelling component (Figure 5b) dominating over the downwelling component (Figure 5c).

The events with a cyclone centre in Region A are associated with a positive turbulent flux anomaly (less heat loss) up to 40 W·m⁻² covering the southwestern parts of the Barents Sea and reaching to the west coast of Svalbard (Figure 5d). Given the climatological turbulent heat loss of similar magnitudes in these regions (Figure 5a), the net turbulent flux approaches zero or the sign of the flux reverses, turning the atmosphere into a weak turbulent heat source during these events. In the western Fram Strait there is a weak negative (stronger surface heat loss) turbulent flux anomaly down to −10 W·m⁻², corresponding to a cold-air outbreak regime in that region, set up by the northerly wind field adverting cold and dry Arctic air masses over relatively warm open water.

The composites for the events with a cyclone centre in Region A show an increase in both the upwelling
(the negative anomaly in Figure 5e) and downwelling long-wave radiation (positive anomaly in Figure 5f) around Svalbard. The downwelling radiation anomaly is positive in a band from Iceland into the Barents Sea, indicating an active North Atlantic storm track with associated frontal clouds. A thick frontal cloud, typically associated with extratropical cyclones, is one of the most efficient processes in raising surface temperatures in the Arctic in the dark season (Vihma and Pirazzini, 2005). The upwelling long-wave radiation has a negative anomaly above Svalbard reaching into the Central Arctic and the northern Barents Sea. No strong anomaly is seen to the southwest, contrary to the downwelling radiation. There is a geographic mismatch between anomalies in upwelling and downwelling long-wave radiative components (Figure 5e,f) over the open ocean. Even though the upper ocean receives more heat when cyclones are in Region A, its impact on the surface temperature and, hence, on upwelling long-wave radiation remains minor because the heat received via downwelling long-wave radiation is mixed in the ocean surface layer with a large heat capacity.

With a cyclone in region B, a positive anomaly of 40 W·m⁻² covers most of southeastern Barents Sea and a corresponding negative anomaly of −40 W·m⁻² is centred on the Fram Strait. These anomalies are well in agreement with the northerly wind field set up on the western side of the cyclone centre located in Region B, advecting cold air masses from the Central Arctic over the relatively warm ocean in the Fram Strait and the south-southwesterly flow bringing warm air over the Barents Sea on the eastern side of the cyclone. The upwelling long-wave radiative flux is a function of the surface temperature and, thus, the region in the northern Barents Sea with the strongest positive 2 m air temperature anomaly also has a negative outgoing long-wave radiative flux anomaly (more surface heat loss, Figure 5h). However, the anomalously high downwelling long-wave radiative flux driven by increased cloudiness in the warmer and more moist air masses exceeds that of the upwelling anomaly so that the anomaly of net long-wave radiation anomaly heats the surface (about 20 W·m⁻²) in Region B. The long-wave radiative anomalies have opposite signs in the western Fram Strait. Cold air advection and possible sea ice export in the East Greenland Current might account for the positive outgoing long-wave radiative anomaly (less than climatology surface heat loss), matching with a cold surface anomaly (Figure 4h).

The cold-air outbreak in the Fram Strait, driven by the flow field associated with a cyclone in Region B, with strong turbulent surface heat loss (Figure 5g), drives atmospheric convection. A positive anomaly in upwelling long-wave radiation (i.e. less long-wave radiation emitted by the surface) is present in the ice-covered western Fram Strait (Figure 5h), where the snow/ice surface temperature rapidly responds to cold air. On the contrary, no anomaly is present in the open parts of the Fram Strait, because the sea-surface temperature is not sensitive to a synoptic-scale cold-air outbreak.

Cyclone activity in Region C, in contrast to Regions A and B, is characterized by large turbulent surface heat loss that is up to 40 W·m⁻² stronger than the climatology southeast of Svalbard. In line with Figure 4b,k, the upward long-wave radiation has a positive anomaly over sea ice (Figure 5k) as the surface is losing less heat in these conditions due to the colder surface temperatures. Similarly, the downward long-wave radiation is anomalously low both in the Fram Strait and the Barents Sea in line with the relatively cold and dry air masses.

Finally, we consider the total energy flux (Figure 5d,h,l,p), which we have calculated as the sum of the turbulent and long-wave radiation energy fluxes. We see from the average of the entire time period (Figure 5d) that in sum the fluxes considered contribute generally to a net heat loss at the surface in the study area during DJF. Furthermore, it is clear that the turbulent surface energy fluxes dominate over the long-wave energy fluxes in forming the total energy flux anomalies connected to cyclones in Regions A, B and C (Figure 5h,l,p). Also, we note that the areas most strongly affected by these anomalies are the Barents Sea with surroundings waters and large parts of the Fram Strait.

Moving up from the surface layer; to gain an understanding of regional consequences in the free atmosphere, driven by cyclonic activity, the final part of the composite analysis focuses on anomalies in the Z500 – Z1000 layer thickness and vertical integrals of heat transport divergence. The climatological distribution of the geopotential layer thickness (Z500-Z1000) is close to zonal with a southward gradient (Figure 6a). The layer thickness is an indirect measure of the air-mass temperature in the midto lower troposphere. Hence, the zero line in the Z500-Z1000 anomalies can be interpreted as the mean position of the baroclinic zone, with the given cyclone centre location. For both Regions A and B (Figure 6d,g) the Z500-Z1000 anomaly fields display air masses warmer (thicker) than climatology air masses over Fennoscandia and the Barents Sea (positive Z500-Z1000 anomalies of up to 50 m) and colder than climatology over the Fram Strait, which is in line with the above-discussed northerly wind field west of the cyclone centre. The positive Z500-Z1000 anomaly with relatively warm air masses reaches further north into the northern Barents Sea with cyclones in Region A, compared to Region B. Region A has also a more meridionally oriented baroclinic zone between the positive and negative anomalies running over Svalbard (Figure 6d,g). Region B has the baroclinic zone more zonally south of Svalbard. In these events the air masses over Svalbard are
colder than the climatology. The negative anomaly, down to $-50$ m, for Region B (Figure 6g) is centred over the Fram Strait, being stronger than the corresponding anomaly for Region A (Figure 6d) with a $-30$ m anomaly centred over northeastern Greenland. The anomalies for Region C show a vast negative Z500-Z1000 thickness anomaly, down to $-50$ m, covering Svalbard, the Barents Sea, Fennoscandia and northwestern Russia (Figure 6j), suggesting that the air masses flowing around the cyclone centre are of Arctic origin.

To better understand the energetics related to the trends in cyclone activity, we here consider in the following anomalies of vertical divergence of the transport of latent heat and dry static energy over the full atmospheric column (Figure 6, columns 2 and 3). We note that the average DJF dry static energy transport convergence is an order of magnitude larger than that of the latent heat (Figure 6b,c). In line with the net atmospheric poleward transport of energy, convergence dominates over the northern North Atlantic for both dry static energy and latent heat, the DJF mean being close to zero or slightly negative in Regions B and C (Figure 6c).

For cyclone centres in the Fram Strait (Region A), both the dry static energy and latent-heat transport divergence have negative anomalies over and around Svalbard (Figure 6e,f), indicating above-climatology heating in the region. The anomalies in the divergence in the dry static energy transport are larger than those of the latent heat. Region B has similar bimodality as Region A, with dry static energy and moisture transport convergence east of the Svalbard archipelago and divergence in the Fram Strait. This bimodal distribution aligns well with
the synoptic situation with cold-air advection west and warm-air advection east of the cyclone centre. In Region C, the divergence fields have a positive anomaly indicating larger-than-climatological cooling effect, in line with advection of cold and dry air over the region in cases with cyclones in Region C.

To summarize the local impacts of DJF cyclone activity: with cyclone activity in Regions A and B, the Greenland Sea and Barents Sea regions experience warmer and wetter winter conditions (Figure 4e,h,f,i), whereas with cyclone activity in Region C, the composites are colder and drier than the DJF climatology in regions A and B (Figure 4k). The MSLP field associated with composites of Regions A and B indicate a northerly wind in the Fram Strait, west of the cyclone centre, advecting cold air into Regions A and B with a compensating southerly wind to the east of the centre (Figure 4d,g). This is seen as an anomalous surface heat loss (gain) in the regions with cold (warm) advection in both the turbulent flux and long-wave radiative fields (Figure 5e–p). Region C is again showing generally colder and drier conditions over Svalbard, with a net surface heat loss in most of the Barents Sea (Figures 4k,l and 5p).

Further, we have calculated the trends in the climate variables (Table 1). At a 95% significance level we find a warming trend in all regions of interest (Region A: 1.1 °C/decade, Region B: 0.67 °C/decade and Region C: 0.58 °C/decade). Also, both upwelling and downwelling long-wave radiation have significant positive trends reflecting surface warming and increase in the cloudiness and water vapour in the atmosphere. In line with the general warming, the Z500-Z1000 layer thickness has a positive trend of 10 m/decade. The trend in the Z500-Z1000 layer thickness is, however, significant only in Region A. MSLP, precipitation intensity, turbulent fluxes and the vertically integrated divergent fluxes of dry static energy and latent heat do not have significant trends in the regions of interest.

### TABLE 1 DJF trends in climate variables over the period 1979–2016 (change per decade)

<table>
<thead>
<tr>
<th>Region</th>
<th>2 m air temperature (°C)</th>
<th>Upwelling long-wave radiation (W·m²)</th>
<th>Downwelling long-wave radiation (W·m²)</th>
<th>Z500 – Z1000 layer thickness (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Trend: 1.1 °C/decade (p &lt; .001)</td>
<td>Trend: 3.9 W·m²/decade (p &lt; .001)</td>
<td>Trend: 4.2 W·m²/decade (p &lt; .001)</td>
<td>Trend: 0.01 km/decade (p = .02)</td>
</tr>
<tr>
<td>B</td>
<td>Trend: 0.69 °C/decade (p &lt; .001)</td>
<td>Trend: 2.6 W·m²/decade (p &lt; .001)</td>
<td>Trend: 2.6 W·m²/decade (p &lt; .001)</td>
<td>Trend: 0.01 km/decade (p = .09)</td>
</tr>
<tr>
<td>C</td>
<td>Trend: 0.58 °C/decade (p &lt; .001)</td>
<td>Trend: 2.1 W·m²/decade (p &lt; .001)</td>
<td>Trend: 3.2 W·m²/decade (p &lt; .001)</td>
<td>Trend: 0.01 km/decade (p = .000)</td>
</tr>
</tbody>
</table>

*Note: The regions A, B and C are indicated on the map in Figure 2a.*

#### 3.3 Trends in cyclone densities and their relation to climate indices

We have so far shown that the cyclone densities have significant temporal trends around Svalbard (Regions A and B) and in the southeastern Barents Sea (Region C), and our composite analysis suggests that the consequences of these changes are warmer and wetter winter conditions around Svalbard (Figures 4–6). We now move on to the third, and last objective of the study; connecting the documented cyclone density trends to larger-scale climate indices and, in Section 3.4, to baroclinicity.

The temporal and spatial variability in cyclone tracks is related to the variability in the surface pressure field, and, thus, to climate indices (typically derived from empirical orthogonal functions of the MSLP field) characterizing such variability. We here correlate three well-established climate indices encompassing the North Atlantic: the Scandinavian pattern (SCA), the Arctic Oscillation (AO) and the North Atlantic Oscillation (NAO) with the DJF cyclone densities. The indices were downloaded from the National Weather Service Climate Prediction Center (https://www.cpc.ncep.noaa.gov/data). Positive phases of AO and NAO indicate a zonal polar tropospheric jet stream (Barnston and Livezey, 1987). Opposite to AO and NAO, the positive phase of the SCA (Barnston and Livezey, 1987) represents a large-scale atmospheric state with a high-pressure ridge, typically a blocking high, over the Scandinavian peninsula. This pattern favours a meridional storm track, steering cyclones into the Fram Strait rather than into the southern Barents Sea and northern Scandinavia (Bueh and Nakamura, 2007; Vihma et al., 2019).

The results from our correlation analysis (Figure 7) show that for SCA the correlations are predominantly negative in the region from Iceland to the Barents Sea and positive in the Fram Strait. Hence, the correlation pattern of SCA and cyclone density is roughly the opposite of that...
Thus, the positive trend in SCA, though not statistically significant, supports to some degree the documented positive (Regions A and B) and negative (Region C) trends in cyclone densities.

3.4 Changes in baroclinicity

Baroclinicity is a key driver for intensification and persistence of extratropical cyclones.

Central parameters in this regard are $N$ and $EGR$, the latter of which is a measure of baroclinic instability at the mid-tropospheric level and, thus, a measure of the potential for cyclones to develop and grow (see Equation 2 in Section 2). $N$ is the buoyancy frequency (see Equation 3 in Section 2), which is incorporated in $EGR$ together with the vertical wind shear, accounting for the buoyant fraction of the available potential energy for cyclone intensification and persistence in the given layer. Both parameters have been applied several times in previous studies to assess changes in extratropical cyclones (Simmonds and Lim, 2009; Koyama et al., 2017).

The DJF climatology of $N$ (Figure 8a) shows, as expected, a positive meridional gradient (increasing with increasing latitude). At $64^\circ N$, $N$ is around $0.0105 \, s^{-1}$ and at $90^\circ N$ it is around $0.013 \, s^{-1}$. We find a negative trend in the DJF $N$ in the Greenland Sea and the Barents Sea regions in the period 1979–2016 (Figure 8c). This trend likely reflects the observed winter warming in these regions, which is strongest close to the surface (Cohen et al., 2014). The negative trend in $N$ is significant ($p < .1$, hatched areas in Figure 8c) in most parts of Region B and in one patch in Region C.

The DJF climatology of $EGR$ (Figure 8b) shows a northward decreasing potential for cyclone growth, which is in agreement with the northward increasing static stability (Figure 6a), as $EGR$ is an inverse function of $N$. In DJF, $EGR$ has a significant positive trend north of Svalbard ($3 \times 10^{-3} \, \text{day}^{-1}$) reaching to the North Pole (Figure 8d). This is a region with climatologically high static stability and low $EGR$ in winter (Figure 8a,b). Further, in addition to $N$, $EGR$ is a function of the mid-tropospheric wind shear, which is often dominated by the strength of the tropospheric jet stream. In the high-latitude North Atlantic region, the Arctic front jet stream is the most likely source of wind shear. Since the statistically significant changes in $N$ mostly do not align with the statistically significant changes in $EGR$, we attribute the changes in $EGR$ to changes in the wind shear rather than $N$. Consequently, this indicates an increased frequency of events with increased wind shear over Svalbard and north of it manifested as positive trends in $EGR$ (Figure 8d).
We find a positive trend in EGR over parts of and north of Svalbard and this is close to regions (Regions A and B) where we find significant positive trends in cyclone density. To the south of Svalbard, we find negative trends in EGR, but these are mostly insignificant.

Our results on baroclinicity show that there have been significant changes in both EGR and N in the vicinity of our regions of interest. These results suggest that atmospheric energetics in DJF has become more favourable for cyclone birth and development. The increased EGR and decreased N support cyclone trajectories penetrating further north, and hence, support the positive cyclone density trends found in Regions A and B.

Several previous studies have found a northward shift in the cyclone track within our study region (e.g. Tamarin-Brodsky and Kaspi, 2017). It is an intriguing question whether the observed increase in cyclone densities in Regions A and B, and the corresponding decrease in Region C, are parts of a local component of such a shift. The documented correlations between SCA and cyclone densities within these areas would support this hypothesis, and the same can be said about the increased (decreased) values of EGR (N). Furthermore, we do not find any significant temporal trends in cycloysis or cyclogenesis (not shown) within the area of interest, which would indicate that the number of cyclones remain fairly constant over time. To shed further light on the hypothesis of a local shift in the storm track, we correlated the DJF cyclone densities in Region B and C (where the most significant changes are found). Indeed there is a significant, negative correlation between these (R = −0.54, p-value = .005).

**DISCUSSION AND CONCLUSIONS**

In this study, we have investigated changes in cyclone activity over the high-latitude North Atlantic and their regional consequences applying a storm-tracking algorithm on ERAI 1979–2016 MSLP fields along with a composite analysis. We found the strongest significant (p < .1) trends in cyclone density in DJF with positive trends around Svalbard (1.3 cyclone track points per decade in Region A and 3.0 cyclone track points per decade in Region B) and negative trends in the southeastern Barents Sea (−4.5 cyclone track points per decade, Region C). A similar hotspot of DJF cyclone density increase around Svalbard and in the Barents Sea was found by Zahn et al. (2018) and Rudeva and Simmonds (2015). The strength of the positive trend and the exact location of this hotspot, though, vary slightly between the studies.
These discrepancies likely result from differences in the time periods analysed, the tracking algorithms used, and the geographical binning applied. However, comparing our results to those of Zahn et al. (2018) and Rudeva and Simmonds (2015), we can probably exclude the role of the tracking algorithms in generating differences. The tracking algorithms used in these studies are shown to produce very similar results (schemes M10 and M22 in Fig. 1 in Neu et al. (2013)).

However, unlike previous studies (Dong et al., 2013; Rudeva and Simmonds, 2015; Tamarin-Brodsky and Kaspi, 2017; Zahn et al., 2018), we also addressed the regional consequences of cyclone activity in regions showing changes over the last decades. Our study is the first to extend the scope of a cyclone density change study to local consequences in the northernmost North Atlantic. Applying composite analysis, we found cyclone activity in Regions A and B to co-occur with positive surface temperature and precipitation anomalies over Svalbard and larger parts of the Barents Sea. These manifest alongside a higher energy content of the atmospheric column, as seen by the convergence of the vertically integrated transport of dry static energy and latent heat, and a reduced net ocean surface heat loss via radiative and turbulent fluxes and a shallower Z500-Z1000 layer in the same region. The corresponding anomalies for cyclone activity in Region C are broadly similar in geographic extent, however, with opposite signs.

We found a significant negative correlation between winter cyclone densities in the northwestern (Region B) and southeastern (Region C) Barents Sea, and simultaneously no significant increase in cyclogenesis or cyclolysis in the high-latitude North Atlantic. Based on these findings, we hypothesize that a shift toward a more meridional DJF storm track in this region is responsible for the documented positive (negative) trend in cyclone density in Region B (Region C). A significant decrease in Brunt–Väisälä frequency in Region B and an increase in Eady Growth Rate north of Regions A and B support an increase in baroclinicity and, hence, enhanced cyclone activity in this region. Further, the significant correlations between SCA and cyclone densities have the best match geographically with the regions where there are significant changes in cyclone densities (Regions A, B and C). Also, SCA is the climate index with a positive (though not significant) trend over the study period, which is qualitatively in line with an increased frequency of a more meridional storm track.

Several studies have addressed the question of how climate change alters baroclinic zones and, hence, storm tracks activity (Dong et al., 2013; and others). A poleward shift of the storm track is reported by a majority of these studies and, in addition, Tamarin-Brodsky and Kaspi (2017) report an enhanced poleward propagation of cyclones with the climate change. Our results with significant increases in cyclone density in the north (Regions A and B) and significant decreases the south (Region C) agree well with these results on a regional scale.

The areas in the western Barents Sea and around Svalbard, where we find significant positive trends in cyclone densities in winter (Regions A and B), have also experienced other rapid recent changes. These include the globally highest rates of wintertime 2 m air temperature increase (Førland et al., 2011; Kohnemann et al., 2017) and the most rapid winter sea ice decline (Parkinson and Cavalieri, 2008; Screen and Simmonds, 2010). In addition, Árthun et al. (2012) show that the oceanic heat inflow into the Barents Sea has increased and that this inflow controls the location of the sea ice margin in the western Barents Sea. The absence of sea ice during winter strongly alters the surface heat exchange and stratification of the air column and, hence, potentially leads to changes in cyclone intensification and dissipation (e.g. Kuo et al., 1991; Jaiser et al., 2012). Jaiser et al. (2012) further showed how the reduced stratification modulates the complex interactions of baroclinic wave energy fluxes on time-scales of a few days. Koyama et al. (2017) examined the possible connection between the recent Arctic sea ice loss and pan-Arctic cyclone activity. They found changes in baroclinicity suggesting an increased potential for cyclogenesis in years with low sea ice extent. Possible reasons for this could be more moisture available, regional baroclinicity, and vertical stability changes, all favouring cyclogenesis. However, when tracking individual cyclones, Koyama et al. (2017) did not observe a coherent increase in either cyclone frequency or intensity associated with sea ice loss.

We found cyclone activity in Regions A and B to co-occur with positive surface temperature and precipitation anomalies over Svalbard and large parts of the Barents Sea. With the large relative increase in cyclone occurrence in Regions A and B (Figure 2) and the documented increases in extreme cyclones in the region (Koyama et al., 2017), there is a risk of increasing harmful (even devastating) impacts of cyclones in the Svalbard region. Especially in times with rapidly diminishing sea ice extent and rising DJF air temperatures, the additional heat and momentum from an individual cyclone might be enough to start winter melt and break-up of sea ice. Examples of high-impact wintertime cyclone events include the December 2015 storm Frank bringing above-zero temperatures to the North Pole (Boisvert et al., 2016; Kim et al., 2017; Yamagami et al., 2017; Hong et al., 2019). Also worth mentioning are the rain-on-snow events, such as those documented by Hansen et al. (2019). High-precipitation events in autumn and winter have led to destructive avalanches (Hancock et al., 2018) in Svalbard.
Regional changes in cyclones, such as the increase in wintertime cyclone density over the Fram Strait found in this study, may also impact local ocean circulation. For example, Nilsen et al. (2016) found that an enhanced dominance of southerly wind stress, induced by the aforementioned increased cyclone densities, resulted in an increased inflow of Atlantic water into the fjords of western Spitsbergen. In turn, Luckman et al. (2015) found such intrusions of warm water into the fjords to be an important control of calving rates of maritime-terminating glaciers on Svalbard.

Despite reporting significant trends in cyclone occurrence for the time period 1979–2016, our results do not allow prediction of future changes in cyclones in our study region. In general, current climate models do not predict considerable intensification (deepening) of extratropical cyclones (Li et al., 2014). This is, however, possibly due to challenges in modelling the factors affecting cyclone activity, which is sensitive to model resolution, atmosphere–ocean coupling, and parametrization of subgrid-scale physical processes (Willison et al., 2013). Also, projected shifts in the storm tracks are a sum of several competing factors, an example being changing temperature gradients at different altitudes (Harvey et al., 2014).

Focusing on the northern North Atlantic, both the historical and future changes in cyclogenesis are primarily controlled by the factors affecting baroclinicity. Due to the competing effects of (a) the amplified Arctic warming, reducing the meridional temperature gradient and hence decreasing EGR, and (b) sea ice decline, reducing stratification and hence increasing EGR, the observed changes have varied between regions and also the future changes will depend on the region and time-scale addressed. Recent papers have suggested that wintertime cyclone activity in the Arctic will decrease toward the end of the century (Tamarin-Brodsky and Kaspi, 2017; Day et al., 2018). However, the two competing effects on EGR may make the changes hard to model reliably. Further, due to sea ice loss and reduced boundary-layer stratification, near-surface winds over the northern Barents Sea and Svalbard region are in any case projected to increase (Ruosteenoja et al., 2019), which, together with higher air temperatures, are expected to increase the impacts of cyclones.
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