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ABSTRACT
Research on smart device privacy has consistently highlighted how privacy is an important concern for users, but they fail to act on their concerns. While this discrepancy between user perceptions and actions has been consistently reported, currently there is a limited understanding of why this is the case or how the situation can be ameliorated. This paper systematically studies how visualizations in privacy assistants can improve the situation, reporting on two studies that explore the users’ privacy perceptions in smart device ecosystems. The first study shows that displaying device location and data type reduces the users’ privacy perceptions. Participants also weigh the use of media such as online news as a source to inform users about the possible inferences. The second study analyzes participants’ preferences to visualize smart device information and privacy policies using augmented reality. Through these two studies, we derive insights and guidelines on how to design effective privacy assistants and to improve users’ knowledge of risks associated with data disclosure in smart home scenarios.

CCS CONCEPTS
• Security and privacy → Usability in security and privacy;
• Human-centered computing → Mixed / augmented reality;
Graphical user interfaces.
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1 INTRODUCTION
The ubiquity of smart devices, combined with a lack of information about data collected by them, makes privacy a significant challenge for emerging smart device ecosystems. Studies on smart device privacy have consistently highlighted how privacy indeed is an important concern for users [33, 43, 56]. At the same time, however, these studies have shown that users fail to act on their concerns and tend to underestimate the risks of being personally exposed to them. While this discrepancy between user perceptions and actions has been consistently highlighted (so-called privacy paradox), currently limited understanding exists of why this is the case or how it can be ameliorated. Indeed, existing research largely has focused on evaluating user’s privacy perceptions without systematically analyzing factors that mediate this response [2, 18, 59]. These previous works focus on the privacy expectations that users have regarding smart devices [59], the user’s privacy preferences when purchasing one [18], or the lack of full privacy awareness about the capabilities of such devices [2, 59]. Studying privacy perceptions and expectations alone is not sufficient as the capabilities of smart devices are continually evolving, resulting in novel privacy threats that users can struggle to understand [59]. Moreover, how to transmit the information about devices in a manner that users fully understand is a challenging problem due to the complexity of privacy in such ubiquitous environments and the limited capabilities that users can have to fully understand such privacy threats [2]. Indeed, as will be demonstrated in this paper, even technology-savvy users struggle at understanding the sensing capabilities of commercial off-the-shelf smart devices.

Privacy assistants (PA) have been proposed as a potential solution to assist users in managing their privacy in complex and ubiquitous data collection scenarios such as emerging smart device ecosystems [11–13]. PAs can inform users about the data collection practices, e.g., using notifications and allow them to manage privacy via a companion device [13]. Previous work has proposed simple
PAs that are based on traditional interfaces, such as list-based interfaces used by mobile operating systems and shown that they can increase user comfort levels [33, 43]. However, as we will show in this paper, these systems are not effective at contextualizing the disclosure of private information, which results in a situation where the user’s increased comfort is based on false perceptions about the risks associated with the disclosure.

This paper contributes by systematically investigating the broader design space for visualizing contextual information during the management of privacy in smart devices. Specifically, we evaluate how different visualization interfaces in PAs influence users' privacy perceptions and help the users manage the privacy of smart devices. We study visualizations through an augmented reality (AR) interface, shown in Figure 1, that has been motivated by the finding in [55] showing that location visualization increases users' awareness. Previous works have shown AR to be an intuitive and effective mechanism for supporting interactions with smart devices [8, 23, 25, 42] but prior to our work no effective AR-based privacy assistants for exploring and adjusting privacy preferences have been proposed.

We use the AR interface to analyze users’ privacy perceptions in emerging smart device ecosystems and report on the results from two studies. The first study evaluates the effects of disclosure on (N = 32 participants) users’ privacy comfort and investigates how the visualization of different disclosure context factors (device location, device information, and captured data) affects user’s privacy perceptions. To further explore the design space for AR visualization and privacy interfaces, the second study explores design possibilities for an AR-based PA using crowdsourcing. Previous works have shown (remote) crowdsourcing to be an effective and ecologically valid mechanism for eliciting feedback on interface designs [15, 27], offering the possibility to reach larger number of users and being suited to remote interactions. In the study, N = 100 participants are shown different AR interface designs that visualize the context factor using simple layouts and color-based schema to describe the privacy settings’ status and we assess the user’s preferences of the different designs.

The results of the studies show that visualizing the exact disclosure and location rather is more effective than being informed of them, as is the case with existing PAs. The results also show that participants rarely have detailed knowledge of the true privacy risks associated with smart devices. In fact, the participants often weigh the use of media (e.g., news) to inform them about the possible inferences that third parties can obtain from the collected data. When comparing different interfaces, the results show that participants strongly prefer an AR-based visualization as it provides the most details about disclosure. However, there also is a trade-off between the amount of information that is provided and the time that is needed to make an informed decision. Our paper offers new insights into factors mediating user’s privacy perceptions and provides design guidelines for improving user’s knowledge of risks associated with smart devices using AR-based PAs.

2 RELATED RESEARCH

We organize the related work into three parts: privacy perceptions and individuals’ understandings of privacy and their behavior; privacy assistants for smart home scenarios; and interactions with smart devices using AR.

Privacy perceptions in smart home scenarios. Ubiquitous computing scenarios, such as smart homes, have reached a point where the configuration and interconnections of devices are complex to understand, hampering the user’s mental models of privacy threats [57]. Users generally have minimal understanding of privacy risks [36, 60], due to the limited information about smart devices’ monitoring capabilities [43, 56]. PAs should provide more accurate information to help users with their mental privacy models [2, 36].

Although the vast majority of individuals aim to control the disclosure of their personal information [28], most users do not feel personally targeted from attacks, trusting the companies in charge of their data (e.g., IoT manufacturers) or existing mitigation strategies [57]. Risks are also weighed in comparison with the benefits of using smart devices [30, 61]. Individuals also vary their privacy preferences in data collection environments based on the situation (e.g., who is collecting the data) and on the influence of others, such as friends [32]. Our work is inspired by previous works, especially, the impact of contextual information such as location [55], but with a focus on how these findings can translate into the design of better and more effective privacy interfaces. Indeed, our work examines how different visual interface elements affect and mediate user’s privacy preferences, improving our collective understanding of how to design effective privacy interfaces.

Privacy assistants and smart devices. Langheinrich [29] highlights that PAs do not seek perfect privacy protection but help to raise privacy awareness. Even when users are privacy-aware and consider the privacy and security of a device before their purchase, there is a lack of information about current privacy and security policies and approaches being used [18]. Users should also be responsible for preventing any privacy violations and understand the business models, but at the same time information about privacy practices should be more accessible to help users [20, 52]. Authors in [14] proposed a PA developed in a distributed privacy infrastructure for visual privacy where users can control what visual information is being collected about them (i.e., facial features, location). Users upload their facial features to a smartphone, and then these devices beacon their privacy preferences in scenarios where there are input video devices. Designing an interface for such PAs can be a challenging task [5]. Colnago et al. [12] used a semi-structured interview to recommend solutions about automation of privacy preferences and notification overloads. The authors found participants to be concerned about the sources for informing and automate the privacy preferences of smart devices. These works have designed prototypes of privacy interfaces without systematically investigating the design space and how different interface elements affect privacy perceptions. Many of these interfaces are also based on traditional designs, such as list-based interfaces used in mobile operating systems, which may increase user comfort but, as we will show, be ineffective at revealing actual threats.

AR interfaces and smart devices. There is limited research providing guidelines to design through-the-screen AR interfaces [15]. There are some prior works on enhancing smart device management using AR that inspire our work. MIT Media Laboratory [23] proposed a system called Smarter Objects to link physical objects with virtual ones. Another example is Reality Editor 2 [41], which allows the users and smart devices to communicate through AR.
and Internet. In [25], authors proposed an AR framework to track and interact with smart devices that uses object detection and tracking algorithms to show an improved AR GUI of device features, analogously to [23]. As suggested in [42], AR can provide more natural interactions with smart devices, but it still requires further evaluation to identify the impact on users’ interactions with smart devices. Existing interfaces focus solely on interactions with smart objects without examining how to use AR for designing an effective privacy interface. These previous works form a foundation for our visualizations, and our work contributes on top of these by offering insights into how AR can be used for effective PA design.

3 VISUALIZATION AND PRIVACY PERCEPTIONS

We first study how contextualizing the device’s information and possible misuses of disclosure affect the users’ privacy perceptions. Understanding these effects is vital for designing effective privacy assistants that can offer actionable and useful guidance to users. Previous studies have been limited to exploring overall privacy perceptions and comfort levels [33, 43, 57] without providing an understanding of how different privacy related information affects user’s privacy perceptions – or their accuracy.

3.1 Study Design

Our study follows a 2 (between subjects: smart device type) × 3 (within-subjects: interface type) mixed factorial design. We evaluate users’ privacy perceptions for two common smart device categories: (a) smart camera and (b) smart speaker and compare three PA interface approaches that differ in the information they offer.

Independent variables. As interfaces we consider three different PA designs: (i) traditional, which is based on list-based menus from smartphones and computer settings; (ii) traditional with additional information, which includes a real-time feed from the camera/speaker and the collected information; and (iii) AR-based interface, which visualizes the location of the smart device and the collected information:

(1) **List.** In this scenario, we design the list-based interface used in mobile OS and web interfaces [14] (for cloud-based IoT access) to manage applications’ privacy (see Figure 2).

(2) **List+vis.** We enhance the list-based view with real-time visualization of the collected data. We include a real-time visualization of how third parties infer information on the collected data. For example, in the smart camera scenario, users can see how each individual’s information is being extracted, such as age, gender, see Figure 2. For example, participants can visualize in real-time what the smart camera is recording (i.e., their faces) and the data inference from the images.

(3) **List+vis+loc.** In this scenario, the interface shows the collected data and the location of the IoT device. Augmented reality (AR) has been proposed as a strong candidate for offering a unified interface for interacting with smart devices [25]. At its best, AR can provide an intuitive way to discover, contextualize, and configure smart devices [7, 24, 42, 48]. The interface provides real-time visualization of data (smart camera: video, smart speaker: spoken command) and the location of the device (see Figure 1). Contrary to other studies that evaluate users’ privacy perceptions in a more general location such as rooms in a home [4, 43], this interface displays the exact location of the device within a room.

We implemented two fully working use cases of commercial smart devices: cameras, and speakers, and let participants interact via the three interface models. Users can detect nearby devices using object detection (one-shot learning) and Bluetooth. We implement ML techniques to extract more granular information (e.g., emotion) from the captured data. This information and the captured data are then sent to the user’s device using REST architecture. We focus on these devices as they are representative examples of devices that can expose users to significant risks of unintended data disclosure (i.e., audio and video) and unwarranted surveillance [1, 30, 38, 45, 58, 61]. People generally find microphones and cameras as the two most privacy-invasive devices in smart homes [46]. For these two devices, individuals even sometimes directly control the camera...
We recruited 32 volunteers (19 male and 13 female) using a consecutive sample, ranging from 25 to 44 years (25 to 34: 75%, 35 to 44: 43.8%, home devices (28.5%), or smart-watch (28.6%).

3.2 Procedure

Effects of visualization. We split the participants into two equal-size groups according to the smart device being tested (smart camera: \(N = 16\); smart speaker: \(N = 16\)). We assigned a counterbalanced interface design to each participant. The participants were asked to evaluate their comfort level according to the smart device and interface used. For each interface, comfort level is evaluated using the following questions:

• Q1. How comfortable would you feel about using this smart device? (Answer: comfort level 5-point Likert scale, 1. very uncomfortable - 5. very comfortable)
• Q2. Additional comments (Answer: open-answer)

The choice of questions was motivated by prior studies on privacy perceptions which have used similar questions [4, 33, 43].

Effects of misuse. We present participants a possible misuse of the collected data using media sources such as articles [10, 40, 49] and research findings [59]. For example: ‘Did you know smart cameras can track your mood?’ based on the findings in [59]. The participants were then asked to re-evaluate their comfort level.

Participant characteristics. We end the study with an evaluation of participants’ privacy concerns and demographic questions. First, participants were asked a short questionnaire about their general privacy concerns in online environments using the internet users’ information privacy concerns (IUIPC) [37], which contains three dimensions (groups): collection, control, and awareness. We use the questions from literature [43] as a reference. Next, we asked participants five demographic questions such as gender, age, profession, whether they have had previous AR experience, and prior experience with smart devices. The background questionnaire was placed at the end of the study to avoid priming the users to be privacy conscious before interacting with the interfaces.

3.3 Apparatus

We use an Android OnePlus 3T device to run the client applications (i.e., through-the-screen AR application). We develop the three applications using the Android SDK 23. For emulating the smart IoT devices (camera and speaker), we use a Raspberry Pi 3B (Raspbian Jessie Linux 4.4.13-v7, ARM Cortex-A53, 1GB RAM) has it has Wi-Fi capabilities to serve the Node.js server. We use the Logitech HD Webcam C270 to emulate a smart camera (plugged in the Raspberry Pi), and a generic speaker to emulate the smart speaker device (we use the microphone of the Logitech webcam as input voice interface). We place the smart devices on a shelf in an office room of our university. We used an iPhone 8 to audio record participants’ answers during the study.

3.4 Participants

We recruited 32 volunteers (19 male and 13 female) using a consecutive sample, ranging from 25 to 44 years (25 to 34: 75%, 35 to 44: 25%) around a university campus. Their professions follow 10 CS researchers, 7 environmental PhD students, 2 biology researchers, 2 biotechnology researchers, 2 biotechnology PhD students, 3 CS PhD students, 1 business student, 1 UX designer, 1 market and sales, 1 entrepreneur, 1 social worker, and 1 multimedia researcher. 68.8% have some experience with AR scenarios such as gaming (e.g., Pokemon GO, Ingress, or professional related). 56.2% of the participants have no experience with the IoT ecosystem. The other 43.8% have some experience with IoT devices such as work-related (42.9%), home devices (28.5%), or smart-watch (28.6%).

3.5 Ethics

The study was carried out following the General Data Protection Regulation (GDPR) and local IRB regulations. We informed that data would be de-identified, and all recorded data will be password protected and deleted after the study ends. Participants provided informed consent to participate in this study and to be video recorded (by the smart camera).

3.6 Ecological Validity and Limitations

Our study setup considers a realistic environment for studying privacy, unlike online surveys that have been traditionally used to explore privacy [5, 33, 43]. According to the early adoption paradox, consumers most excited about IoT technologies have the highest privacy risks in other online activities [19]. Nevertheless, our results must be considered in the context of the limited number of participants recruited with some experience (43.8% of the participants) with smart devices.

In terms of limitations, the use of the same physical environment can result in carry-over effects and reduce the accuracy of the privacy perceptions. At the same time, it is essential to offer a realistic environment for interaction to ensure the users can properly contextualize the privacy risks. The study design was designed as a balance of these two factors, and we use counterbalancing to control for the carry-over effects. Online surveys used in prior works [4, 33, 43] cannot isolate the effects of contextual factors as they rely on generic scenarios rather than offer a way to contextualize disclosure accurately. To further enhance the level of realism, we limit the study on the analysis of participants’ comfort levels according to the displayed scenario (e.g., interface, smart device, and location) without further studying what the participants would do with that scenario.

3.7 Analysis Methodology

Statistical analysis. We analyze participants’ comfort levels using mixed and repeated measures ANOVA, as the data satisfy assumptions about homogeneity and normality. We measure the effect using Cohen’s (1988) convention for a large effect \((d = .80)\) when the ANOVA test is significant.

Participants’ comments. We follow the methodology in [21] where two independent researchers iteratively coded 30% of the participants’ comments. Then, the researchers met in person to discuss and consolidate the codes from the participants’ comments (inter-annotator agreement 0.78 Cohen’s Kappa). The remaining 70% of the participants’ comments were split equally and coded independently by one of the two researchers.
ANOVA shows a significant effect for configuration (\( F(1, 15) = 25.70, p < .001 \), \( ad_j - r^2 = 0.24; d = 1.95 \)) and smart speaker (\( F(1, 15) = 34.28, p < .001 \), \( ad_j - r^2 = 0.48; d = 0.92 \)), see Figure 3. Mixed ANOVA shows a significant effect for configuration (\( F(1, 30) = 27.64, p < .001 \), \( ad_j - r^2 = 0.27; d = 0.94 \)) but no interaction effect between the configuration and the smart devices (\( F(3, 30) = 4.23, p = 0.4 \)). The effect size for this analysis (\( d = 0.94 \)) exceeds Cohen’s convention for a large effect (\( d = .80 \)). A post hoc Tukey analysis show that the visualization of the location of the smart device has lower comfort levels (\( M = 2.17, 95\% : CI [2.00, 2.33] \)) than the interface with no location visualization (\( M = 2.65, 95\% : CI [2.45, 2.84] \)). The visualization of the additional location information reduces comfort by 18.1% from the interface with collected data visualization only (List+vis), while the additional collected data visualization reduces comfort by 14.7% from the reference case, list.

Possible misuses. Demonstrating a possible misuse of collected data results in participants raising their privacy perceptions. Statistical analysis indicates that the general comfort levels were significantly lower after we show misuse examples of the garnered data for each IoT device (one-way ANOVA \( F(1, 30) = 39.77, p < .001 \), \( ad_j - r^2 = 0.38; d = 1.02 \)). The effect size for this analysis, general comfort (\( d = 1.02 \)) was found to exceed Cohen’s (1988) convention for a large effect (\( d = .80 \)). According to the information in Table 1, most of the participants were concerned about the location of the device (for good or bad), and only 23% recognize the possible misuse of the garnered data. Our results show that even tech-savvy and privacy-aware are not fully aware of the privacy risks of the collected data even when they know most of an IoT device’s monitoring capabilities.

Participants’ characteristics. Answers to the background questionnaire indicated that participants shared a common concern about third parties knowing about their personal information inferred from online activities. To analyze the IUIPC, we first performed Principal Component Analysis (PCA) to verify each scale’s dimensionality. The IUIPC, PCA showed the three original components predicted the total variance: collection (\( a = 0.8 \)), control (\( a = 0.76 \)), and awareness (\( a = 0.68 \)). Participants’ concerns are low when we ask them about the collection possibilities of IoT devices.

**Novelty of the use of AR.** We compare the interfaces that only vary in one independent variable (visualization of the smart device’s location) to evaluate the causation relation between lower comfort levels and AR interface. The use of novel technologies (for some participants (31%) AR is unfamiliar technology) can be also a consequence of such impact on their comfort levels. For such purposes, we further analyzed the responses of participants that are familiar with AR technologies. Mixed ANOVA show that there is a significant effect of the proposed AR interface for participants that are already familiar with AR interfaces (\( F(1, 30) = 19.29, p < .001 \), \( ad_j - r^2 = 0.25; d = 1.53 \)). Similarly, mixed ANOVA demonstrates a significant effect of the interaction configuration for participants that are familiar with IoT and AR (\( F(1, 30) = 14.45, p < .001 \), \( ad_j - r^2 = 0.28; d = 1.33 \)), i.e., the changes in privacy perceptions are robust against potential novelty effects.

**Summary** In line with previous work, the participants had a good, but limited understanding of the data collection capabilities of smart devices. Visualizing the context of data disclosure decreased user’s comfort and resulted in more accurate privacy perceptions than the two list-based interfaces. Prior work has shown location and data type to affect privacy perceptions, but ours is the first work to demonstrate that contextualizing these factors through visualization is indeed effective at increasing the accuracy of user’s perception. When a misuse of information was presented, all interfaces resulted in a significant drop in comfort, suggesting that initial privacy perceptions can be optimistic and inaccurate. AR generally resulted in lowest comfort across all configurations, suggesting that it can be an effective way to contextualize the disclosure and improve the accuracy of user’s privacy perceptions.

### Table 1: Participants’ comments during the study.

<table>
<thead>
<tr>
<th>Category Tags (usage)</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefits</td>
<td>location (43%), health(31%), utility(27%)</td>
</tr>
<tr>
<td>Risks</td>
<td>location(72%), trust(41%), misuse(23%)</td>
</tr>
<tr>
<td>P11: “smart speaker: it can help me control my other smart devices”</td>
<td></td>
</tr>
<tr>
<td>P3: “smart camera: it can be useful to see who is at the door from the living room”</td>
<td></td>
</tr>
<tr>
<td>P6: “smart camera: record me while sleeping”</td>
<td></td>
</tr>
<tr>
<td>P7: “smart speaker: I don’t trust the brand due to the reports about collecting data without permission”</td>
<td></td>
</tr>
</tbody>
</table>

### 3.8 Results

**Effects of location.** Figure 3 illustrates the participants’ average comfort levels and the distribution of their answers for the configuration with and without location. One-way repeated measures ANOVA shows a significant effect of the location on participants’ comfort levels for the smart camera (\( F(1, 15) = 25.70, p < .001 \), \( ad_j - r^2 = 0.24; d = 1.95 \)) and smart speaker (\( F(1, 15) = 34.28, p < .001 \), \( ad_j - r^2 = 0.48; d = 0.92 \)), see Figure 3. Mixed ANOVA shows a significant effect for configuration (\( F(1, 30) = 27.64, p < .001 \), \( ad_j - r^2 = 0.27; d = 0.94 \)) but no interaction effect between the configuration and the smart devices (\( F(3, 30) = 4.23, p = 0.4 \)).

**Possible misuses.** Demonstrating a possible misuse of collected data results in participants raising their privacy perceptions. Statistical analysis indicates that the general comfort levels were significantly lower after we show misuse examples of the garnered data for each IoT device (one-way ANOVA \( F(1, 30) = 39.77, p < .001 \), \( ad_j - r^2 = 0.38; d = 1.02 \)). The effect size for this analysis, general comfort (\( d = 1.02 \)) was found to exceed Cohen’s (1988) convention for a large effect (\( d = .80 \)). According to the information in Table 1, most of the participants were concerned about the location of the device (for good or bad), and only 23% recognize the possible misuse of the garnered data. Our results show that even tech-savvy and privacy-aware are not fully aware of the privacy risks of the collected data even when they know most of an IoT device’s monitoring capabilities.

**Participants’ characteristics.** Answers to the background questionnaire indicated that participants shared a common concern about third parties knowing about their personal information inferred from online activities. To analyze the IUIPC, we first performed Principal Component Analysis (PCA) to verify each scale’s
we aim to be the first to give an overview of the users’ preferences for using AR-based PA. The results of this study thus supplement our first study which explored the effectiveness of different interface elements. Inspired by prior research on crowdsourcing-based interface evaluation [15, 27, 42], we use Amazon MTurk to quantitatively analyze different interface designs. We develop a simple AR experience survey, where participants are requested to answer two questions about the privacy setting’s current status for different interface designs (e.g., color of the icons). On average, the experiment takes 4 minutes (min: 2.2, max: 6, median: 3.4), following similar experiment times as in [15], where the HITs with 10 task takes an average of 9 minutes to complete.

4.1 Study Design
Our study follows a within-subjects design with counterbalanced interface configurations. We vary the independent variables described below for each displayed interface. We focus exclusively on smart cameras to ensure realism. Communicating visualizations of non-visual data, such as audio, can result in misinterpretations and inaccuracies as the situation cannot be accurately contextualized. Our primary goal in this second study is to provide insights on the users’ preferences regarding AR interface design rather than explore the data visualizations. We design the interfaces with basic elements to avoid any biases towards the interface elements in the evaluation of preferences (i.e., more rounded buttons, or more subtle overlay menus on the smart device).

Independent variables. We contextualize our experiment using different interface designs used in 2D layouts, following a similar approach as the work in [15]. Motivated by previous studies and features that are familiar with intuitive implications on task performance, the interface was parameterized into design features that correspond to the independent variables of our study:

- **Smart camera video source**: as the contextualization increases users’ privacy awareness [4], we display the smart camera feed in the privacy interface. The displayed camera feed image is the same for all participants (same frame and face).
- **Icon-based menu**: motivated by the work [16], we include an icon representation of the collected data type (e.g., eye icon to represent eye detection is enabled).
- **Color-based menu**: we include a two color scheme (red: OFF, green: ON) to highlight each enabled setting’s status. Color-based interfaces can effect user’s privacy choices [17, 63] as has been shown for users’ password creation [17] and privacy awareness in engine search results [63]. We chose colors that were salient and emotionally neutral. Naturally, future versions aimed at larger deployments should improve usability and accessibility.
- **Table layout**: represents each item of the privacy menu (e.g., face, age, gender detectors) in a table layout, following a tile design [50]. Due to the through-the-screen AR interface nature, we include a design with larger icons/text that users can press to enable/disable the data collection.
- **Block sign**: use of the block sign to represent a particular detector is not collecting data. We include a block sign on top of the icons to visualize the status (ON/OFF) of the data collection type.

4.2 Participants
We use the Amazon Mechanical Turk crowdsourcing platform to manage our survey using Human Intelligent Tasks (HITs). We recruit 120 participants using a consecutive sample. The survey was limited to workers that have a 90-100% HIT approval rating, and the number of previous HITs approved greater than 50. We analyze and proofread the answers of the participants before rewarding them. Participants receive a reward of 0.42 USD the day after completing the survey (using the survey code in the MTurk platform). Before posting the survey on MTurk, we ran a pilot study with 20 participants, recruited at our university, to test and improve our survey, such as questions and answer options.

Out of 100 participants, 58 are male, 42 female. The majority of the participants are below 44 (88%). 40% of the participants have a 4-year degree, while 20% have a professional degree. The majority (70%) have good or excellent experience with AR (e.g., AccrossAir, Sun Seeker, AR Doodle). The IUIPC, PCA showed the three original components predicted the total variance: collection ($\alpha = 0.78$), control ($\alpha = 0.63$), and awareness ($\alpha = 0.62$).

4.3 Ethics
We informed that all data would be de-identified, and all recorded data will be password protected and deleted after the study ends. Participants provided informed consent to participate in this study, following the local IRB regulations.

4.4 Procedure
We display to each participant four counterbalanced design interfaces (screenshots). Participants that first electronically agree to the consent are presented with a brief description of the task. Participants are then presented with four different design interfaces (e.g., color-based with icons and table layout menu) and are asked two questions per condition that ask them to enumerate what data is being collected and what not in the least amount of time:

- **What data is being collected with the current settings (e.g., face, eye)?** (Answer: multiple-option, with the following choices, face, gender, emotion, age, eyes)
- **What data is not being collected with the current settings (e.g., face, eye)?** (Answer: multiple-option, with the following choices, face, gender, emotion, age, eyes)

These two questions allow us to ensure high-quality participants’ responses. At the end of these four conditions, we asked participants to rate the best design (of the four previously presented) on a 5-point Likert scale. Finally, we ask participants some demographic questions, privacy concerns using the IUIPC using a 5-point scale, and experience with AR.

4.5 Ecological Validity and Limitations
Crowdsourcing benefits from reaching a larger pool of participants, while it suffers from a potentially reduced quality of responses. For visualization tasks the main issue is that the visualization may struggle conveying a realistic context, which can result in inaccurate user perceptions [22]. We overcome this issue through the overall design of our two studies. The first study focused on a realistic environment whereas the second study focuses on capturing a
larger sample of respondents. The elements that are included in the two studies have been tailored to account for potential limitations, and our second study focuses on evaluating specific aspects of AR interface designs rather than evaluating their effectiveness in realistic contexts. Concerns in terms of data quality and reliability are mitigated by (i) the larger sample we have in the second study; (ii) the focus on workers with high score; and (iii) the validation process that was used to verify the validity of the responses. Our first study also serves as reference for validating the responses in the second study. Prior works on crowdsourcing based interface evaluation [15, 22, 27] have shown the relative differences between laboratory studies and crowdsourced studies to be minimal, particularly when the focus is on specific user interface elements.

One limitation of the study is that the participants are unlikely to be representative of the overall population. Prior works have shown privacy perceptions and decisions to be influenced by cultural differences, technical skills and background [2, 9, 35, 47]. In our sample, the participants have higher technical skills and privacy concerns than ordinary citizen [26], and suffer from limited diversity [6] – even if the sample captures respondents from different countries and cultures. Comparing the results between our two studies shows the results to be stable, despite relying on different sampling mechanisms and coming from different populations.

Another limitation relates to the design space that is being evaluated. We considered five independent variables designed to isolate the factors under study and to avoid any possible novelty and side-effects that sophisticated interface layouts and elements could induce. This is also in line with the guidelines proposed by Poupyrev et al. [50] for evaluating AR interface designs. Our results serve to provide insights into the design space of AR interfaces and offer guidelines on how to design AR-based privacy assistants.

4.6 Results

**Task completion.** The median task completion is 21.87 seconds for all interface designs. We can observe that the design with a color-based menu, no video source, no table layout, and no blocking sign results in the fastest completion time, 12.1 seconds (95% CI [9.8, 17.57]) (Figure 5a). On average, the design solutions that do not include the video source have a lower completion time of 16.1 seconds (95% CI [7.69, 24.57]).

**Highest rated interface.** We asked participants for the best interface design according to their preferences (e.g., P12: “easier to read information”, P53: “likeness”). Figure 5b depicts the highest rated user design according to participants’ preferences, where we can see that despite being slower than the version without the video source from the camera, it is preferred due to the simplistic visualization of the privacy settings (i.e., color-based, icons, table layout). As mentioned by several participants (e.g., P12, P67, P78): "easier to read information" displayed in the interface.

**Completion task and preferences.** Our results show that the fastest interface to complete the task is not the most preferred one. Although, the interface design that includes the video source has a median completion task time of 23.3 seconds (95% CI [13.1, 28.76]), where the participants have the highest completion task times with the video source only interface (Figure 4b).

5 DISCUSSION

**Design implications.** The paper serves as groundwork for the design space of PA interfaces to interact with smart devices’ privacy, where users are not fully aware of the privacy risks. The wearable ecosystem is a good example as it usually involves minimal input/output interfaces (e.g., small screens, or only buttons and LEDs) and includes a myriad of sensors (e.g., heart-rate monitor) that can infer users’ behavior without their awareness.

1. **Visualization of contextual information.** The analysis of the different visualization interfaces shows that AR interfaces overcome many of the limitations that more traditional interfaces have when displaying the contextualized information about smart devices. Interestingly, the effects of location during this process have more impact (18.11% reduction on the comfort level) than only the visualization of the collected data. The use of media as a source to display possible misuse of collected information can help users further understand the privacy risks of such practices. Designers should display the location of the device to fully inform the users when managing their privacy, and in
cases that the inferred data can be invasive, they can opt to use media sources to exemplify the possible threats/risks of data sharing with data collectors.

(2) AR interfaces for PAs. The crowdsourcing evaluation shows how users highlight the importance of a simple design to transmit privacy information as efficiently as possible. Color-based interfaces are preferred by the participants and are the interface with the fastest completion task time. The addition of visual information about data disclosure, such as the camera feed and inferred data from the image reduces task completion time but does so at a cost of interface preference. Designers should evaluate the requirements of their implementation and those of users to implement the appropriate AR-based interface for PAs.

User groups and use cases. Our work focuses on a scenario where an ordinary user is configuring her smart device. For example, when purchasing the device and setting the privacy preferences for the first time or updating the preferences. Another example is managing preferences in environments where someone else has installed the devices, e.g., smart offices or rental homes. The primary focus of our study is on general consumers that have no prior experience with smart devices so the visualization effects are effective to broader demographics. However, our results and tools are equally useful for other groups, such as device administrators, by offering support in finding and managing the data flows of the devices.

Comparison between IoT devices. Participants’ answer patterns do not differ according to the device (speaker or camera) showed in the first user study. Comfort levels for both devices are lower when participants use the List+vis+loc interface compared with the other interfaces. For the smart speaker case, participants felt lower comfort-levels, due to the current news of privacy issues with Amazon devices [44]; for example, P23, P7: “I have read news about the current privacy problems of Amazon speakers.” The visualization of the location might remind participants about the privacy leakage news in the media. The results build on top of previous works [43, 55], showing the effects of the smart device’s location on users’ privacy perceptions.

Privacy concerns and misuse. Our results highlight how awareness of device capabilities is not sufficient for informing users of the associated privacy risks. Previous work has shown that users are generally highly concerned about IoT privacy risks [5, 33, 43], but our results suggest that these concerns do not translate to individual devices that users choose to deploy in the environment. Only once we presented a misuse of information, the user’s attitudes and comfort levels changed significantly. Following the guidelines in [12] the sources for information regarding possible misuse should be selected by users using crowdsourced recommendations and authoritative sources.

Design challenges with AR-based interfaces Our study was carried out in a controlled environment to avoid issues related to tracking objects or similar that could hinder the evaluation [62]. In our study, we do not mention the possible privacy threats that can come with the use of AR approaches [3, 31, 51]. Related works used centralized approaches such as edge devices to transmit information between PAs and smart devices [13]. Future AR implementations could take advantage of similar designs to transmit information between smart devices and PAs, and use location or Bluetooth to discover devices in the vicinity of the user. Moreover, future implementations of AR applications will be integrated into head-mounted displays or smartglasses with the additional challenges of input interactions such as gestures [34, 54].

Privacy in semi-public and public locations Our user study considered representative examples of sensors in a private environment. Other scenarios, such as public environments or organizational settings where users are bystanders and where the locations of sensors are apriori unknown, require further investigation [53].

Future work. Future directions of our work will include a broader design space of current AR-based interfaces and interactions. The current study is the first systematic approach to evaluate the feasibility and effects of AR-based PAs to manage the privacy of smart devices. We aim to study more sophisticated AR-based interfaces such as the integration of the visualization of the coverage radius of microphone and camera for the smart speakers and cameras. For example, PA implementations using smart glasses that allow users to interact with the physical world and provide natural interaction between users and smart devices (e.g., hand gesture) [8, 39].

6 SUMMARY AND CONCLUSION
This paper systematically studied factors affecting users’ privacy comfort, and perceptions in smart device ecosystems, and the role of different visualizations can play in improving user’s comfort and perceptions. The first study considered how prior knowledge and different information (device location, device information, data type) and prior knowledge affect privacy perceptions and how visualization can influence these perceptions. Our results show that knowing the exact device location and data type reduces the user’s comfort and results in privacy perceptions that are more accurate relative to the actual privacy threat. The effect of visualizations on privacy perceptions is dependent on the user’s prior knowledge of devices and the data they collect. Exposing users to a (benign) misuse of information has a significant impact on comfort. Visualizing disclosure and location is more efficient at improving awareness than merely informing the user and contextualizing data disclosure through visualization together with misuse has the highest effect on user perceptions. The results of our second study on crowdsourced interface evaluation show that a combination of color-based schemas, a simple interface, and the video source of the camera is the preferred design for participants, but that there are trade-offs between the needed interaction time and level of visualization. Our study offers new insights into factors mediating users’ privacy perceptions, provides design guidelines for improving user’s knowledge of risks associated with emerging smart device ecosystems, and offers guidelines on the design of effective AR-based privacy assistants.
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