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We contribute by systematically analysing the performance trade-offs, costs (privacy loss and deployment cost) and limits of low-resolution thermal array sensors for occupancy detection. First, to assess performance limits, we manipulate the frame rate and resolution of images to establish the lowest possible values where reliable occupancy information can be captured. We also assess the effect of different viewing angles on the performance. We analyse performance using two datasets, an open-source dataset of thermal array sensor measurements (TIDOS) and a proprietary dataset that is used to validate the generality of the findings and to study the effect of different viewing angles. Our results show that even cameras with a 4 × 2 resolution – significantly lower than what has been used in previous research – can support reliable detection, as long as the frame rate is at least 4 frames per second. The lowest tested resolution, 2 × 2, can also offer reliable detection rates but requires higher frame rates (at least 16 frames per second) and careful adjustment of the camera viewing angle. We also show that the performance is sensitive to the viewing angle of the sensor, suggesting that the camera’s field-of-view needs to be carefully adjusted to maximize the performance of low-resolution cameras. Second, in terms of costs, using a camera with only 4 × 2 resolution reveals very few insights about the occupants’ identity or behaviour, and thus helps to preserve their privacy. Besides privacy, lowering the resolution and frame rate decreases manufacturing and operating costs and helps to make the solution easier to adopt. Based on our results, we derive guidelines on how to choose sensor resolution in real-world deployments by carrying out a small-scale trade-off analysis that considers two representative buildings as potential deployment areas and compares the cost, privacy and accuracy trade-offs of different resolutions.

CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing design and evaluation methods.

Additional Key Words and Phrases: Thermal Sensing, Occupancy Detection, Internet of Things, Smart homes, HVAC

ACM Reference Format:

*Corresponding author

Authors’ addresses: Mikko Rinta-Homi, University of Helsinki, Helsinki, Finland, mikko.rinta-homi@helsinki.fi; Naser Hossein Motlagh, University of Helsinki, Helsinki, Finland, naser.motlagh@helsinki.fi; Agustin Zuniga, University of Helsinki, Helsinki, Finland, agustin.zuniga@helsinki.fi; Huber Flores, University of Tartu, Tartu, Estonia, huber.flores@ut.ee; Petteri Nurmi, University of Helsinki, Helsinki, Finland, petteri.nurmi@helsinki.fi.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2021 Association for Computing Machinery.
2474-9567/2021/9-ART126 $15.00
https://doi.org/10.1145/3478104
1 INTRODUCTION

Human occupancy information is essential for building management systems, providing a basis for optimizing energy use and ensuring comfortable and healthy indoor environment. Estimates suggest that buildings account for over 40% of overall energy consumption in the developed countries, with heating, ventilation and air conditioning (HVAC) being responsible for over 60% of this [14]. Having accurate information about human occupancy can be used to adapt HVAC functionality on-demand [2] and potentially achieve significant savings [16, 18, 34]. Beyond energy savings, adaptive HVAC is also essential for maintaining a healthy and productive indoor environment. Indeed, workplace productivity has long been linked with the state of comfort in environmental conditions, with factors such as air quality and temperature being directly linked to work performance, susceptibility to errors, creativity, and even work satisfaction [10, 17].

Human occupancy information can be captured at different levels of granularity with occupancy detection, a binary indicator of whether the space is occupied or not, and counting, estimating the number of people inside a space, being the coarsest and most common ones. In the literature, a wide range of technologies for occupancy detection have been proposed, ranging from the use of reed switches and passive infrared to camera-based solutions [9, 44]. Generally, a single solution rarely fits all needs as the requirements depend on the nature of the space and the needs of the building management solution. For example, residential homes benefit from solutions that are reliable, low-cost, privacy-preserving, and non-intrusive, whereas larger office spaces or commercial buildings can benefit from more granular tracking as it enables additional applications, such as security auditing.

Low-resolution thermal array sensors are emerging as a promising solution for occupancy detection and counting in residential homes as the sensors are inexpensive, have low deployment cost, and are both energy-efficient and non-intrusive to occupants [6, 7, 13, 32, 46]. A significant challenge with low-resolution sensors, however, is that their performance is highly sensitive to the overall resolution, frame rate, and the field-of-view of the camera [46]. Existing research on low-resolution imaging has focused on developing prototype systems for occupancy detection and studying the performance of these systems without attempting to quantify the performance limits of such systems or to systematically assess the impact of different camera parameters. For example, Beltran et al. [6] proposed a system that integrates a $8 \times 8$ low-resolution imager with passive infrared sensors. Tyndall et al. [46] consider $4 \times 16$ sensor arrays whereas Cokbas at al. [13] rely on $32 \times 16$ sensor arrays. Understanding the different performance trade-offs of such systems is essential for generalizing these systems and offering solutions that can be adopted to different building environments.

In this article, we contribute by systematically evaluating the performance trade-offs and costs (loss of privacy and cost of deployments) of low-resolution thermal array sensors with differing sensor resolutions. We identify lower limits for resolution and frame rate to establish a minimum point where reliable detection is possible. We also assess the effect of different viewing angles on the performance. We conduct our analysis through systematic benchmarks using image manipulations. We consider two datasets, an open-source dataset with tripwire-triggered thermal images (TIDOS [13]) and a proprietary dataset that is used to validate the generality of the findings and to study the effect of differences in the camera’s fields-of-view. The results of our evaluation show that even cameras with a $4 \times 2$ resolution – significantly lower than what has been used in previous research – can support reliable detection, as long as the frame rate is at least 4 frames per second. The lowest tested resolution, $2 \times 2$, can also offer reliable detection rates but requires significantly higher frame rates. In each test case, the performance is sensitive to the viewing angle, suggesting that the camera’s field-of-view needs to be carefully adjusted to maximize the performance of low-resolution cameras. Using a camera with only $4 \times 2$ resolution reveals very few insights about the occupants’ identity or behaviour, and thus helps to preserve their privacy. Besides privacy, lowering the resolution and frame rate decreases manufacturing and operating costs and helps to make the solution easier to adopt. Finally, based on our results, we derive guidelines on how to choose sensor resolution in real-world deployments by carrying out a small-scale trade-off analysis that considers two representative
buildings as potential deployment areas and compares the cost, privacy and accuracy trade-offs of different resolutions. Taken together, our results offer novel insights on the performance and limits of low-resolution occupancy detection, offer guidelines on how to select the best sensor technology for a given deployment and with respect to different performance and cost criteria, and pave way toward establishing low-resolution thermal sensor arrays as a potential solution for supporting building management systems.

2 EXPERIMENTAL SETUP

The focus of our work is on understanding performance trade-offs in the use of low-resolution thermal array sensors for occupancy detection at different frame rates and resolutions. We also establish a lower limit for these parameters where reliable tracking remains feasible. We conduct our experiments using two datasets, the TIDOS open source dataset, and a proprietary dataset from a controlled testbed. The two datasets were collected using thermal sensor arrays of the same make, but differing fields-of-view. For both datasets, ground truth was based on manual annotation of the measurements. We next describe the thermal sensor array and the two datasets used in our experiments.

2.1 Thermal Sensor Array

Both of our datasets have been collected using Melexis MLX90640\(^1\) thermal array sensors, which have a 32 × 24 pixel resolution. The device is available with two different fields-of-view (FOV): standard (55 °C × 35 °C) and wide angle (110 °C × 75 °C). The experiments consider both variants to be able to evaluate the effect of viewing angle. Specifically, the primary dataset (TIDOS) has been collected using the standard FOV, whereas the secondary (controlled) dataset has been collected with the wide-angle sensor. In both datasets the framerate was 16 frames per second (FPS). The MLX90640 camera uses subpaging with a chess reading pattern [30], meaning that between each frame the camera alternates the pixels which are being read from the camera in a chess pattern. This can be clearly seen in Figure 1(a), as the moving object has a clear checkered pattern to the direction it is heading. Thus, in practice, half of the pixels get updated only on even frames, and the other half only on odd frames. In the frames the pixels from the previous frame are used to complete the image for those pixels that are not captured.

While higher frame rate does provide more data, it also introduces more noise. According to the datasheet of the sensor, the root mean square noise value in 110° × 75° sensor is approximately 0.4 °C for 8 FPS, and little bit over 0.5 °C for 16 FPS [30]. To demonstrate this, we compared two 16-seconds motionless videos captured at 8 and 16 FPS, and calculated the maximum temperature difference for each pixel. Figure 1(b) shows the results. The edges and especially the corners present higher level of noise which coincides with the MLX90640’s datasheet specifications. The average difference was lower when recording at 8 FPS (1.13 °C) than at 16 FPS (1.8 °C). The noise is higher in the sensor used by the TIDOS dataset, according to the datasheets nearly twice as much [30].

\(^1\)https://www.melexis.com/en/product/MLX90640/Far-Infrared-Thermal-Sensor-Array
However, this does not have any impact on occupancy detection as the temperature difference between human and background is typically sufficiently large.

2.2 Primary Dataset: TIDOS

As our primary dataset we use the Thermal Images for Door-based Occupancy Sensing (TIDOS) dataset [13], which was collected to provide a privacy-preserving method to estimate the amount of people indoors through thermal images. TIDOS contains 118,208 frames (123 minutes and 8 seconds of video). In total, 261 transitions (in or out from the room) happened in the samples. The measurements in TIDOS have been collected by installing the MLX90640 camera above the doorway of a classroom in different occupation scenarios (lecture, lunch meetings, high activity and edge cases). The thermal camera was located at a height of 240 cm, the side of the larger viewing angle was parallel to the door frame and the vision area was 249.9 cm \times 151.34 cm. The videos were recorded at 32 \times 24 pixel resolution, 16 FPS refresh rate and viewing angles of 55° \times 35°.

For the experiments, the ‘TIDOS’ data is divided into scenes where the expected result is the change in the number of people in the rooms. The scenes are formed by finding one-second frames where (a) no transitions happen, and (b) only background can be detected. The approach used for background detection is based on thresholding and is described in Section 3.2. Besides scene separation we deleted sequences where no long activity was detected. Four seconds of background data is preserved in the beginning on each scene to establish a baseline for background estimation. The resulting scenes were manually verified against counting errors. For example, one of the recordings ended on a picture where a person was halfway moving out of the camera vision, so this ending was removed. After the pre-processing, the data contained 254 scenes, consisting of 42 minutes and 45 seconds of video material. In total, 65% of generic background data was removed from the measurements.

2.3 Secondary Dataset: Controlled Testbed Measurements

To validate the generality of the findings and to investigate the effect of having a different field-of-view, we supplement the TIDOS dataset with measurements collected from a controlled testbed. These measurements were collected using a wide angle variant of the Melexis MLX90640 thermal array sensor, which has a field of view of 110° \times 75°. The measurements were collected using the same 16 FPS frame rate as in the TIDOS dataset.
Table 1. Self-recorded dataset. 2+2 indicates that the test is done in both directions twice.

<table>
<thead>
<tr>
<th>Path</th>
<th>Door State</th>
<th>Walking Type</th>
<th>Single person</th>
<th>Two persons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Closed</td>
<td>Calm</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>1</td>
<td>Closed</td>
<td>Brisk</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>1</td>
<td>Open</td>
<td>Calm</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>1</td>
<td>Open</td>
<td>Brisk</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>1</td>
<td>Open</td>
<td>Calm, opposite directions</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Closed</td>
<td>Calm</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>2</td>
<td>Closed</td>
<td>Brisk</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>2</td>
<td>Open</td>
<td>Calm</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td>2</td>
<td>Open</td>
<td>Brisk</td>
<td>2+2</td>
<td>2+2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td><strong>32</strong></td>
<td><strong>36</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>68</strong></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2(a) shows the setup, the measurement angles, and the resulting overall vision area. The camera was positioned at the top of the door frame and the larger viewing axis was aligned parallel to the walking path through the doorway as this provided better coverage of the activity around the door. The dimensions of the door frame are 205 cm × 81 cm and the vision area on both sides of the door was 313.1 cm × 291.1 cm. The area was calculated considering the height of the door frame, the sensor height and that the larger viewing angle is parallel to the fully opened door.

The data recording targeted everyday occasions and consisted of one or two persons walking through the sensor’s coverage area. The scenarios covered going through open or closed doors, walking from different sides of the doorway, as a single person or in a pair, walking to or from the neighboring door or walking in a straight line, and walking calmly or briskly. All variations were recorded twice. In addition, four extra recordings where two people walk opposite directions at the same time were done. In total, 68 different samples were recorded, which have a total transition of 104. The paths used for recording are illustrated in Figure 2(b) and the measurements are summarized in Table 1.

3 METHODOLOGY

We investigate the effect of different camera configurations by systematically manipulating the camera resolution and frame rate and assessing their impact on occupancy detection. We use a generic processing pipeline that has been inspired by state-of-the-art systems for occupancy counting using thermal array sensor data [12, 13].

Indeed, the main contribution of our work is the systematic evaluation of camera configurations and the resulting insights about trade-offs in the use of thermal array sensors with differing resolutions, not the processing of thermal images itself. We focus exclusively on occupancy detection and counting as they form the basis for most energy saving operations. Thermal array sensors can be used to detect occupancy information at finer resolution, e.g., Hevesi et al. [19] demonstrated how thermal array sensors can be used for coarse grained activity recognition. However, this requires dense deployments and complex processing, which are contrary to the goal of achieving energy savings at a low cost. In the following we describe the overall processing pipeline, and the operations that are used to manipulate the images.

3.1 Pre-processing

Several factors can affect the performance of thermal sensing devices. Firstly, internal heating can cause inaccurate measurements in commercial off-the-shelf thermal devices (e.g., cameras based on uncooled FLIR - Forward
Looking InfraRed technology [27]. Secondly, camera resolution and alignment between thermal and RGB images can affect the quality of measurements. We reduce these effects by applying common pre-processing techniques for thermal images: background separation [7, 13, 33], image rescaling [7] and Gaussian blur [7, 13]. Figure 3 illustrates the use of these techniques for pre-processing the thermal images. Background removal is useful to ensure the processing focuses on areas of interest only. Rescaling helps to ensure a consistent processing resolution, whereas Gaussian blur reduces the influence of outlier pixels that could be caused by sensor errors or thermal reflection. Background separation uses the first four seconds of the recordings to count the average temperature for each pixel and uses that information to remove background from the image. If the pixel value is below its average plus a threshold value given as a parameter, the value of the pixel is set to black (i.e., 0). Image rescaling uses bi-cubic interpolation and multiplies the image dimensions (horizontally and vertically) to get a new image size and resolution. Gaussian blur is a low-pass filter that helps to reduce the checkered noise from frames based on a pixel’s neighbourhood. Besides reducing the effects of noise, the pre-processing techniques also improve the robustness of occupancy tracking and counting.

3.2 Occupancy Detection and Counting

We estimate the number of people from the pre-processed images using blob detection. The detected blobs are given as input to a blob tracker which connects blobs from sequential frames, and a flow counter which calculates the number of transitions using the start and destination coordinates of blobs. Intuitively, the blob detection identifies clusters that correspond to different people. The tracking monitors the movement of these people over time, whereas flow counting estimates movements in and out from a particular area. Figure 4 summarizes and illustrates the workings of the pipeline we use to count occupancy.

Blob Detection: We use the open source simple blob detector algorithm included as part of OpenCV to extract blobs from images. The algorithm creates multiple binary images with different thresholds and extract blobs location and size based on pixel’s proximity, inertia ratio, circularity, convexity, and size. In our case, the maximum threshold corresponds to a white pixel. The algorithm essentially performs clustering on the pre-processed image using different threshold values to determine regions of interest. Since our pipeline operates on thermal images, the differences in intensity values between the foreground and background are significant and simple clustering is sufficient for detecting human occupants. The use of multiple thresholds, in turn, helps to ensure the detection can operate robustly at different distances (i.e., different blob size) and image resolutions. More complex blob detection algorithms (such as those based on Gaussian operations) are only necessary if the intensity differences between areas are more subtle, or if the blobs are relatively small compared to the resolution of the input image.
As we operate on low resolution images, the blobs are necessarily large compared to the overall image resolution. We have also separately evaluated the use of Difference of Gaussian (DoG) blob detection, which achieved largely similar (slightly lower) results.

**Blob Tracking:** We use a state-of-the-art approach [33] for tracking blobs. The output of the blob detection is used to build a log of the changes in the positions and centres of blobs. Based on this log, blobs in subsequent frames are connected and linked with the same occupant. As the tracking operates based on blob location information, temperature changes do not affect tracking results [32].

**Flow Counter:** Counting is determined from the starting and ending coordinates of the logical paths resulting from blob tracking. For this, the view is divided into three areas: left zone, transition area and right zone. If the starting coordinates are in the left zone and ending coordinates are in the right zone, then a transition from left to right has happened. For other directions the transitions are defined analogously. The transition zone can also be non-existent, leading to only left and right zones. The number of persons is estimated from the difference in transition areas.

### 3.3 Feature Selection and Extraction

The evaluation considers three characteristics which have a significant impact on the processing cost and the cost of the cameras themselves: image resolution, frame rate and field-of-view [46]. The images are obtained from video data with specified frame rate, resolution, and horizontal and vertical viewing angle. We vary original features of the images and determine the optimal parameters that maximize counting accuracy. Resolution is changed by calculating the average temperature of multiple pixels and then combining them according a drop factor. Image distortion due to pixel division is avoided by using only factors that are multiples of the original image resolution. Frame rate is transformed by considering only every $n$ number of frames from the original video. Viewing angle is modified by cutting the pixels from the sides of the image so that wideness of field of view will change. Figure 5 shows an example of features modification. We use tree of the Parzen estimator (TPE) algorithm to find the right combination of parameter values that maximize the accuracy of occupancy counting from thermal images using our pipeline. TPE suggests new parameter adjustments using probabilistic models obtained from historical iterations. We run the algorithm using the hyperopt library\(^2\).

### 4 RESULTS

We next analyse the performance of thermal array sensors considering different image resolutions, frame rates and viewing angles. Highlights of our results are as follows:

\(^2\)https://hyperopt.github.io/hyperopt
Fig. 5. Examples of image modifications: resolution (a), frame rate (b), viewing angle (c).

- Resolutions higher than \(4 \times 2\) do not have significant advantage, and they all perform very similarly. Resolution of \(2 \times 2\) achieves respectable accuracy with frame rate of 16 but performs significantly worse with lower frame rates than the higher resolutions.
- For any resolution starting from \(4 \times 2\), raising frame rate above approximately 4 frames per second has only a minor positive effect on counting accuracy. Lowering frame rate below this point can have notable decrease in performance. Resolution \(2 \times 2\) benefits from any frame rate increase, with 16 frames per second being the highest tested frame rate.
- Viewing angle is an extremely relevant factor especially in lower resolutions. A favourable viewing angle can be determined for both axes', and this viewing angle works well even with different resolutions and frame rates. The favourable viewing angle depends on installation height of the camera and potentially other environment dimensions such as doorway width and requires further research to be determined precisely. The only exception is viewing angle parallel to the walking path through the door in resolution \(2 \times 2\). Here low viewing angle works best with high frame rates, and lower frame rates require higher viewing angles.

4.1 Impact of Camera Parameters

**Frame Rate:** We consider 6 frame rates: 16, 8, 5\(\frac{1}{3}\), 4, 3\(\frac{2}{3}\), 2\(\frac{2}{3}\), and 2. The original frame rate in the data is 16 frames per second and these frame rates were derived by considering every \(n\)th frame. The frame rate generally depends on the viewing angle, with viewing angles covering the entrance area to a space being best suited for lower frame rates. In our experiments, frame rates below 2 resulted in significant decreases in accuracy. Figure 6 shows the results for the controlled testbed. Frame rates between 4 and 16 generally perform very similarly and do not have a significant impact on the overall performance of the occupancy counting algorithm.

**Resolution:** We next analyse the effect of image resolution on counting accuracy. We fix the frame rate at 16 frames per second as the results in the previous section showed this frame rate to produce good results across all resolutions. Indeed, of all the tested configuration parameters, frame rate had the least overall impact, with only the lowest possible resolution \((2 \times 2)\) being impacted by it. Figure 7 shows the results for different resolutions. The counting accuracy is consistently around 90% with the lowest resolution being the sole exception. The average counting accuracies of the different resolutions are: 91.2\%, 92.8\%, 93.1\% and 92.0\% (for \(32 \times 24\), \(8 \times 8\), \(4 \times 4\) and \(4 \times 2\), respectively). Reducing the resolution to \(2 \times 2\) decreases accuracy by around 10\%, resulting in an average accuracy of 84.1\%.

**Privacy:** Besides lower processing cost, the main benefit of lower resolution is improved privacy protection. Indeed, the higher the resolution, the more identifiable information it captures with the highest resolution being capable of identifying the occupant reliably [12]. The lowest resolution (i.e., \(2 \times 2\)) suffers from being unable to capture more than one person at a time. Indeed, the minimum size of a blob is 2 pixels and thermal measurements
result in blobs that are located next to each other being merged. Another weakness of the lowest resolution is that it requires occupants to pass sufficiently centrally under the sensor as otherwise the measurements can be discarded as noise.

### 4.2 Common Viewing Angle

We next analyse the impact of viewing angle using the collected measurements. The camera used in the testbed can be configured with a high spectrum of different angles (110° × 75°). Thus, it is possible to analyse how different angles in measurements influence overall counting performance. As the analysis has shown that 8 × 8 and below...
are sufficient for reliable counting while not violating the privacy of the occupants, we only consider the lower resolutions: 2 × 2, 4 × 2, 4 × 4 and 8 × 8. To analyse a specific angle, we rely on the average of their measurements as it reduces the noise in measurements. Figure 8 shows the results for different angles using a specific resolution and frame rate. We separately consider the errors for angles parallel to the (door) frame (i.e., horizontal angle) and for those parallel to the walking path (i.e., vertical angle); see Figure 2(a) for an illustration of the angles.

**Viewing Angle Parallel to the Door Frame (Horizontal Angle):** Figure 9 shows the results for angles parallel to the door frame. Different angles tend to perform better in a specific resolution. A viewing angle of 50° works optimally with resolutions of 2 × 2 and 4 × 4 whereas viewing angles between 50° and 75° provide the best results when the resolution is 8 × 8. In contrast, when using a resolution of 4 × 2, the viewing angles that provide the best counting performance are between 37.5° and 56.25°.

**Viewing Angle Parallel to the Walking Path (Vertical Angle):** Figure 10 shows the results for different resolutions and viewing angles parallel to the walking path. Generally all resolutions perform well when the viewing angle is between 42° and 55° as long as the frame rate is at least 4 FPS. The optimal viewing angle range depends on the resolution and frame rate so that higher resolutions support a broader range of viewing angles as the frame rate drops. Indeed, the 8 × 8 resolutions supports the full range of viewing angles at 4 FPS whereas the 4 × 2 resolution requires viewing angle to be between 41.25° and 68.75° when the frame rate is 4 FPS. The 2 × 2 resolution performs best with much lower viewing angles, reaching optimal performance when the angle is between 20.65° and 48.125° when frame rate is 16 FPS. On lower frame rates, higher viewing angles tend to provide the best performance. Overall, the results thus suggest that frame rate of 4 FPS is sufficient for all except the lowest resolution, and generally a wide range of viewing angles can be supported. The lowest resolution can also support accurate counting, but requires frame rate to be higher than with the other resolutions.

**Practical Impact:** In practice, the viewing angle depends on the configuration of the door area and the height of the door frame. The best results are obtained when the camera captures the immediate area after the door frame, as this monitors the physical entry and exit point. For the higher resolutions, a wider range of viewing angles is...
4.3 Evaluation of Counting Errors

We next analyse the scenarios to identify where counting errors are more likely to occur, and show that a resolution of $8 \times 8$ and frame rates equal or higher than 4 frames per second provide a lower counting error. We do this by evaluating the effect of different camera resolution and frame rate on the amount of failed scenes under different testing scenarios from the TIDOS dataset (edge cases, high activity, lecture and lunch meeting).
The results are shown in Table 2. The number of failed scenes behaves similarly for different resolutions, but the number of missing scenes is higher when the frame rate is lower. Resolution $8 \times 8$ offers a lower average of percentage of failures for different frame rates ($\mu = 5.6, \sigma = 4.5$) compared to $32 \times 24$ ($\mu = 6.7, \sigma = 4.3$) and $4 \times 4$ ($\mu = 6.5, \sigma = 4.7$). A smaller error with respect to the total number of scenes occurs for frame rates above $5/3$ frames per second (less than 2%), while the opposite is true for frame rates below $2/3$ frames per second (more than 8%). As expected, when comparing individual tests, the cases with a higher number of failed scenes are high activity ($\mu = 9.5, \sigma = 5.0$) and lunch meeting ($\mu = 5.8, \sigma = 5.8$). We confirm that a lower failure percentage occurs for an image resolution of $8 \times 8$ (edge cases: $\mu = 4.8, \sigma = 4.5$; high activity: $\mu = 6.1, \sigma = 4.1$; lunch meeting: $\mu = 5.2, \sigma = 5.3$) compared to resolutions of $32 \times 4$ (edge cases: $\mu = 5.3, \sigma = 3.5$; high activity: $\mu = 7.9, \sigma = 3.6$; lunch meeting: $\mu = 5.7, \sigma = 6.3$) and $4 \times 4$ (edge cases: $\mu = 5.3, \sigma = 6.1$; high activity: $\mu = 7.2, \sigma = 3.8$; lunch meeting: $\mu = 6.1, \sigma = 6$). The evaluation suggests that most of the errors during counting occur in scenes that involve a higher number of persons. A low frame rate (below 4 frames per second) produces a higher number of failed scenes, which can be explained by the missing of fast blob transitions or the merging of multiple blobs during the detection. In the latter case, these errors are more visible for resolutions smaller than $8 \times 8$. For frame rates equal or higher than 4 frames per second, errors can be explained for example by the occurrence of false negatives due to a higher resolution footage.

4.4 Trade-off Analysis

The results thus far have highlighted different performance and cost trade-offs with different sensor resolutions. We next carry out a small-scale trade-off analysis of thermal array sensors considering examples of different real-life smart deployments.

**Deployment Scenarios:** The optimal density of sensor deployments depends on the application scenario. For example, adaptive thermostat adjustment for single occupant apartments may be able to operate with one or two sensors that are placed at the entry point, whereas multiple occupant smart spaces may require dense deployments to monitor continuous occupancy in a room [6]. For example, Murao et al. [37] showed that continuous occupancy monitoring for the entire space requires at least one sensor per each 5 m$^2$ area. Objects that are distributed within the area, such as furniture, cubicle separator panels, ornaments and so on, further increase the needed density as otherwise there can be blind spots in the space.

---

Fig. 11. Counting errors for different viewing angles parallel to the walking path (vertical angle) and resolution in the TIDOS dataset: (a) mean counting error, (b) counting error for different combinations of viewing angles and frames per second.
Table 2. Amount of failed scenes for different resolution and frame rates in the TIDOS dataset.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Frame rate</th>
<th>Edge cases</th>
<th>High activity</th>
<th>Lecture</th>
<th>Lunch</th>
<th>Meeting</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 × 24</td>
<td>16</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5½</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3½</td>
<td>3</td>
<td>9</td>
<td>0</td>
<td>5</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2½</td>
<td>2</td>
<td>14</td>
<td>0</td>
<td>10</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2⅔</td>
<td>2</td>
<td>17</td>
<td>0</td>
<td>11</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>17</td>
<td>0</td>
<td>18</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>4 × 4</td>
<td>16</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5½</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>4</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3½</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>7</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2½</td>
<td>1</td>
<td>14</td>
<td>0</td>
<td>7</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2⅔</td>
<td>2</td>
<td>12</td>
<td>0</td>
<td>10</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5</td>
<td>19</td>
<td>0</td>
<td>19</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>8 × 8</td>
<td>16</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5½</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3½</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>7</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2½</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>8</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2⅔</td>
<td>3</td>
<td>12</td>
<td>0</td>
<td>8</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>18</td>
<td>0</td>
<td>16</td>
<td>37</td>
<td></td>
</tr>
</tbody>
</table>

To carry out a trade-off analysis of different sensors, we next consider the characteristics of two different (real) smart spaces. The first space is the Tellus smart space (TELLUS), which is in the University of Oulu, Finland in the Linnanmaa campus. The size of the smart office space area is 66.8 m × 36.4 m. It includes different smaller spaces such as for meetings rooms, open stage, study, and rest areas. The space includes 352 infrastructure based multisensor devices capable of measuring temperature, humidity, CO₂, motion, and light [35]. The second space we consider is the Ubikampus smart space (UBIKAMPUS) at the University of Helsinki, Finland in the Kumpula campus. This space has an area of 400 m² and it also is separated into smaller spaces for meeting rooms, rest areas and kitchen. The space is equipped with 10 motion detectors which are installed on the ceiling of the space with equal distances [36]. We analyze the deployment cost of sensors required to monitor continuously occupancy in each smart space. We estimate recommended optimal deployment for each area (without obstacles/separations) and compare with the existing deployment. We also estimate the deployment cost when using low and high cost sensors, e.g., from $30 sensors (low cost) up to $1000 thermal cameras (high cost) [19].

**Results:** To monitor occupancy continuously, the recommended deployment for TELLUS (2431.52 m²) would comprise of 486 sensors. Similarly, for UBIKAMPUS, the recommended optimal deployment comprises of 80 sensors to ensure continuous coverage. For both smart spaces, the optimal number of sensors required to monitor occupancy continuously is higher than what is supported by the existing deployment, suggesting that the current deployments are likely to contain blind spots. For TELLUS, the optimal 486 sensor deployment would incur an additional cost between $4000 and $134 000 depending on the sensor technology. For thermal sensor arrays, the highest additional cost would be around $17 420 ($130 per sensor for higher resolution thermal array sensors). Similarly, UBIKAMPUS requires approximately 80 sensors, which incurs a cost of ($14 400) and ($480 000) when doing the same comparison.
The comparison thus suggests that low resolution sensors can bring significant savings, while helping to protect the privacy of the occupants. Naturally, this result only considers occupancy detection and detecting activities or other types of information could require adopting higher resolution sensors, or developing improved processing pipelines that can extract the needed information from low resolution sensors. In practice we would expect hybrid deployments where a smaller set of higher resolution monitoring technologies are deployed at areas that are actively used, whereas low resolution sensors are used to exhaustively cover the remaining areas of the space. While the comparison only considered smart offices, similar savings could be obtained for residential buildings. For example, an apartment building containing 30 apartments would only incur around $1000 cost if it deployed a low-resolution sensor inside each apartment (e.g., above the doorway).

4.5 Comparison and Discussion

**Occupancy Detection Performance:** Our experiments focused on analysing different performance and cost trade-offs without performing a detailed analysis of the processing pipeline itself. The pipeline we use is similar to those used in prior works [12, 13] and the results in the original TIDOS paper showed this type of pipeline to improve performance contrast to simple baselines [13]. As a result, we have focused to evaluating performance trade-offs and comparing against the results in the TIDOS article. Direct comparison against the work of Chidurala et al. [12] is not possible as the authors use a different dataset and different sensors for collecting the data.

Training the counting pipeline with TIDOS data resulted in 10 miscalculations across 261 transitions with full resolution. Two false negatives were identified, which were caused by the tracking algorithm confusing a person who just left with a new person who had just arrived. No false positives were found when reviewing a set of random samples. After correcting the false negative, the total accuracy was 96.8% (8 miscalculations in 247 transitions). This is slightly better than what is reported in the original article, which is likely due to small variations in the parameters of the preprocessing phase. The overall performance is also in line with more advanced solutions, e.g., Chidulara et al. [12] demonstrated similar performance (95% for 8×8 resolution, and 99% for higher resolutions) using a more complex processing pipeline whereas Zou et al. [50] report 92.8% accuracy for occupancy counting using a Wi-Fi transmitter-receiver pair.

**Failure Analysis:** To obtain insights into the performance and limitations, we have manually reviewed the reasons for failures. We found that people who walked close to each other so that the floor could not be seen between them at all caused the system to malfunction and lose track of the occupants. Second, waving a hand under the camera can cause the counting algorithm to get confused. Third, if a person is not significantly warmer than the background, this can lead to the person not being detected – for example, heavy clothing can block thermal radiation being observed. Finally, high overall level of activity can confuse the blob tracker, particularly at higher frame rates.

**Computational Performance:** In terms of computational performance, occupancy counting results with different number of iterations can be seen in Figure 12. The performance rapidly increases during the first 1000 iterations, but slows down rapidly once this point is reached. The probabilities for finding a new and better result in every 250 iterations can be seen in Figure 13. When gathering data, iterations of 4096 were used because lower values caused more visible noise in results whereas higher amounts would require unnecessary amounts of computational resources without providing significant improvements.

**Comparison between Datasets:** The camera parameter experiments were largely conducted using the controlled testbed due to having better control and wider range of parameters available. We next briefly summarize the results for TIDOS and compare them to those obtained for our testbed.

In terms of resolution, we found similar results across both datasets. When using the same resolution as in our primary experiments, the resolutions 24×32, 8×8, 4×4 and 4×2 have similar average results of 92.3%, 93.0%, 92.1% and 91.9%, respectively. In contrast, the average result for resolution 2×2 is only 84.4%. The results are illustrated...
in Figure 14. Regarding frame rate, Figure 15 shows average performance per frame rate of measurements available in TIDOS. From the results, Overall, frame rates from 16 to 5.33 does not have a significant difference in performance, but reducing frame rate below 5.3 starts degrading performance significantly. For frame rates of 4 and 3.2 the performance drop is marginal at higher resolutions, but significant at the lowest resolution (2 × 2).

For the TIDOS dataset, the results for viewing angle are largely similar to those for the controlled testbed despite the camera having a smaller range of viewing angles. For the angle parallel to the door frame (i.e., vertical angle), the results are shown in Figure 16. Angles ranging from 37.8° to 41.25° provide the highest accuracy. For viewing angles parallel to the walking path (i.e., horizontal angle), the best results were obtained with a viewing angle of 23.33° for frame rates ranging from 4 to 16 FPS. On slower frame rates, higher viewing angles tend to result in better performance. As before, the results for the 2 × 2 resolution are generally worse for all viewing angles. Average results for both resolutions 2 × 2 and 4 × 2 can be seen in Figure 11.
Fig. 15. TIDOS: (a) counting accuracy for different frame rates are resolutions, (b) average counting accuracy for different frame rates.

Fig. 16. Counting errors for different degrees parallel to the door frame and resolution in TIDOS dataset: (a) mean counting error, (b) counting error for different combinations of viewing angles and frames per second.

5 DISCUSSION

Implications for Occupancy Detection: We rely on low-resolution thermal array sensor footage to detect and count people indoors. The results demonstrated that the resolution and frame rate are intrinsically linked and must be optimized together to achieve robust detection performance – especially when resource usage needs to be minimized. The performance is also impacted by the field of view of the camera, suggesting that best energy savings are only achievable when the placement of the sensor can be optimized for the target space. The optimal angle is close to 45°, with the small variability around the viewing angle depending on the exact characteristics of the deployment. Lower door frames require slightly lower angles than higher frames, and generally the best
performance results when the immediate area under the door is captured. Low resolution thermal sensor arrays are best suited for deployments where each sensor monitors a single entry point – or one side of an entry point. This makes the technology best suited for residential homes and office spaces that have clear entry points rather than open spaces with many entry and exit points. As outlined in the trade-off analysis, if the sensors are deployed densely into the environment, they can also be used to support continuous occupancy monitoring for complex spaces, such as collaborative work environments. The power consumption of the solution can be further reduced using a secondary modality, such as a laser tripwire or a reed switch, to trigger the sensor duty cycle.

**Room for Improvement:** The main limitation of thermal sensor arrays is the need to observe thermal radiation. Heavy clothing, e.g., for winter purposes, can block most of the thermal radiation that skin would normally emit. However, in such cases it may be possible to use alternative means to recognize humans. For example, people often touch furniture or other objects when they enter indoor areas and this touch results in a temporary thermal footprint [15] that can be captured using a thermal sensor array. Other limitations of thermal arrays include the need for separate power source, even if the power draw is small, and the need for sufficiently unobstructed view of the entrance area. Indeed, furniture, clothing racks, and other objects may block parts of the sensor’s view and decrease recognition performance.

**Processing Pipeline:** We relied on a relatively simple processing pipeline that integrated standard off-the-shelf image processing techniques. As we are operating in the thermal spectrum, differences in temperature are typically significant and easy to observe, and hence a simple processing framework is sufficient for most practical use cases. Indeed, the main errors relate to (i) only partially observing the person entering the scene and (ii) multiple people being close to each other in which case the blobs of the individual persons can accidentally be merged. These errors have negligible impact on occupancy detection, but they can have larger impact on occupancy counting and more fine-grained processing, such as activity recognition. As the resolution of the input images is very small in all experiments, the main improvements in performance would result from considering additional information, such as absolute temperature measurements, as part of the blob detection, or using features that characterize the blob features to filter out incorrect cases.

**Other Technologies:** Thermal array sensors have several benefits, including low-cost, non-intrusiveness, and energy-efficiency. A potential alternative would be to use passive infrared sensors instead of thermal arrays, but this likely requires deploying PIR arrays rather than individual devices. Indeed, previous research has shown that individual PIR sensors are not sufficiently accurate for occupancy detection – let alone counting [1]. Another option would be to use low resolution cameras operating within the visible light spectrum (i.e., regular cameras) as they are capable of preserving privacy. The main disadvantage of low resolution cameras is that it is difficult to get them to work accurately. In the case of thermal array sensors foreground - background segmentation is close to trivial due to the intensity values reflecting temperature, and similarly blob detection is reliable as long as thick clothing is not used. Low resolution cameras, in turn, are sensitive to luminosity and require high contrast between the occupants and the background to be able to work accurately.

**Energy-Efficiency in Building Management Systems:** We demonstrated that the counting of people can be performed with very low resolution (higher than $2 \times 2$) and frame rate ($5\text{Hz}$ or higher) thermal images. This result has significant potential for building management systems and especially intelligent HVAC. Indeed, our results show that intelligent HVAC systems can be configured to work with minimal computing resources [21]. Likewise, effective counting of individuals can also be used to regulate the energy consumption of devices and appliances in indoor environments. This can potentially be used to reduce electricity bills as well as to reduce carbon emission from smart buildings [20].

**Indoor Productivity:** Considering that humans spend about 90% of their time indoors [26, 29], making sure that indoor air quality is fresh and healthy is critical. Efficient counting of people can be used to estimate accurate
levels of \( \text{CO}_2 \) indoors and regulate ventilation. This can be used to ensure that the environment indoor foster productivity and comfort rather than produce drop in work performance and discomfort.

**Privacy:** Relying on images with low resolution and captured at low frame rate reduces risks of recording private information about individuals. These benefits do not result merely from the use of a different sensing modality – indeed, thermal footprints have been used to identify individuals. However, low resolution footage that provides just enough information to detect the presence of an individual mitigates risks of identifying individuals and helps to protect privacy.

6 RELATED WORK

Closest to our work are previous efforts in using thermal array sensors. Existing works in these methods have focused on developing occupancy detection pipelines and evaluating them in isolated environments. Our work extends on these works by providing a systematic analysis of the performance and cost trade-offs associated with thermal array sensors, and providing insights into how to choose the optimal sensors for deployments.

**Air quality sensors:** Can be used as proxies to detect occupancy and people movements inside spaces [23, 35, 36, 49]. The main drawback with these sensors is delay in detection. For example, while occupancy increases \( \text{CO}_2 \) concentrations, it can take 10 to 20 minutes for these changes to be observable [31]. The delay in detecting the first occupant is usually shortest and detecting subsequent people usually takes much longer. Similarly, there is often a significant delay in detecting when a person leaves the space. For example, Javad et al. [22] reported first occupant detection to take about 9 minutes whereas detecting people leaving took even up to 25 minutes.

**Passive infrared (PIR) sensors:** Monitor infrared radiation changes in the environment caused by movement of a person [48]. The main benefits of PIR sensors are low cost and low power draw. PIR sensors generally have lower accuracy, and they also cannot detect people that do not move [1]. For example, a sleeping person can not be detected reliably [43]. PIR sensors can also be used to support detecting direction of movements, e.g., detecting people entering or leaving a space. For example, placing PIR sensors on both sides of the door can be used to detect which side the door was accessed [1] or in which direction a person is moving to [47]. This approach, however, fails when there are multiple people walking through the door at the same time. PIR sensors can also be used for occupancy counting. For example, regression analysis can be used to count occupants based on motion patterns. A single PIR sensor can count the people in the space with an error of one person, for up to 14 people. Crowds larger than 14 people limit the view of PIR sensors and might require installing multiple PIR sensors [41].

**Wireless sensing:** Refers to technologies like IEEE 802.11 (Wi-Fi) and Bluetooth. Occupancy detection based on wireless sensing method can be in the forms of device-based and device-free detection. The former uses personal devices such as mobile phones and laptops to detect occupancy. The main drawback of these technologies is that they require occupants to carry their device with, and they also require integrating the personal devices with the building management system. Even if people carry the device, system optimization techniques, such as the device’s power saving mode, can influence the connections. For instance, based on a research iPhones tend to force sleep mode that results disconnecting the Wi-Fi; while Mac OS X devices cause remain connected to Wi-Fi despite being turned off [3]. Wi-Fi-devices regularly send probe requests which are proven to be reliable in tracking in the past [38], but specifically to avoid tracking, modern systems use MAC address randomization which randomizes the MAC address used in identification [28]. Therefore, it is unknown if the probe requests are from the same device or from multiple devices. Although, this prevents counting, occupancy can still be detected. Note that this can also become a drawback if an adversary fakes occupancy to increase energy costs in an area. Bluetooth devices also use similar MAC address randomization [4], which their frequency of randomization allows using them for tracking devices [24].

Device-free detection refers to analyzing signal fluctuations in an environment while considering channel state information without taking into account the device which the signal is propagated from. Indeed, the presence
and movement of people inside spaces can block and impact signal propagation that results to detecting presence of people [50]. The studies train algorithm, consider channel state information and utilize space features such as size, shape, and layout to perform occupancy sensing and counting people [11]. For example, a study uses a Wi-Fi-transmitter and receiver in conference rooms to detect up to 11 persons. As a result, the study depicts an accuracy of 99.1% in occupancy detection, and 92.8% in occupancy counting [50]. Another study trains a deep neural network using ten samples of approximately 3 minutes each and as a result detects the presence of up to 9 persons, and manages to achieve an accuracy of 88.66% [11].

**Cameras:** Can offer very precise occupancy counting, but require very invasive monitoring that rarely is acceptable to occupants – or even in line with privacy legislation. This requires that cameras are needed to be placed and directed properly to the vision zone. The privacy loss associated with cameras is also related to the camera resolution. High-resolution cameras involve privacy concerns and they need a constant light source to capture images. The accuracy of cameras generally is very good, e.g., Zou et al. [51] showed 95.3% accuracy with only 0.7 delay in detection. Another alternative is to use infrared cameras which are able to see in the dark. Infrared cameras not only have proven to be suitable solutions for occupancy sensing [8], they also support activity monitoring [19] and can be used to estimate thermal comfort [40]. The main concern with high-resolution infrared cameras relates to their high costs which makes them an undesirable solution for occupancy sensing. Similarly to regular cameras, infrared cameras also are privacy intrusive [7, 32].

**Thermal Array Sensors:** Are low-cost and low resolution thermal cameras which are both energy-efficient and non-intrusive to occupants [6, 7, 13, 32, 46]. The main challenge with low-resolution sensors relates to their performance, since they are highly sensitive to the overall resolution, frame rate, and the field-of-view of the camera [46]. Although, the low-resolution is these infrared cameras limitation, this limitation enables them involving less privacy concerns, which this is seen as an advantage for using them for occupancy sensing [7, 32]. In the images taken by these cameras, people are often seen as “blobs”, and algorithms detects blobs instead of people. For example, using a 16 × 16 pixel infrared camera in a room, despite low resolution the counting accuracy was high as up to mistakes occurred when counting up to 17 people [7]. Using a camera with 8 × 8 can also achieve over 90% accuracy, even when tested in uncontrolled environments [12, 33].

**Other occupancy sensing methods:** Many other methods for occupancy monitoring have been proposed. For example, occupancy can be detected using electricity smart meters [45]. The main limitation with this method relates to the need for precise and case-by-case training models for buildings. Another limitation is the lack of interaction with the power consuming devices, especially sensing the activities at night-times [5]. Another approach is the use of ultrasonic sound that can result an average counting error below 10% in different-sized spaces. This method is vulnerable to changes in the space such as opening windows or doors impacts the results, and requires calibration in larger spaces to remain accurate [42]. Geophone sensors can be used to detect vibrations on the floor, which are then filtered to get only the vibrations caused by stepping. With overlapping sensing areas, the system requires multiple geophone sensors to detect the walking direction, hence, the method can achieve 85% of counting accuracy [39]. Micro-switches are also seen to be a solution to detect occupancy counting, since in workplaces people tend to sit long times at their desks, the micro-switches can be attached to chairs to determine which chairs were in use in the place. However, this approach is vulnerable to moving the chairs away from their intended place which can impact the accuracy of occupancy sensing [25].

7 SUMMARY

We contributed by systematically evaluating the performance trade-offs of low-resolution thermal imagers for occupancy detection. We also established a lower limit for the frame rate and resolution that can support reliable occupancy detection. Through our experiments, conducted on two datasets, we demonstrated that even cameras with a 4 × 2 resolution – significantly lower than what has been used in previous research [12, 13] – can support
reliable detection, as long as the frame rate is at least 4 frames per second. The lowest tested resolution, 2 × 2, can also offer reliable detection rates but requires significantly higher frame rates (at least 16 FPS) and careful adjustment of the viewing angle to ensure all transitions are captured by the sensor. The results are sensitive to the viewing angle, suggesting that the camera’s field-of-view needs to be carefully adjusted to maximize the performance of low resolution cameras – or the resolution needs to be selected to be sufficiently high to account for possible variations in viewing angle. As shown in our trade-off analysis, using a camera with a resolution of 4 × 2 reveals very few insights about the occupants’ identity or behaviour, and thus helps to preserve their privacy. Besides privacy, lowering the resolution and frame rate decreases manufacturing and operating costs and helps to make the solution easier to adopt. Our results pave way for widespread adoption of very low resolution thermal sensor arrays as a occupancy detection technology. The main limitation is the need to configure the viewing angle of the cameras carefully, with the optimal placement being directly above doorways. As a result, low resolution thermal sensor arrays are best suited for residential homes and other spaces with clearly identifiable entry points.
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