Inference of viral quasispecies with a paired de Bruijn graph
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Abstract

Motivation: RNA viruses exhibit a high mutation rate and thus they exist in infected cells as a population of closely related strains called viral quasispecies. The viral quasispecies assembly problem asks to characterise the quasispecies present in a sample from high-throughput sequencing data. We study the de novo version of the problem, where reference sequences of the quasispecies are not available. Current methods for assembling viral quasispecies are either based on overlap graphs or on de Bruijn graphs. Overlap graph based methods tend to be accurate but slow, whereas de Bruijn graph based methods are fast but less accurate.

Results: We present viaDBG, which is a fast and accurate de Bruijn graph based tool for de novo assembly of viral quasispecies. We first iteratively correct sequencing errors in the reads, which allows us to use large \(k\)-mers in the de Bruijn graph. To incorporate the paired-end information in the graph, we also adapt the paired de Bruijn graph for viral quasispecies assembly. These features enable the use of long range information in contig construction without compromising the speed of de Bruijn graph based approaches. Our experimental results show that viaDBG is both accurate and fast, whereas previous methods are either fast or accurate but not both. In particular, viaDBG has comparable or better accuracy than SAVAGE, while being at least nine times faster. Furthermore, the speed of viaDBG is comparable to PEHaplo but viaDBG is able to retrieve also low abundance quasispecies, which are often missed by PEHaplo.

Availability: viaDBG is implemented in C++ and it is publicly available at \url{https://bitbucket.org/bfreirec1/viadbg}. All data sets used in this article are publicly available at \url{https://bitbucket.org/bfreirec1/data-viadbg/}.

Contact: jose.parama@udc.es

Supplementary information: Supplementary data are available at \textit{Bioinformatics} online.

1 Introduction

RNA viruses such as the human immunodeficiency virus (HIV), the Zika virus, and the hepatitis C virus (HCV) exhibit a high mutation rate (Duffy \textit{et al.}, 2008). Thus their populations in a host organism consist of a number of different strains which are differentiated from each other by mutations in the genome. In the context of viruses, the collection of these strains is called a viral quasispecies (Domingo \textit{et al.}, 2012; Holmes, 2009). Each of the strains in the viral quasispecies can be characterised by its haplotypic sequence. When studying a viral sample, it is important to capture all strains present in the sample, because different viral strains may have a different response to the available treatments and drugs (Domingo \textit{et al.}, 2012).

High-throughput sequencing has provided a way to investigate viral samples in detail to characterise the different strains present in the sample and their abundances. However, although viral genomes are short, there are challenges that are specific to the analysis of viral quasispecies data. First, the presence of similar strains in the data makes it difficult to assign the reads to different haplotypic sequences. Secondly, viral samples are typically sequenced to a much deeper coverage than e.g samples for genomic or metagenomic sequencing. This presents a challenge for developing computationally efficient tools for reads that frequently overlap each other. Therefore on viral samples, standard tools for genome assembly or metagenomics produce fragmented assemblies that do not properly capture all strains present in the sample (see \textit{e.g.} Baajens \textit{et al.} (2017)).

Methods for assembling viral quasispecies from high-throughput sequencing data are classified into two approaches, referenced based...
and de novo approaches (Posada-Cespedes et al., 2017). The reference-based approaches first align the reads to the reference sequence. Many of these approaches then cluster the reads to haplotypes by enumerating maximum cliques (Topfet et al., 2014), assembling the reads (Jayasingura et al., 2015), using Hidden Markov Models (Topfet et al., 2013), or using probabilistic modelling (Prabhakaran et al., 2014; Zagordi et al., 2011; Ahn and Vikalo, 2018; Barik et al., 2018). Instead of clustering reads, Kenyere et al. (2019) cluster the observed variants to haplotypes. Prosperi and Salemi (2011) divide the reference into overlapping intervals, construct local haplotypes for each interval, and finally merge them to global haplotypes. These reference-based approaches can be effective if a good-quality reference is available. However, it has been shown that using reference genomes can bias the reconstruction significantly (Baajens et al., 2017; Topfet et al., 2014). Thus a number of de novo viral quasispecies assemblers, which do not need a reference sequence, have been developed. We are aware of three tools fitting this category, MLEHaplo (Malhotra et al., 2015), SAVAGE (Baajens et al., 2017), and PEHaplo (Chen et al., 2018). The de novo assemblers typically cannot assemble each strain into a single haplotype but instead produce a set of contigs. Baajens et al. (2019) have recently proposed a method that takes as input contigs produced by a de novo viral quasispecies assembler and uses frequency information to further merge these into global haplotypes. In this work, we focus on the de novo contig assembly of viral quasispecies data.

Similar to the most successful genome assemblers for bacterial and eukaryotic genomes, de novo viral quasispecies assemblers use either an overlap graph or a de Bruijn graph to represent the sequencing data. See e.g. Nagarajan and Pop (2013) for a discussion on genome assembly approaches. An overlap graph is constructed by finding all pairwise overlaps between the sequencing reads. Given the deep sequencing of viral data, the number of actual overlaps between the reads approaches the quadratic worst case limit, and thus this step could be computationally expensive. On the other hand, methods based on overlap graphs such as SAVAGE produce very accurate assemblies, because the overlap graph captures well the long range similarities between the reads. PEHaplo introduces a different trade-off for overlap graph based approaches by introducing a technique to reduce the number of reads. It is thus much faster, but unfortunately also less accurate. The de Bruijn graph based methods such as MLEHaplo do not need to perform computationally intensive overlap computations between the reads. Instead they decompose the reads into k-mers and construct a de Bruijn graph where the k − 1mers are the nodes of the graph and an edge is added between two nodes if the corresponding k-mer is present in the read set. Because kmers can be extracted by a linear scan over the reads, these approaches are computationally efficient. However, they are not able to optimally use long range information available in full length reads and thus the assemblies they produce tend to be more fragmented and less accurate.

High-throughput sequencing reads such as Illumina reads are typically paired-end reads. Many of the viral quasispecies assemblers use heuristics to incorporate the paired-end information. SAVAGE merges read pairs when the pairs overlap each other and it accepts overlaps involving paired-end reads only if both pairs are involved in the overlap and their orientation in the overlap is the same. PEHaplo uses heuristics to prune the overlap graph based on paired-end information and it uses paired-end information as a guidance for finding paths in the overlap graph. PEHaplo also includes a post assembly step where contigs are split based on paired-end alignments. MLEHaplo formulates the viral quasispecies assembly problem as finding a path cover with maximum score from paired-end reads in a de Bruijn graph. This problem is shown to be NP-hard and thus MLEHaplo implements a heuristic path finding algorithm for this problem. We present viaDBG (viral assembly with paired de Bruijn Graph), a fast and accurate tool for viral quasispecies assembly. Our method is based on de Bruijn graphs (DBGs), which we augment with several techniques to improve the accuracy of the reconstructed haplotypic sequences. First we employ an iterative error correction method with increasing k-mer sizes. This allows us to use large k-mers in the final assembly enabling the use of long range information in the de Bruijn graph. Furthermore, we adapt the approximate paired de Bruijn graph (APDB) (Medvedev et al., 2011) to viral quasispecies assembly. Whereas almost every assembler nowadays applies paired-end information in the post-processing phase, where contigs are merged and/or topologically sorted to create scaffolds, in the APDB the paired-end information is added to the DBG.

Our experiments show that on both synthetic and real data viaDBG is among both the most accurate methods and the fastest methods, whereas previous tools are either accurate or fast but not both. For example, viaDBG is up to 43 times faster than SAVAGE and produces assemblies with comparable accuracy. Furthermore, viaDBG is able to recover also low abundance strains which are lost or inaccurately assembled by PEHaplo, while matching the speed of PEHaplo. On real sequencing data, viaDBG produces assemblies with three times as high N50 values as SAVAGE while being nine times faster. The speed of viaDBG is comparable to PEHaplo on this data set but depending on whether we look at polished or unpolished contigs, PEHaplo either mixes the strains or produces a 30% lower N50 value than viaDBG, while viaDBG produces accurate results. The de Bruijn graph based approach makes viaDBG efficient, whereas the accuracy of viaDBG is due to using a large k in the de Bruijn graph and the systematic use of paired-end information.

2 Methods

2.1 Background

2.1.1 Error correction by LoRDEC

LoRDEC (Salmena and Rivals, 2014) is a hybrid error correction method for correcting sequencing errors in Third Generation Sequencing reads with the help of accurate short reads. LoRDEC defines a k-mer as solid if it occurs at least t times in the short read data where t is the abundance threshold. The solid k-mers are then used to build a DBG. The third generation sequencing reads are then processed one at a time. First, solid k-mers in the read are identified and the regions between solid k-mers are called weak. Then for each weak region between two solid k-mers, LoRDEC finds the best matching path in the DBG between the two solid k-mers. This path is used to correct the weak region in the read. Finally, the weak ends of the read are aligned to the DBG starting from the extremal solid k-mer and the weak ends are corrected according to the found paths. To limit the runtime of the method, LoRDEC abandons the search for the best alignment if there are too many branches in the DBG.

2.1.2 Approximate paired de Bruijn graph

Medvedev et al. (2011) presented the approximate paired de Bruijn graph (APDB) to leverage paired-end information directly in contig assembly. To build the APDB, they first extract all bilabels from the paired-end reads. A bilabel is a pair of k-mers (A, B) such that A occurs in position p in a left-hand read and B occurs in position p in the corresponding right-hand read. Two bilabels (A, B) and (C, D) are merged if a = C and B is reachable from D or vice versa. The merged bilabels form the edges of the APDB and thus the edges have the form (A, S) where A is a k-mer and S is a set of k-mers. An edge (A, S) connects two nodes, (pref(A), suf(S)), where pref(A) (suf(S)) is the k − 1 length prefix (suffix) of the k-mer A and pref(S) (suf(S)) is the set of k − 1 length prefixes (suffixes) of all the k-mers in the set S. Unfortunately, APDB is not directly applicable to viral quasispecies assembly. Consider a case where the left hand reads derive from a region of the genome where two strains are equal and the right hand reads derive from a region where the strains differ by a single SNP. When we extract
2.2 Overview of our method

Figure 1 shows the main steps followed by viaDBG. The main difference with respect to typical assembly methods based on de Bruijn graphs is the use of paired-end information in an early stage. Paired-end reads are composed by two reads, which are the two extremes (left- and right-hand) of a sequencing fragment. The insert size is the number of base pairs between the two reads. We will use Δ to denote the maximum error in the insert size.

2.3 Error correction

The error rate of paired-end short reads is low, which makes them suitable for assembly methods based on the DBG. It has been shown that longer k-mers lead to better assembly, but the probability of getting erroneous k-mers also increases. Therefore, we devote the first step to remove sequencing errors from reads, to obtain longer correct k-mers, and thus reducing the erroneous information that would lead to shorter contigs, lower genome fraction recovered and/or more misassemblies.

The error correction involves two steps: (I) selection and classification of solid k-mers that, as in the case of LoRDEC, are the k-mers whose abundance in the reads is higher than a threshold, and II) reads correction.

2.3.1 Selection of solid k-mers

A k-mer is genomic if it appears in at least one strain and a non-genomic k-mer does not appear in any of the strains in the sample. As in LoRDEC, we select solid k-mers based on their frequency of appearance, assuming that genomic k-mers are more frequent than the non-genomic ones. Then, the whole read set is traversed and each k-mer is classified as solid or not solid. Because of the conservative selection of the threshold, we expect the non-solid regions to be compounded with erroneous information. This is simple, but the problem is to determine the threshold.

In our work, the search of that value is based on the following idea. Let us first consider the histogram of the number of different k-mers that occur at each frequency, that is, for each frequency \( f_j \), we plot \( n(f_j) \), which is the number of different k-mers occurring \( f_j \) times. Then, we expect to find a change in the trend in the histogram among the number of different k-mers having low frequencies (non-genomic k-mers) and those having higher frequencies (genomic k-mers). On one hand, the number of different non-genomic k-mers decreases as the frequency increases. On the other hand, the number of different genomic k-mers, which have higher frequencies, starts outnumbering the number of different non-genomic k-mers. Thus, we will use the starting position of that change of trend in the histogram as the threshold to detect solid k-mers.

More concretely, we will search for a region in the histogram where there is a frequency whose count is lower than most of the counters for the frequencies in the succeeding zone. We make use of a fixed window size \( N \) to find the frequency \( f_t \) where that change of trend starts. We define \( t \) as the smallest \( t \) such that \( f_t \geq 1 \) and \( \sum_{i=1}^{2} \frac{|f_i|}{N} \leq 2 \sum_{i=1}^{2} \frac{n(f_i)}{N} \geq N/2 \).

In the Supplementary Material we show that the choice of \( N \) is easy, by showing that with a wide range of different window values, the performance of viaDBG does not differ significantly. By default we use \( N = 16 \).

2.3.2 Error correction algorithm

To correct sequencing errors in the read, we adapted the LoRDEC algorithm (Submela and Rivals, 2014) for viral quasispecies data. We use the solid k-mers identified above to build a DBG and then align all the reads to the DBG to correct them. If the abundance of a strain is such that the corresponding k-mers are solid, the strain is present as a path in the DBG. The reads are corrected by aligning them to this graph and choosing the alignment with the smallest edit distance between the read and path in the graph. The reads are expected to align best against the path representing the strain they derive from and thus most of them are corrected towards the correct haplotype sequence. Therefore this algorithm is well suited for correction of viral quasispecies data.

We made three further changes to better adapt the algorithm for viral quasispecies data. First, after building the DBG using the solid k-mers, we polish it by removing short tips, i.e., short paths where the first node has outdegree larger than one and the last node has outdegree zero. Secondly, we only correct the part of the reads between the leftmost and rightmost solid k-mer because the algorithm is less accurate on the read ends when only one end of the alignment is anchored on solid k-mers. Third, in viral quasispecies data it is not necessary to abandon the search for best alignment if there are too many branches in the DBG because the genomes are smaller and the DBG is less tangled. Therefore this limitation was removed from the algorithm.

Once reads have been corrected, the k-mer size is doubled and the reads are corrected again. This process is repeated three times. In the first iteration when \( k \) is small, the set of solid k-mers contains most genomic k-mers and some non-genomic k-mers that are caused by the same sequencing error occurring in the same locus in several reads. Still our method can correct most errors already at this stage because most k-mers including an error are unique even for a small \( k \). Once most errors have been corrected in the first iteration, we can increase \( k \) because longer k-mers are now expected to be correct. Because longer k-mers span more

variants, *k*-mers originating from different strains are separated better from each other. Thus also the abundance of erroneous *k*-mers becomes lower and now less of the erroneous *k*-mers are classified as solid. This allows us to further correct some sequencing errors in the next iterations.

2.4 Haplotype inference using paired-end reads

As seen in Figure 1, the haplotype inference is applied in several steps. To illustrate them, Figure 2 shows an example workflow.

First, a regular DBG is built with the solid *k*-mers obtained in the previous step. Then, we retrieve the unitigs of the DBG, and for each unitig, we assign a representative *k*-mer, which will be used later in the process. Next, each *k*-mer is associated with a set of paired-*k*-mers. Given a *k*-mer *A* and a paired-*k*-read where *A* appears at position *p* of the left-hand read, *B* is a paired-*k*-mer of *A* if *B* occurs at position *p* of the right-hand read. Next, we polish the paired-end information, and finally we modify the DBG. If all occurrences of the *k*-mer *A* are from the same strain, then all paired-*k*-mers of *A* occur along some path in the DBG. Thus they are all reachable from each other. On the other hand, if the *k*-mer *A* occurs in several strains, then the paired-*k*-mers are likely to span some site containing a mutation. Note that the paired-*k*-mers span an area larger than *k* in the haplotypic sequences. Therefore, they are not all reachable from each other but it still holds that the paired-*k*-mers originating from the same strain are all reachable from each other. We will use this reachability information to split the DBG nodes into different strains. Finally, the contigs are retrieved from this new DBG. Next we explain each of these steps in detail.

2.4.1 Getting unitigs and representative *k*-mers

A unitig is a unary path in the de Bruijn graph, that is, a path where all nodes have in-degree and out-degree equal to one except for the first and last nodes. Unitigs always belong to the final genom(e)s. Therefore, some assemblers, such as SPAdes (Bankevich et al., 2012), condense unitigs into single nodes to compact the graph without losing information.

In our case, for each unitig, we extract three elements: first, middle and last *k*-mers. The middle *k*-mer serves as a representative of the unitig, whereas the first and last *k*-mers are used to determine if there is a path from one unitig to another.

Figure 2(a) shows the DBG of our running example where unitigs are delimited by a brace. The representative *k*-mer and the first and last *k*-mers are also displayed in a grey box.

2.4.2 Adding paired-end information for each *k*-mer

One of the key features of our method is the use of the paired-end information, as it provides additional clues of the actual strains during the traversal of the DBG.

Let *U* be the set of paired-end reads. Given a read *r* ∈ *U*, *L(r)* is the left-hand, *R(r)* is the right-hand read, and *L(r)[l . . . m]* (R(r)[l . . . m]) are the base pairs at positions *l* . . . *m* of *L(r)* (*R(r)*). For each *k*-mer *A*, our method needs to compute its set of paired-*k*-mers

\[ P(A) = \{ M | M \text{ is a solid } k\text{-mer and, } \exists r_x \in U \text{ and a position } j \text{ such that } L(r_x)[j . . . j + k - 1] = A \text{ and } R(r_x)[j . . . j + k - 1] = M \}. \]

Figure 3 shows an example where the *k*-mer *A* appears in the left-hand part in two reads (*r_1* and *r_2*). Then the solid-*k*-mers *M* and *L*, which appear in the same positions of the right-hand parts, form *P(A)*.

To avoid excessive memory usage, we do not store all paired-*k*-mers. Instead, for each *k*-mer in *P(A)*, we find the unitig to which it belongs and replace that *k*-mer with the representative *k*-mer of the unitig.

Observe in Figure 2(b), for example, that *k*-mer *A* has two paired-*k*-mers *H* and *N*, which are the representative *k*-mers of the unitigs *GHI* and *MN*, respectively.

2.4.3 Polishing paired-end information

In this step, for each solid-*k*-mer *A*, its *P(A)* is polished. This is needed since sometimes the variance of the insert size can be larger than the used Δ, as the insert size distribution can be modelled with a normal distribution. Therefore, we design a paired-end polishing method that removes outliers with large variance in the insert size, while avoiding the removal of low abundance strains.

Let freqs(A, M) be the frequency of the appearance of the *k*-mer pair (*A*, *M*) in paired-end reads *r* ∈ *U* such that *M* ∈ *P(A)*. Because the insert size is normally distributed, the frequency of a *k*-mer pair with insert size close to the mean is expected to have a high frequency, whereas a *k*-mer pair with insert size far from the mean is expected to have a low frequency. Furthermore, if the insert size of a *k*-mer pair (*A*, *M*) is close to the mean, then within a short distance from the node corresponding to *M* in the DBG, we expect to see many other *k*-mers *L* that are also in *P(A)* and have a frequency freqs(A, L) ≥ 1. Again, this is not expected for a *k*-mer pair whose insert size is far from the mean. We combine these

Fig. 2. Example of the different steps of haplotype inference. (a) First we build a DBG using all solid *k*-mers in the reads. Unitigs are then identified and a representative *k*-mer is assigned to each unitig. (b) Next we augment the graph with the paired-end information. *P*, *N*, and *X* are representative *k*-mers of unitigs not shown in the figure. (c) A Cliques Paired DBG (CPBG) is built for each adjacent pair of *k*-mers in the DBG. Nodes of CPBG are the paired *k*-mers of the adjacent pair of *k*-mers and edges between the nodes are added if there is a path between the corresponding *k*-mers in the DBG. (d) Finally for each CPBG we find cliques and each clique is used to split the nodes of the DBG.
two effects into a smoothed frequency \( \text{freq}'(A, M) \), which is defined as follows:

\[
\text{freq}'(A, M) = \min \left\{ \text{freq}(A, M) + \left[ |L| \cdot \text{freq}(A, L) \geq 1 \right] \quad \text{and} \quad d(M, L) < \text{max-path-len} \right\}
\]

where \( d(M, L) \) denotes the distance between \( M \) and \( L \) in the DBG and we set max-threshold to 40 and max-path-len to 20. Finally, we keep only those paired-k-mers whose frequency is within top 85%. We experimentally found that those values work well in practice for all cases.

We limit the smoothed frequency by max-threshold to preserve low abundance haplotypes. Without such limit, the frequency of paired-k-mers of high abundance strains with higher divergence from the mean insert size often gets higher than the frequency of paired-k-mers of low abundance strains with insert size close to the mean value. This is especially important when relative abundances are around 1-2%.

Currently, this step is the bottleneck of the algorithm. We need to compute the distance between \( \frac{n}{2n-1} \) pairs per node, where \( n \) is the number of pairs in the list of paired-k-mers of a given k-mer.

2.4.4 Obtaining the haplotypes

This subsection describes in detail the third block of Figure 1 (steps labelled 2 (e), 2 (f), and 2 (g)). The haplotypes are obtained by splitting the nodes of the DBG built in Step 2 (a), based on the paired-end information and obtaining unstring from this modified DBG. Therefore, the Step 2 (c) starts by creating a new empty DBG'.

• Step 2 (f) i: For each pair of adjacent nodes \((A, B)\) of the DBG, a Clique Paired de Brain Graph (CPBG) graph is built. CPBG(A,B) is an undirected graph. The paired k-mers of \(A\) and \(B\) are the nodes of CPBG(A,B), i.e. the set of nodes is \(P(A) \cup P(B)\). There is an edge between two nodes \(U, V\) in the CPBG(A,B) if there is a path of length \( \Delta \) in the DBG from \( \text{first}(U)\) to \( \text{first}(V)\) or from \( \text{last}(U)\) to \( \text{last}(V)\).

Observe that we are computing the CPBG of k-mers \(A\) and \(B\) that are adjacent in the DBG. Therefore, their paired-k-mers (separated from \(A\) and \(B\), on average, by the insert size) would also be neighbours in the DBG since they ideally differ by 1 base pair as well, or they would be very close to each other, due to the insert size error, forward and backward, that is, \(\Delta\). Therefore, in CPBG(A,B), we link the paired k-mers of \(A\) and \(B\) that are connected by a path of the DBG at size most \(\Delta\).

Figure 2(c) shows the CPBG of all pairs of adjacent nodes in the DBG of our example. For example, observe in CPBG(A,B) that the nodes are the paired-k-mers of \(A\) and \(B\), which are \(H\) and \(N\) in both cases. However, there is no path in the DBG connecting \(H\) and \(N\), and thus, in CPBG(A,B) there is not an edge linking them. In the case of CPBG(C,G), there is an edge between \(H\) and \(P\), since there is a path of length at most \(\Delta\) in the DBG that connects them (not shown in the DBG of Figure 2 to avoid cluttering the figure). Similarly, there is an edge connecting \(N\) and \(P\).

Here we can see the other important benefit of using representatives. Observe that in order to determine whether there is an edge connecting a pair of nodes \(U\) and \(V\) of a CPBG, the algorithm has to find paths in the DBG, between the unstring of the DBG corresponding to \(U\) and \(V\). Therefore, decreasing the number of nodes of the CPBG speeds up this process.

• Step 2 (f) ii: For each CPBG, we obtain all its maximal cliques. A clique is a set of nodes of the graph where all nodes are connected to each other.

In Figure 2(c), observe the CPBG(C,G). There are two cliques; the first one is formed by \(H\) and \(P\), and the other by \(N\) and \(P\). Conceptually, cliques are sets of k-mers that belong to the same haplotype sequence. Since all the paired-end k-mers in the clique reach or are reached by others in the DBG, it means that there is one strain that gathers them together.

However, when the graph is tangled, it is possible to find paths in the DBG for two k-mers that do not belong to the same strain, and this may produce fake cliques. Therefore, we select the cliques that are supported by the frequency of appearance of their k-mers, more precisely, we select those cliques whose nodes appear in more reads and are more linked to other nodes in the DBG. Full details of this process are given in Section 2 in the Supplementary Material. Choosing a large value of \(k\) makes the graph less tangled and thus alleviates this problem. Also using a small \(\Delta\) helps because even in a tangled graph, shorter paths are less likely to be incorrect.

We obtain another benefit by using representative-k-mers, since the CPBG is not a large graph, maximal cliques can be found with lower computational cost than in the case of using all k-mers.

• Step 2 (f) iv: Because of errors in reads, repetitive sections and shared strain regions, wrong cliques can be created. We use several heuristics to polish the cliques.

- We remove small cliques because they often rise from erroneous k-mers.
- Shared strain regions produce cliques where all k-mers are paired with \(A\) while a subset of them is also paired with \(B\), that is, all nodes of the clique are in \(P(A)\) and some nodes, but not all, are in \(P(B)\). To keep strains with shared regions separate, we also remove these cliques.
- Let \(S\) be the set of all cliques found so far. When two cliques \(C_1, C_2 \in S\) are almost the same, we remove the smallest one because such cliques can arise from sequencing errors. More precisely two cliques are considered almost the same when \(\frac{|C_1|}{|C_2|} \geq R \times \min\{|C_1|, |C_2|\}\), where \(R\) is a threshold value. By default we use \(R = 90\%\).

• Step 2 (f) v: For each pair of adjacent nodes \(A\) and \(B\) in DBG, we take the set of cliques \(SC_{CPBG(A,B)}\) of CPBG(A,B) and, for each clique \(C_1 \in SC_{CPBG(A,B)}\), if \(C_1\) has nodes of \(P(A)\) and \(P(B)\), then the nodes \(A_{P(A)}\cap C_1\) and \(B_{P(B)}\cap C_1\) are added to DBG', unless they are already in DBG'. A node \(A_{P(A)}\cap C_1\) is a node corresponding to the k-mer \(A\) having paired-end information \(P_{A}\cap C_1\), similarly \(B_{P(B)}\cap C_1\) is a node corresponding to \(B\) having paired-end information \(P_{B}\cap C_1\). In the case of nodes \(C\) and \(G\) of the example of Figure 2, their CPBG(C,G) has two cliques \(C_1 = \{H, P\}\) and \(C_2 = \{N, P\}\). Then, a new node \(C_1\cap C_2\) is created due to the existence of \(C_1\), with paired information \(P(C)\cap C_1 = \{H, N\}\cap \{H, P\} = \{H\}\), as seen in Figure 2(d). \(C_1\cap C_2\) is derived from the clique \(C_1\), thus this new node has as paired information \(P(C)\cap C_2 = \{H, N\}\cap \{N, P\} = \{N\}\). Next \(G\) is processed accordingly, producing only one version with paired info \(P\). These nodes are added to DBG'.

Observe that, in DBG', \(C_1\cap C_2\) and \(C_1\cap C_2\) correspond to the same k-mer but those nodes have different paired information, which means that they correspond to different strains.

• Step 2 (g): The last step of the algorithm enumerates the unstring in the new DBG'. As a result of the adaptations based on the CPBG algorithm, unstring are expected to be much longer than in the previous DBG.
3 Results

We compare viaDBG with previous methods for de novo viral quasispecies assembly. We also include SPAdes (Bankevich et al., 2012) and metaSPAdes (Nurk et al., 2017) in the comparison to show that viaDBG improves upon general approaches for genome assembly and metagenomic assembly in the case of viral data. We omit some comparisons, such as the illumina reads from different virus strains, namely human immunodeficiency virus (HIV), hepatitis C virus (HCV) and Zika virus (ZIKV). The HIV-5, ZIKV-3, and HCV-10 data sets are the data sets simulated and real Illumina MiSeq data.

In the case of de novo viral quasispecies assemblers, we compared viaDBG with SAVAGE (Baaijens et al., 2017), which has proven to be the most precise tool among the whole de novo assemblers for viral quasispecies, and with PEHaplo (Chen et al., 2018), which is the last released state of the art tool. Real data was trimmed using CutAdapt (Martin, 2011), removing primers, low quality and extremely short reads. In the case of SAVAGE, whose authors highly encourage the usage of PEAR (Zhang et al., 2014), it was only applied to the data set HIV-real described in Section 3.1.1 and to the data set HCV-10 described in Section 3.1.2, since for the rest of the data sets, SAVAGE could not complete the assembly - due to memory crash - after running on the result of applying PEAR. In the case of PEHaplo, PEAR was not applied since their authors discourage its usage. PEAR was not applied on synthetic data sets for viaDBG. However, we used PEAR on the real data sets (HIV-real and the real ZIKV and HCV samples) for viaDBG because the reads were shorter in these data sets and using PEAR ensured that we could use a large k for constructing the DBG.

3.1 Benchmarking data

In our experimental evaluation, we used both simulated and real MiSeq sequenced data. We have followed the methodology and data sets used by Baaijens et al. (2017), which are described next.

3.1.1 Real data with ground truth

We used a gold standard benchmark for viral assembly (Giaullonardo et al., 2014). The reads were produced from 5 HIV strains using Illumina MiSeq (2x250 bp with error around 0.3% and mean insert size 371 bp) with 20000x coverage. As the five strains contained in the sample are known, it is possible to validate the achieved results. Table 1 includes the main characteristics of this data set (HIV-real).

3.1.2 Synthetic benchmarks

Five different simulated data sets were used, consisting of 2x250 bp Illumina reads from different virus strains, namely human immunodeficiency virus (HIV), hepatitis C virus (HCV) and Zika virus (ZIKV). The HIV-5, ZIKV-3, and HCV-10 data sets are the data sets generated by Baaijens et al. (2017). The read length in these data sets is 2x250 bp and the insert size is 450 bp. The ZIKV-15 data set was regenerated by us using SimSeq with default configuration for Illumina MiSeq reads (read length 2x250 bp and insert size 500 bp). Table 1 also shows the main characteristics of these data sets.

### Table 1. Main characteristics for the data sets with ground truth available.

<table>
<thead>
<tr>
<th>Virus Type</th>
<th>Genome Length (bp)</th>
<th>Average Coverage</th>
<th>Num. Strains</th>
<th>Abundance</th>
<th>Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-5</td>
<td>9487-9719</td>
<td>20000x</td>
<td>5</td>
<td>5-28%</td>
<td>1-6%</td>
</tr>
<tr>
<td>ZIKV-3</td>
<td>10253-10269</td>
<td>20000x</td>
<td>3</td>
<td>16-60%</td>
<td>1-10%</td>
</tr>
<tr>
<td>ZIKV-15</td>
<td>10253-10269</td>
<td>20000x</td>
<td>15</td>
<td>1-13%</td>
<td>1-12%</td>
</tr>
<tr>
<td>HCV-10</td>
<td>9273-9311</td>
<td>20000x</td>
<td>10</td>
<td>5-15%</td>
<td>0-9%</td>
</tr>
</tbody>
</table>

3.1.3 Divergence ratio and relative abundance benchmarks

We used synthetic data sets for measuring the algorithm bounds. To analyse when the algorithm loses its effectiveness, we used data sets with extreme properties that differ from the real data or the synthetic data sets used in usual experiments, which are generally simulated using realistic properties. Thus, we used 36 data sets from HIV-86.9 strain, varying the divergence ratio (0.5%, 0.75%, 1%, 2.5%, 5%, and 10%) and the relative abundance (1:1, 1:2, 1:5, 1:10, 1:50, and 1:100) of each haplotype. These data sets also correspond to the data sets used by Baaijens et al. (2017), in an effort to avoid any bias in the experiments.

3.1.4 Real data without ground truth

We have included two real patient samples. More concretely, i) Zika virus sample: an Asian-lineage ZIKV sample consisting of Illumina MiSeq 2x300 bp reads with approximately 30000x coverage sequenced from a patient with DHEU macaque after 4 days of infection (Dudley et al., 2016) and publicly available in NCBI under the accession code SRR3332513, and ii) Hepatitis C virus sample: an HCV sample consisting of Illumina MiSeq reads with approximately 80000x coverage, sequenced from an Australian human patient after 135 days of infection, publicly available in NCBI under the accession code SRR1056035.

3.2 Evaluation scenarios

We ran several experiments under different scenarios. First, we analysed the behaviour of our method when the target genome is known, such that we can evaluate the obtained results.

To further analyse the performance of our method, we ran some experiments to check the algorithm bounds. We used the synthetic data with different abundance and divergence ratios, and compared the obtained results in terms of percentage of genome retrieved and percentage of mismatches.

Finally, we ran some experiments over those data sets with no available ground truth. This is the case for real virus sample HCV and ZIKV, which may have mixed data of other organisms different from the considered virus, making the discovery even more challenging.

3.3 Results comparison - overall performance

Table 2 shows a summary of the results obtained when applying each assembler over the benchmarking data sets. The complete table, including also the results for the data sets ZIKV-3 and HCV-10, and the additional values of number of contigs larger than 500 bp, length of the largest contig, percentage of indels, N-rate and total user CPU time, can be seen in the Supplementary Material.

Overall, the results show, as expected, that tools specifically designed for viral quasispecies inference obtain the best results in genome fraction and largest alignment for all data sets. SAVAGE, PEHaplo, and viaDBG show a good performance on the average length of the retrieved contigs. SAVAGE generally retrieves a higher genome fraction and obtains larger contigs than viaDBG and PEHaplo. When the data sets are more complex, namely large differences in genome abundances or high number of strains, PEHaplo fails. For example, we could not get meaningful results for PEHaplo on the ZIKV-15 data set and thus these are missing in Table 2. After correcting the reads, PEHaplo removes all of those that do not have
Table 2. Assembly results per method on the benchmarking data sets when ground truth is known. viaDGB* omits the correction step and PEHaplo** omits the polishing step.

<table>
<thead>
<tr>
<th>data set</th>
<th>method</th>
<th>% genome</th>
<th>N50</th>
<th>measures</th>
<th>% mismatches</th>
<th>elapsed time (min)</th>
<th>memory (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-5</td>
<td>viaDGB</td>
<td>82.52%</td>
<td>1986</td>
<td>0</td>
<td>0.054</td>
<td>20.01</td>
<td>7.00</td>
</tr>
<tr>
<td></td>
<td>SAVAGE</td>
<td>91.79%</td>
<td>811</td>
<td>0</td>
<td>0.085</td>
<td>218.30</td>
<td>40.00</td>
</tr>
<tr>
<td></td>
<td>PEHaplo</td>
<td>87.96%</td>
<td>2059</td>
<td>0</td>
<td>5.321</td>
<td>12.74</td>
<td>3.521</td>
</tr>
<tr>
<td></td>
<td>PEHaplo**</td>
<td>91.43%</td>
<td>3262</td>
<td>0</td>
<td>0.074</td>
<td>7.56</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td>SPAdes</td>
<td>20.15%</td>
<td>605</td>
<td>1</td>
<td>2.091</td>
<td>12.74</td>
<td>5.22</td>
</tr>
<tr>
<td></td>
<td>metaSPAdes</td>
<td>39.90%</td>
<td>1132</td>
<td>5</td>
<td>3.791</td>
<td>10.06</td>
<td>4.20</td>
</tr>
<tr>
<td>HIV-5</td>
<td>viaDGB</td>
<td>97.96%</td>
<td>8048</td>
<td>2</td>
<td>0.151</td>
<td>2.89</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td>SAVAGE</td>
<td>98.22%</td>
<td>6981</td>
<td>3</td>
<td>0.015</td>
<td>47.93</td>
<td>8.13</td>
</tr>
<tr>
<td></td>
<td>PEHaplo</td>
<td>85.99%</td>
<td>1928</td>
<td>2</td>
<td>0.090</td>
<td>24.93</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td>SPAdes</td>
<td>98.51%</td>
<td>3037</td>
<td>2</td>
<td>0.051</td>
<td>5.31</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td>metaSPAdes</td>
<td>83.87%</td>
<td>6838</td>
<td>6</td>
<td>5.322</td>
<td>3.86</td>
<td>2.99</td>
</tr>
<tr>
<td>ZIKV-15</td>
<td>viaDGB</td>
<td>86.06%</td>
<td>1799</td>
<td>0</td>
<td>0.002</td>
<td>18.26</td>
<td>7.71</td>
</tr>
<tr>
<td></td>
<td>SAVAGE</td>
<td>93.72%</td>
<td>1032</td>
<td>0</td>
<td>0.002</td>
<td>351.39</td>
<td>9.03</td>
</tr>
<tr>
<td></td>
<td>PEHaplo</td>
<td>97.90%</td>
<td>2050</td>
<td>0</td>
<td>0.017</td>
<td>6.17</td>
<td>4.42</td>
</tr>
<tr>
<td></td>
<td>SPAdes</td>
<td>87.90%</td>
<td>2065</td>
<td>1</td>
<td>0.019</td>
<td>6.17</td>
<td>4.42</td>
</tr>
<tr>
<td></td>
<td>metaSPAdes</td>
<td>96.84%</td>
<td>5085</td>
<td>2</td>
<td>2.273</td>
<td>4.49</td>
<td>3.59</td>
</tr>
</tbody>
</table>

Table 2 also shows that SPAdes' performance decreases when the number of strains increases, the relative abundance decreases, and similarity ratio increases. This is due to the fact that SPAdes does not implement any strategy to deal with this situation. As commented before, PEHaplo also encounters problems when the number of strains increases. In contrast, viaDGB and SAVAGE obtain similar performance, SAVAGE being more sensitive to the strain relative abundance.

On the HIV-real and HIV-5 data sets PEHaplo achieves the highest N50 but the contigs reported have much more errors than viaDGB (four times more mismatches on HIV-5 and 17 times more mismatches on HIV-real than the contigs produced by viaDGB). This indicates that some of the strains have been mixed in the contigs produced by PEHaplo. For the HIV-real data set we also report the results of PEHaplo without the polishing step (PEHaplo** in the table) and see that the mismatch rate is much lower without the polishing step but also the N50 drops below the N50 of viaDGB.

Focusing in the case of the real data set (HIV-real in Table 2), viaDGB has the overall best performance. Although the genome fraction retrieved is slightly lower than SAVAGE (2.26 percentage points), viaDGB is able to get the largest contig, a longer average contig, and a lower number of mismatches. Moreover, using the standard pipeline of PEHaplo, viaDGB obtains a larger genome fraction retrieved and a lower number of mismatches and indels. The high number of mismatches and indels obtained by the standard PEHaplo pipeline indicates that some of the haplotypes have been mixed. With this data set, PEHaplo obtains higher genome fraction and lower number of mismatches and indels, but also a lower N50 and shorter longest contig, if the polishing step is omitted (indicated as PEHaplo** in the table).

We will closely compare the behaviour of each method by taking into account the results for ZIKV-15 data sets, which can be considered the most challenging simulated data set. We omit PEHaplo from the comparison, as we were not able to run this tool and produce reliable results for this data set. Figure 4 shows the percentage of genome recovered for each strain of the ZIKV-15 data set. Table 2 shows that viaDGB and SAVAGE have a similar overall performance. However, a deeper comparison reveals that the behaviour of each method is rather different. SAVAGE retrieves the highest percentage of genome for most of the strains. This can be caused by the fact that viaDGB systematically removes the beginning and the end of the genomes due to lack of coverage in these regions. Despite SAVAGE outperforming viaDGB in most cases, SAVAGE fails at assembling the genome for two strains. This is not happening with viaDGB, which retrieves a significant portion of the genome in all cases, being close to SAVAGE in most cases, and even sometimes outperforming its results. More concretely, one of the genomes lost by SAVAGE, HQ234501.1 (Mutant 1%) (Abundance 6%), is almost fully recovered by viaDGB. The performance of metaSPAdes and SPAdes in this particular example was quite bad: they could only recover one of the 15 strains completely. Moreover, metaSPAdes did not retrieve any portion from 11 of them.

3.4 Efficiency analysis

We measured the runtime and peak memory usage required by all the algorithms when applied to each data set. All algorithms were given access to 32 cores in all experiments. Error correction, adding paired-end information, and polishing the paired-end information have been parallelised in viaDGB. The Supplementary Material includes an experiment evaluation of the effects of the number of cores used by each of the tools.

As shown in Table 2, SAVAGE needs much more time than the rest of the methods, ranging from 204.40 minutes in the fastest case to 352.98 minutes in the slowest one. This is caused by the computations made by SAVAGE during the overlap graph construction, which requires the enumeration of all approximate suffix-prefix overlaps among the reads. PEHaplo, despite following also an overlap graph approach, obtains much better execution times, as it removes a high percentage of repeated reads, thus, alleviating the construction of the graph. On the other hand, the time performance of the methods based on the de Bruijn graph is better: SPAdes and metaSPAdes were around 4.5 times faster than viaDGB. However, when the correction step is omitted, viaDGB outperforms both of them on the real data set, HIV-real. Results show that viaDGB worsens its time efficiency when including the error correction step, as the CPU times are around 4.5 times higher. This is an expected result, since the time complexity of the error correction performed by viaDGB is $O(n \times n + m)$ where $n$ is the number of reads and $m$ is the maximum length of the reads.
We present viaDBG, a time- and memory-efficient de novo assembler for viral quasispecies. Viral samples generally contain several haplotypes which have evolved from the same genome through multiple mutations and recombination events. Additionally, not all viral genomes within the sample have exactly the same abundance; namely each viral genome has its own level of abundance. Experimental results have shown that general purpose and metagenomic assemblers, such as SPAdes and metaSPAdes, are not able to retrieve the viral genomes in the sample. This motivates the research on new specific tools that can overcome all these limitations.

Our experimental evaluation shows that viaDBG is able to get competitive, sometimes even better, results in comparison to state-of-the-art de novo viral quasispecies assemblers, such as SAVAGE and PEHaplo. Furthermore, the runtime of viaDBG is much lower than SAVAGE and also to PEHaplo in most cases, and its memory usage is also lower than its counterparts, making viaDBG an attractive alternative. One of the main drawbacks of PEHaplo is that its behaviour is highly dependent on the parameter configuration, which is not easy to determine for each particular data set. Furthermore, in some extremely complex cases, such as 15 ZIKV strains where genomes are extremely close and abundance is extremely low, viaDBG is able to retrieve information for the whole set of strains and the overall genome fraction is higher than for other tools. Despite of these successful results, our method shows a weaker behaviour than SAVAGE for data sets with extreme divergence ratios.

The main reasons for the good performance of viaDBG are the error correction step and the systematic use of the paired-end information. On the one hand, error correction enables the usage of extremely large k-mers (120-mers), as the veracity of the k-mers is improved due to the adjustment of their frequency distribution. Additionally, a side effect of the correction is that it reduces the possibility of having wrong pairs for genomic k-mers and vice versa. On the other hand, the cliques retrieved by using the paired-end information for every pair of k-mers allows us to change the original de Bruijn graph into a much less tangled graph. Applying paired information as a post-processing step is more restrictive than adding the information directly in the graph. When used during the post-processing step, only reads that align entirely with one contig are going to be used, whereas all reads with genomic information can improve the results when they are considered during the graph construction. Therefore, there is always more information when using paired k-mers than when using the overlap between reads and contigs.

The main advantage of viaDBG is its efficiency, both in terms of execution time and memory usage. Our method benefits from the better efficiency of de Bruijn graph approaches, which avoids computing overlaps between all reads. Despite the computations of the paired information, viaDBG has proven to be much faster than overlap-based methods.

As a future work, we plan to reduce the memory footprint of viaDBG by taking full advantage of compacted de Bruijn graphs. This will also allow us to study the suitability of our approach for metagenomics assembling, which is a more demanding task. Another line of improvement is to enhance the current parallelisation of viaDBG by taking into account some relevant issues such as disk accesses, thread synchronization, and data interchanges. In parallel, we will consider the possibility of integrating our approach with Virus-VG (Baaijens et al., 2019) to produce larger contigs.
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Supplementary Material

1 Algorithm for obtaining the haplotypes

Algorithm 1 shows the pseudocode of the algorithm for obtaining the haplotypes, described in Section 2.4.4 of the main paper, that is, steps 2.(e), 2.(f), and 2.(g) of the Figure 1 of the main paper.

Figure 1 shows a portion of a DBG used to illustrate this process. Solid black arrows are the edges of DBG, whereas the coloured dotted lines show the pair-end information of each node. The algorithm receives as input the DBG obtained through the steps 2.(a) until 2.(d) of the Figure 1 of the main paper. In Line 4, for each pair of adjacent nodes \((A, B)\) of the DBG, a CPBG \((CPBG(A,B))\) is built. Lines 6 and 7 create the nodes of \(CPBG(A,B)\). Lines 8–10 add the edges of the CPBG.

Figure 2(a) shows \(CPBG(A,B)\). It is composed of the nodes in \(P(A) = \{D, E, F, G, H, I\}\) and \(P(B) = \{M, D, F, J\}\). There is an edge between two nodes if there is a path in the DBG of length smaller than \(2\Delta\). In this case, function \(reach_{DBG}(A, B)\) returns true.

Line 13 obtains the set of maximal cliques in the CPBG (denoted as \(Sc\)). This algorithm is shown in Section 4 of this Supplementary Material.

Figure 2 shows the four different CPBGs obtained for the DBG shown in Figure 1. Each clique in the graphs is highlighted by its own color.

Line 14 polishes the cliques in \(Sc\). For example, in \(CPBG(A,B)\), the yellow clique will be discarded because it only has nodes from \(P(A)\). This step avoids having short tips (1 bp) and having several contigs which lead to exactly the same strain.

Lines 15–28 create the nodes of the new DBG. Line 15 is a loop that processes all cliques of the treated pair. If the processed clique has nodes of \(P(A)\) and \(P(B)\), then that pair is added to the new DBG, otherwise it is discarded (Line 16).

In Figure 2(a), only \(C_{0}\) passes the polish step. Therefore the pair \((A, B)\) is added to the output (see Figure 3): A with paired information \(P(A) \cap C_{0} = \{D, E, F\}\) and B with paired information \(P(B) \cap C_{0} = \{D, F, I\}\).

Processing \(U'_{1}\) of \(CPBG(A,B)\) (see Figure 2(b)) produces the output of \(A\) and \(C\). However, that \(A\) is different\(^{2}\) from that obtained from \(CPBG(A,B)\), and thus, to differentiate them, we use \(A'\) for the one obtained from \(CPBG(A,B)\) and \(A''\) for the one obtained from \(CPBG(A,C)\).

Continuing the process, we obtain the new DBG of Figure 2.

2 Obtaining the maximal cliques in the CPBG

Classic algorithms to find cliques in undirected graphs, such as those of Johnson et al. (1988) or Tomita et al. (1998), have a considerable computational cost, for example, \(O(3^{|V|^2})\) in the case of Tomita et al.\(^{2}\) In the sense that they belong to different strains.
The first loop of Lines 1–4 enriches the nodes of the CPBG with a number which results from adding the weight of all edges which reach that node in the DBG. Figure 5(a) shows the result of this process for the CPBG(A,B) of our example in Figure 4. For example, observe the node D, its weight (18) is obtained by adding the weight of the edge of the DBG connecting A and D, with weight 10, and that connecting B and D, with weight 8.

It receives as input the DBG and the CPBG of a given pair of nodes. Observe in Figure 4 that the edges of the DBG corresponding to paired information are now labeled with the number of paired reads that contain the corresponding pair of k-mers. That frequency is used to determine which cliques correspond to real strains.

The corresponding pair of information are now labeled with the number of paired reads that contain the edge of the DBG corresponding to paired information is shown in Figure 4, that the edges of the DBG corresponding to paired information are now labeled with the number of paired reads that contain the corresponding pair of k-mers.
The next loop in Lines 6–10 adds more weight to each node of the CPBG, specifically, the weight of all its adjacent nodes. Figure 5(b) shows the result. The weight of D is 45, resulting from adding its weight (18), and those of its adjacent nodes (J (8), F (9), and E (10)).

The loop of Lines 13–29 is the main part of the algorithm. Line 14 selects the node with the highest value resulting from multiplying its degree (number of adjacent nodes) and its weight. In our example, that node is F.

Then, the loop of Lines 15–20 builds the clique containing that node. In our example, first F is added to the clique and marked as "used". Then, line 19 obtains the adjacent node of F with the highest value resulting from multiplying its degree and its weight. In our example, all nodes are adjacent to F, but E and J are those with the highest value (46 + 4). So, the process continues adding, let say, E and then J and marking them as "used". From J, the adjacent node with highest value is D, which is also added to the clique. After processing D, all its adjacent nodes are already in the clique, and thus the process ends.

Next, Lines 21–27 decrease the weight of all the nodes of the recently created clique by subtracting the weight of the node of the clique with the lowest weight, except if the result of that subtraction is 0, which is changed to 1. The resulting clique of this process is shown in Figure 5(c) highlighted in yellow. Observe that its nodes remain now with a low weight, then it is unlikely that these nodes will be part of subsequent cliques. The idea is that we have concluded that those nodes correspond to a given strain, it is unlikely that these nodes will be part of another different strain.

The process continues until all nodes have been marked as "used". In our example, another clique is created, as shown in Figure 5(d), but this clique is later removed by the polishing process, as explained in the main manuscript.

Next, we proceed to build the clique containing the node E. This process is repeated until all nodes have been marked as "used".

4 Description of Zika virus simulated data sets (ZIKV-3 and ZIKV-15)

SAVAGE was assayed by using a 15-strain ZIKV data set. Unfortunately, ground truth criteria, namely reference, was not available. Therefore, we simulated our own references and the data set.

Twelve extra references were produced from only 3 strains, all of African lineage: one from Uganda (accession HQ234498), one from Nigeria (accession HQ234500), and one from Senegal (accession HQ234501). For each reference 4 extra sequences were build by inserting 1%, 1%, 2% and 2% mutations to the reference.

The data set was simulated by using the whole set of references and the data set.

5 Complete results comparison - overall performance

We include here the complete results of the benchmarking performed in Section 3 of the main paper. Thus, Table 1 contains the results for all the data sets, included ZIKV-3 and HCV-10, which were omitted in Table 2 of the main paper. We also include the values for the number of contigs retrieved genome for any data set.

We conducted several experiments for analysing the effect of this window size in the results. We obtained that the threshold selection for the simulated data is quite stable, whereas it is much more variable for the real data set HIV-real. A possible explanation is given by Figure 4 which shows two k-mer frequency histograms: one for the real data set HIV-real and the other for the simulated data set HIV-5. Nevertheless, results in terms of genome fraction retrieved have been consistent throughout the whole evaluation. This information is provided in Figures 4(a) and 4(b). In Figure 4(c) we can see that for HIV-real, the threshold suggested by our algorithm increases when the windows size grows, whereas for the simulated data sets, the threshold is practically stable. On the other hand, we can see in Figure 4(d) that the windows size does not affect the percentage of the retrieved genome for any data set.
memory usage. We used HIV-real data set with the same configuration for each tool as the previous experiments. Table 2 shows that only SAVAGE approaches an ideal speedup, as times are practically divided by 2 when doubling the number of cores. In the case of viaDBG, using 16 cores instead of 8 only implies an improvement of 2%, whereas the usage of 32 cores yields a speedup of 1.78. Still, that value is around the same as that obtained by metaSPAdes and better than the rest, except for SAVAGE.

In Table 3, we can observe that memory usage grows for all methods when increasing the number of cores. Again, viaDBG obtains similar results using 8 and 16 cores, but the memory usage growth is worse for 32 cores. This increase in memory consumption is moderate in the case of PEHaplo, which is the tool obtaining the best result for 32 cores, but larger for metaSPAdes and SAVAGE.

From the results, we can see that SAVAGE is the tool that best takes advantage of parallelisation, as its running time considerably decreases with the number of cores, at the expense of greater memory requirements. In any case, those time results are still much higher than those obtained by the rest of the techniques. viaDBG parallelisation obtains a slight speedup at the expense of a moderate growth in memory consumption.
viaDBG: Inference of viral quasispecies

6.2 Hepatitis C Human Sample

Here, we show the results of the Australian human patient infected with Hepatitis C virus. For ground truth, we will use the complete genome of Hepatitis C virus (NC_004002.1).

Obviously, the results are much more non-specific than in the Zika sample. This is probably because of the Australian warm environment, the time that the virus spent in the carrier, plus the initial number of strains was as well unknown.

7 Commands executed

We run the tools over the same data sets, but customising the configuration with the best one for each data set. In the case of PEHaplo, and following authors’ indications, input was only trimmed but PEAR was not used.

7.1 Specialized assembly tools

- **viaDBG**: Version 1.0
  Current version of viaDBG only allows dsk as counter. Furthermore, preprocessing included removing duplicated reads, as this boosts efficiency with no accuracy impact.
  ```
  ./bin/viaDBG -p ../PairEndDir/ -o Output -u ../OutputUnitig -k 1...192 -c dsk -n -t 1 --postprocess
  ```
  ```
  ./bin/viaDBG -s SingleEndFile -p ../PairEndDir/ -o Output -u ../OutputUnitig -k 1...192 -c dsk -n -t 1 --postprocess
  ```

- **SAVAGE**: Version 0.4.9
  Although last version of SAVAGE has made the selection of minimum overlap automatic, it is recommended to use the value 150.
  ```
  python savage.py -p1 forward.fastq -p2 reverse.fastq -t 32 --split 30
  ```
  ```
  python savage.py -s single-end.fastq -p1 forward.fastq -p2 reverse.fastq -t 32 --split 30
  ```

- **PEHaplo**: Version 1.0
  Data sets for PEHaplo were modified to fit the software requirements:
  ```
  python pehaplo.py -f1 forward.fasta -f2 reverse.fasta -l 210 -l1 220 -correct yes -n 3 -r 250 -F 450 -t 32
  ```

7.2 Generic assembly tools

- **SPAdes**: Version 3.13.1
  SPAdes has automated the selection of multiple parameters such as k-mer size. Therefore, we relied on SPAdes for the parameters selection.
  ```
  python spades.py -s pear.assembled.fastq -1 forward.fastq -2 reverse.fastq -t 32
  ```

- **metaSPAdes**: Version 3.13.1
  metaSPAdes has also automated the selection of multiple parameters thus we again relied on metaSPAdes parameters selection.
  ```
  python metaspades.py -s assembled.pear.fastq -1 forward.fastq -2 reverse.fastq -t 32
  ```

7.3 PEAR

```
./pear -f forward.fastq -r reverse.fastq -o output_prefix
```
7.4 Divergence-Abundance Comparison

- **viaDBG**: viaDBG needs to use longer \( k \)-mers when the divergence ratio decreases. Abundance is not managed by any parameter.
  
  - Divergence above 1\%: `./bin/viaDBG -p exp_0.1_1/ ../OutputDir/ -u ../OutputUnitigs -k 120 -c dsk -n -t 32`
  
  - Divergence below 1\%: `./bin/viaDBG -p exp_0.1_1/ ../OutputDir/ -u ../OutputUnitigs -k 180 -c dsk -n -t 32`

- **SAVAGE**:
  
  - `python savage.py -p1 forward.fastq -p2 reverse.fastq -t 32 –split 1`

- **PEHaplo**:

  - Relative abundance 50\%: `python pehaplo.py -f1 forward.fasta -f2 read2.fasta -l 210 -l 220 -correct yes -n 3 -r 250 -F 450 -t 32 -std 150`

  - Relative abundance 33\%: `python pehaplo.py -f1 forward.fasta -f2 read2.fasta -l 210 -l 220 -correct yes -n 2 -r 250 -F 450 -t 32 -std 150`

  - Relative abundance below 10\%: `python pehaplo.py -f1 forward.fasta -f2 read2.fasta -l 210 -l 220 -correct yes -n 1 -r 250 -F 450 -t 32 -std 150`

  - Low divergence ratio: `python pehaplo.py -f1 forward.fasta -f2 read2.fasta -l 170 -l 170 200 -correct yes -n 1 -r 250 -F 450 -t 32 -std 150`
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