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Abstract. Inverse obstacle scattering aims to extract information about distant and unknown targets using wave propagation. This study concentrates on a two-dimensional setting using time-harmonic acoustic plane waves as incident fields and taking the obstacles to be sound-hard with smooth or polygonal boundary. Measurement data is simulated by sending one incident wave towards the area of interest and computing the far field pattern (1) on the whole circle of observation directions, (2) only in directions close to backscattering, and (3) only in directions close to forward-scattering. A variant of the enclosure method is introduced, based on applying the far field operator to an explicitly constructed density, yielding information about the convex hull of the obstacle. The numerical evidence presented suggests that the convex hull of obstacles can be approximately recovered from noisy limited-aperture far field data.

1. Introduction. Inverse obstacle scattering aims to extract information about distant and unknown targets using wave propagation. In this work we concentrate on the limited-aperture case of sending one incident wave towards the area of interest and measuring the scattered field in various directions. We introduce a novel computational algorithm (a variant of the enclosure method) for recovering the convex hull of a sound-hard obstacle from noisy limited-aperture far field data.

Let us formulate the direct problem. Assume that the scattering obstacle $D \subset \mathbb{R}^2$ is a bounded open set with Lipschitz boundary such that $\mathbb{R}^2 \setminus \overline{D}$ is connected. Denote by $\nu$ the unit outward normal to $\partial D$. Consider the scattering of the plane wave $e^{ikx \cdot d}$ with incident direction $d \in S^1$ and wave number $k > 0$. The scattered wave
The boundary condition (2) means that \( D \) is sound-hard and (3) is called the Sommerfeld radiation condition. For the uniqueness and existence of the solution see [29] for the potential theoretic approach and, for example, [10] for the variational approach. The above model arises for example as a cross-section of three-dimensional scattering from long cylindrical objects.

The far field pattern \( F(\varphi; d, k) \) of \( w \) at the direction \( \varphi \in S^1 \) is defined as the leading term of the asymptotic expansion of \( w \) as \( r \to \infty \) in the following sense:

\[
w(r, \varphi) = e^{ikr} F(\varphi; d, k) + O\left(\frac{1}{r^{3/2}}\right).
\]

The function \( F(\varphi; d, k) \) models scattering data measured far from the obstacle in direction \( \varphi \in S^1 \). The direct problem is to determine \( F \) for a given obstacle \( D \).

We consider the following inverse problem. Fix a wave number \( k > 0 \) and an incident direction \( d \in S^1 \). Measurement data is the knowledge of \( F(\varphi; d, k) \) for \( \varphi \) ranging in an open and connected subset \( \Gamma \subset S^1 \) called aperture. The case that \( \Gamma \) is a proper subset of \( S^1 \) is referred to as the limited-aperture case; such cases arise for example from practical difficulties in surrounding the whole region of interest by sensors. If \( \Gamma = S^1 \), we are concerned with the full-aperture case. Define the support function of \( D \) by

\[
h_D(\omega) := \sup_{x \in D} x \cdot \omega,
\]

where \( \omega \in S^1 \) is an arbitrary direction, see Figure 1 for an illustration. Note that from precise knowledge of \( h_D(\omega) \) for all \( \omega \in S^1 \) one can obtain the convex hull of \( D \). The inverse problem is to determine \( h_D(\omega) \) approximately for a given \( \omega \) from measurement data corrupted by random noise.

Our approach for solving the inverse problem is based on the behaviour of the function

\[
I_\omega(\tau) = \log \left| \int_{-\Gamma} e^{ikx \cdot \varphi} g(\varphi) d\sigma(\varphi) \right|,
\]

where \( d\sigma \) denotes arclength measure and the density function \( g_N \) is a truncation of a formal solution of the following integral equation of the first kind:

\[
\int_{-\Gamma} e^{ikx \cdot \varphi} g(\varphi) d\sigma(\varphi) = e^{x \cdot (\omega + i\sqrt{\tau^2 + k^2})},
\]

where \( x \in \mathbb{R}^2 \) and \( \omega^\perp = (\omega_2, -\omega_1) \). Note that the right-hand side of (6) satisfies the Helmholtz equation \( \Delta v + k^2 v = 0 \) in \( \mathbb{R}^2 \) and the left-hand side is called the Herglotz wave function with density \( g \) supported on \( -\Gamma \). A combination of the unique continuation theorem for the Helmholtz equation and a comparison of the bound of both sides of (6) yields that for any nonempty open set \( U \) equation (6) for \( x \in U \) is always unsolvable.

Throughout this paper we identify a point \( \vartheta = (\vartheta_1, \vartheta_2) \in S^1 \) with the complex number \( \vartheta_1 + i\vartheta_2 \) and denote it by the same symbol. The computation formula of
the density $g_N$ is explicitly given by the expansion

$$g_N(\varphi; \tau, k, \omega) = \sum_{m=0}^{N} \beta_m \varphi^m + \sum_{m=1}^{N} \beta_{-m} \varphi^m, \quad \varphi \in -\Gamma,$$

where the set of coefficients $\beta_m$, $|m| \leq N$, is the unique solution of the linear system

$$G_N[\beta_{-N}, \ldots, \beta_{-1}, \beta_0, \beta_1, \ldots, \beta_N]^T = [\lambda^N, \ldots, \lambda, 1, \lambda^{-1}, \ldots, \lambda^{-N}]^T,$$

where the matrix $G_N$ is element-wise given by

$$[G_N]_{m,j} = \int_{-\Gamma} \varphi^m \varphi^j d\sigma(\varphi) = \langle \varphi^m, \varphi^j \rangle_{L^2(-\Gamma)}$$

with $m = N, \ldots, -N$ and $j = -N, \ldots, N$, and

$$\lambda = \frac{(\tau + \sqrt{\tau^2 + k^2}) \omega}{ik}.$$

Having defined the density $g_N$, we propose the following algorithm for solving the inverse problem for a finite collection of directions $\omega \in S^1$.

1. Choose parameters $N \geq 1$ and $0 \leq \tau_1 < \tau_2 < \tau_3$.
2. Compute $I_\omega(\tau_j)$ for $j = 1, 2, 3$ using (5).
3. Fit a line to the points $(\tau_j, I_\omega(\tau_j))$ in the sense of least squares. Denote the slope of the line by $\tilde{h}_D(\omega)$.
4. Approximate $h_D(\omega)$ by $\tilde{h}_D(\omega)$.

Note that the algorithm is computationally very inexpensive.

The hypothesis behind the above algorithm is: $\tilde{h}_D(\omega)$ is close to the value $h_D(\omega)$ of the support function. This hypothesis is based on the results in [18] by the first author. Therein, in the case that $D$ is polygonal, i.e. $D$ consists of a finite collection of polygons $\{D_j\}_{j=1}^m$ satisfying $D_j \cap D_{j'} = \emptyset$ for $j \neq j'$, two types of formulae are established. The first one of them shows that when $\Gamma = S^1$, the density $g_N$ can be written in the simple form

$$g_N(\varphi; \tau, k, \omega) = \frac{1}{2\pi} \sum_{|m| \leq N} \left( \frac{\varphi}{\lambda} \right)^m,$$

and we have, with an appropriate choice of $\tau = \tau(N) \xrightarrow{N \to \infty} \infty$, that

$$\frac{1}{\tau} I_\omega(\tau) \longrightarrow h_D(\omega), \quad \text{as } N \to \infty.$$

The direction $\omega$ is assumed to be regular with respect to $D$, which means that the set $\{x \in \mathbb{R}^2 | x \cdot \omega = h_D(\omega)\} \cap \partial D$ consists of only one point (see Figure 1 for an illustration). Formula (12) suggests that for large $\tau$ we have

$$I_\omega(\tau) \approx h_D(\omega) \tau.$$

The second formula in [18] is for the limited-aperture case. However, in that case the density $g_N$ is given implicitly by the minimum norm solution of the integral equation (6) in a bounded domain, the solution being based on Tikhonov regularization and Morozov discrepancy principle (see for example [7]). Using that density and the additional assumption that $h_D(\omega) > 0$, a formula similar to (12) for the limited-aperture case is established in [18]. We think that this also supports the hypothesis.

In this paper we present a derivation of the explicit density $g_N$ given by (7). Moreover, we present numerical evidence suggesting that the proposed algorithm yields approximate convex hulls of obstacles from noisy limited-aperture data. The
A polygonal obstacle $D$, a regular direction $\omega_1$ with respect to $D$, a non-regular direction $\omega_2$ with respect to $D$, and the value $h_D(\omega_2)$ of the support function.

Many approaches for solving inverse obstacle scattering problems have been proposed and tested numerically, and they can be roughly divided into direct and iterative methods. For the large body of literature concerning iterative methods we refer to [8] and references therein. Direct approaches, such as the one proposed here, include the linear sampling method of Colton-Kirsch [4, 9, 2], the probe method of Ikehata [11, 13], the factorization method of Kirsch [23, 24], the enclosure method of Ikehata [14, 15], the scattering support approach of Kusiak and Sylvester [27, 28], the singular sources method of Potthast [33, 32], and the no response test of Luke and Potthast [30]. See [3, 8] for reviews of the various methods. See also [25] for a comparison of some of the methods above, [19] for a survey on the probe and enclosure methods for inverse obstacle scattering problems and [22] for several results on uniqueness, stability and numerical methods in inverse problems for partial differential equations.

How does the present approach compare to other direct methods making use of only one incident direction? The no response test [30] aims to decide whether $D$ is contained in a test domain $D_t$ by studying the following functional with a parameter $\epsilon > 0$:

$$L_{\epsilon}(D_t) := \sup \left\{ \left| \int_{\Gamma} F(\varphi; d, k) g(-\varphi) d\sigma(\varphi) \right| : \sup_{y \in D_t} \left| \int_{-\Gamma} e^{i k y \cdot \varphi} g(\varphi) d\sigma(\varphi) \right| \leq \epsilon \right\}.$$ 

In the case of sound-soft obstacles, i.e. the Neumann boundary condition (2) replaced with Dirichlet boundary condition $w(x) = -e^{i k x \cdot d}$ on $\partial D$, it is shown in [30] that, if $D \subset D_t$, then $L_{\epsilon}(D_t) = 0$, and if $\overline{D} \cap \overline{D_t} = \emptyset$, then $L_{\epsilon}(D_t) = \infty$. However, as pointed out in Remark 3.3 of [30], this does not give us the complete characterization whether $D \subset D_t$ or not. A numerical algorithm based on the above facts is proposed and numerically studied in [30]. It is known that the no response test together with the range test [35] provides a criterion to test the analytic extensibility of the field. See [34] for this view point and further information.

The convex scattering support in [27] is the smallest convex set supporting a source that can produce a given far field pattern on the whole unit circle. They introduced a test that tells us if the far field could have been produced by a source
located within a specific domain. It is a test on the behaviour of the $m$th Fourier coefficient of the far field pattern, that is, the behaviour of

$$\int_{S^1} F(\varphi; d, k) \varphi^m d\sigma(\varphi), \ m = 0, \pm 1, \pm 2, \cdots$$

as $|m| \to \infty$. A numerical algorithm for finding the convex scattering support is introduced and numerically studied in [35]. Compared to the scattering support approach, the proposed enclosure method yields complementary information since the scattering support of $D$ and the convex hull of $D$ are not subsets of each other in general.

This paper is organized as follows. In Section 2 we present a derivation of the density given by (7) and provide some remarks on the hypothesis. In Section 3 we describe computational methods related to the simulation of data and to the inversion algorithm. Numerical results are presented in Section 4, and we discuss and conclude our results in Section 5.

2. Background of the method. We present in Subsection 2.1 an argument for the derivation of the density $g_N$ given by (7) with coefficients satisfying (8). In Subsection 2.2 we discuss the hypothesis by reviewing the main result in [18] and provide some remarks concerning the asymptotic behaviour of $I_\omega(\tau)$ as $\tau \to \infty$ in the case of non-polygonal obstacles.

2.1. A derivation of the limited-aperture density. The argument for the derivation employs an idea in [18] reducing the integral equation (6) to another integral equation via the Vekua transform [36, 37] which maps harmonic functions into solutions of the Helmholtz equation.

By [31] the Bessel function of order $m = 0, \pm 1, \pm 2, \ldots$ is given by

$$J_m(z) = \left(\frac{z}{2}\right)^m \sum_{n=0}^{\infty} \frac{(-1)^n}{n! (n + 1 + m)} \left(\frac{z}{2}\right)^{2n}.$$

The Vekua transform in two dimensions takes the form

$$T_k v(x) = v(x) - \frac{k|x|}{2} \int_0^1 v(tx) J_1(k|x|\sqrt{1-t}) \frac{dt}{\sqrt{1-t}},$$

where $v$ is an arbitrary harmonic function in $\mathbb{R}^2$.

The argument is based on the following facts about two exponential solutions of the Helmholtz equation.

(i) Define the harmonic function $e_\omega(x; \tau, k)$ in the whole space by

$$e_\omega(x; \tau, k) = e^{(\tau - \sqrt{\tau^2 + k^2})\omega(x_1 + ix_2)/2}$$

$$+ e^{(\tau + \sqrt{\tau^2 + k^2})\omega(x_1 - ix_2)/2} - 1.$$

Then, the Vekua transform of $e_\omega(x; \tau, k)$ coincides with function $e^{x(\omega+i\sqrt{\tau^2+k^2}\omega^+)}$. See [18] for the proof.

(ii) The Vekua transform of the harmonic function

$$e^{ik\varphi(x_1 + ix_2)/2} + e^{ik\varphi(x_1 - ix_2)/2} - 1$$
coincides with $e^{ikx\cdot\varphi}$. This is a consequence of the Jacobi-Anger expansion

$$e^{ikx\cdot\varphi} = \sum_{m=0}^{\infty} (i\varphi)^m J_m(kr)e^{im\theta}$$

$$+ \sum_{m=0}^{\infty} (i\varphi)^m J_m(kr)e^{-im\theta} - J_0(kr), \quad x = (r \cos \theta, r \sin \theta),$$

and the fact that $T_k : r^m e^{\pm im\theta} \mapsto (2/k)^m m! J_m(kr)e^{\pm im\theta}$.

Using (i) and (ii) we reduce the construction of formal solution of (6) to that of the integral equation

$$(14) \quad \int_{-\Gamma} \{e^{ik\varphi(x_1+ix_2)/2} + e^{ik\varphi(x_1-ix_2)/2} - 1\}\,d\sigma(\varphi) = e_\omega(x; \tau, k).$$

We find a density having the form

$$(15) \quad g(\varphi) = \sum_{m=0}^{\infty} \beta_m \varphi^m + \sum_{m=1}^{\infty} \beta_{-m} \varphi^{-m}, \quad \varphi \in -\Gamma,$$

Using the power series expansion of the both sides of (14), we see that if one chooses $\beta_m, m = 0, \pm 1, \pm 2, \ldots$ in such a way that

$$\left(\frac{ik}{2}\right)^m \int_{-\Gamma} \varphi^m g(\varphi) d\sigma(\varphi) = \left(\frac{\tau + \sqrt{\tau^2 + k^2}}{2}\right)^m, \quad m = 1, 2, 3, \ldots,$$

$$\left(\frac{ik}{2}\right)^m \int_{-\Gamma} \varphi^{-m} g(\varphi) d\sigma(\varphi) = \left(\frac{\tau - \sqrt{\tau^2 + k^2}}{2}\right)^m, \quad m = 0, 1, 2, \ldots,$$

then $g$ satisfies (14) exactly. Using (10) the above equations can be rewritten as

$$(16) \quad \int_{-\Gamma} \varphi^m g(\varphi) d\sigma(\varphi) = \lambda^m, \quad m = 1, 2, 3, \ldots,$$

$$(17) \quad \int_{-\Gamma} \varphi^{-m} g(\varphi) d\sigma(\varphi) = \lambda^{-m}, \quad m = 0, 1, 2, \ldots.$$

Substituting (15) into (16) and (17), we obtain

$$(18) \quad \lambda^m = \sum_{j=0}^{\infty} \beta_j \int_{-\Gamma} \varphi^j \varphi^m d\sigma(\varphi) + \sum_{j=1}^{\infty} \beta_{-j} \int_{-\Gamma} \varphi^m \varphi^j d\sigma(\varphi)$$

$$(19) \quad \lambda^{-m} = \sum_{j=0}^{\infty} \beta_j \int_{-\Gamma} \varphi^j \varphi^{-m} d\sigma(\varphi) + \sum_{j=1}^{\infty} \beta_{-j} \int_{-\Gamma} \varphi^{-m} \varphi^j d\sigma(\varphi).$$

Since $\varphi^{-1} = \varphi$ on $S^1$, from a truncation of (18) and (19) we get (8). Note that the matrix $G_N$ in (8) is the Gram matrix for the linearly independent functions $\varphi^m, -N \leq m \leq N$ in $L^2(-\Gamma)$ and thus invertible. Therefore, the coefficients $\beta_m$ are uniquely determined for $-N \leq m \leq N$ by (8). In computer implementation it is convenient and straightforward to solve (8) numerically.

2.2. Some remarks on the hypothesis. As already mentioned in Introduction, the hypothesis behind the proposed algorithm is motivated by [18] where the first author established an explicit formula based on a simpler version of the enclosure method [16, 17]. The formula yields information about the convex hull of $D$ provided
that $D$ is polygonal. Let us next state the formula precisely. Denote by $B_R$ the open
disc of radius $R$ centered at the origin.

**Theorem 1.** ([18]). Assume that the obstacle $D$ is polygonal and $\overline{D} \subset B_R$. Let $\omega$ be
regular with respect to $D$, and let $\beta_0$ be the unique positive solution of $\frac{2}{\pi}s + \log s = 0$.
Assume that $\beta$ satisfies $0 < \beta < \beta_0$ and that $\{\tau(N)\}_{N \in \mathbb{N}}$ is an arbitrary sequence
of positive numbers satisfying

$$\tau(N) = \frac{\beta N}{eR} + O(1)$$

as $N \to \infty$. Then, assuming that the density function $g_N$ is given by (11), the
following formula holds:

(20) \[ \lim_{N \to \infty} \frac{1}{\tau(N)} \log \left| \int_{S^1} F(\varphi; d, k) g_N(-\varphi; \tau(N), k, \omega) d\sigma(\varphi) \right| = h_D(\omega). \]

For non-polygonal obstacles the validity of (20) is an open problem. To under-
stand the central part of the problem let us make a review of the proof of Theorem
1. The density $g_N$ given by (11) with some $\tau(N)$ satisfies, as $N \to \infty$,

$$v_{g_N}(x) = \int_{S^1} e^{i k x \cdot \varphi} g_N(\varphi) d\sigma(\varphi)$$

$$= e^{i \tau(N) \omega + i \sqrt{\tau(N)^2 + k^2 \omega^2}} + O(e^{-R\tau(N)} N^{-\infty}), \quad x \in \overline{B_R},$$

together with its first order derivatives. This together with the formula [6]

$$\int_{S^1} F(\varphi; d, k) g_N(-\varphi) d\sigma(\varphi) = -\frac{e^{i \tau(N) \omega}}{\sqrt{8 \pi k}} \int_{\partial B_R} \left( \frac{\partial w}{\partial \nu} v_{g_N} - \frac{\partial v_{g_N}}{\partial \nu} w \right) d\sigma,$$

where $\nu$ is the unit outward normal relative to $B_R$ enables us to connect the left-
hand side above with the asymptotic behaviour of the integral

$$\int_{\partial B_R} \left. \left( \frac{\partial w}{\partial \nu} v_\tau - \frac{\partial v_\tau}{\partial \nu} w \right) d\sigma \right|_{\tau = \tau(N)}$$

where $v_\tau(x) = e^{i \tau(N) \omega + i \sqrt{\tau(N)^2 + k^2 \omega^2}}$. If $D$ is polygonal and $\omega$ is regular with respect
to $D$, then by [17], for some positive constants $\mu$ and $A$ one gets

(21) \[ \tau^\mu e^{-\tau h_D(\omega)} \int_{\partial B_R} \left( \frac{\partial w}{\partial \nu} v_\tau - \frac{\partial v_\tau}{\partial \nu} w \right) d\sigma \to A \]

as $\tau \to \infty$, and by the above reasoning one obtains (20) from (21).

Thus the key point is to analyze the asymptotic behaviour of the integral of the left-hand side of (21) as $\tau \to \infty$. For general obstacles this remains open, however, one can state the following fact.

**Proposition 1.** Assume that there exist $\lambda, \mu, \epsilon, A > 0$ such that

$$\tau^\mu e^{-\tau \lambda} \left| \int_{\partial B_R} \left( \frac{\partial w}{\partial \nu} v_\tau - \frac{\partial v_\tau}{\partial \nu} w \right) d\sigma \right| \to A.$$

Then it must hold that $\lambda \leq h_D(\omega)$.

**Proof.** Integration by parts gives the expression

(22) \[ \tau^\mu e^{-\tau \lambda} \int_{\partial B_R} \left( \frac{\partial w}{\partial \nu} v_\tau - \frac{\partial v_\tau}{\partial \nu} w \right) d\sigma = -\tau^\mu e^{-\tau(\lambda - h_D(\omega))} \int_{ \partial D } w e^{-\tau h_D(\omega)} \frac{\partial v_\tau}{\partial \nu} d\sigma. \]
Since \( x \cdot \omega \leq h_D(\omega) \) and \( |\partial u_\tau / \partial \nu| \leq \sqrt{2\pi^2 + k^2} e^{ixx} \) for all \( x \in \partial D \), the integral of the right-hand side has a bound \( O(\tau) \) as \( \tau \to \infty \). Thus if \( \lambda > h_D(\omega) \), then the right-hand side of (22) converges to zero and thus \( A = 0 \). Contradiction. 

At the present time we do not know whether the equality \( \lambda = h_D(\omega) \) or even the assumption in Proposition 1 holds for non-polygonal obstacles. We leave this for a future research.

3. Computational methods. In this section we describe the computational methods that yield the numerical results presented in Section 4. We begin by explaining the method for solving the direct scattering problem, that is, for generating the far field pattern data. We then proceed to propose our method for the inverse problem of extracting information about the convex hull of an obstacle from the knowledge of the far field pattern on an aperture \( \Gamma \subset S^1 \).

3.1. Simulation of scattering data. Our method for computing the far field pattern data is based on layer potential representation and boundary integral equations, for details see for example [5]. More precisely, the solution of the Neumann problem (1)–(3) can be written in the form

\[
w(x) = \int_{\partial D} \Phi(x - y)f(y)ds(y),
\]

where the density \( f \) is a solution of the boundary integral equation

\[
f(x) - 2 \int_{\partial D} \frac{\partial \Phi(x - y)}{\partial \nu(x)} f(y)ds(y) = 2 \frac{\partial}{\partial \nu} e^{ikx - d}, \quad x \in \partial D.
\]

We remark that equation (23) may fail to be uniquely solvable for certain choices of \( D \) and \( k \), which can lead to numerical difficulties. In the numerical examples below we avoid such situations simply by trial-and-error. Above \( \Phi \) is the fundamental solution of the Helmholtz equation, that is

\[
\Phi(x) = \frac{i}{4} H_0^{(1)}(k|x|),
\]

where \( H_0^{(1)} \) is the Hankel function of the first kind and order zero [31]. This layer potential representation together with the asymptotic form (4) and with the asymptotic properties of \( H_0^{(1)} \) imply that the far field pattern can be written as

\[
F(\varphi; d, k) = \frac{e^{i\pi/4}}{\sqrt{8\pi k}} \int_{\partial D} e^{-ik\varphi \cdot y} f(y)ds(y).
\]

Hence, to compute \( F \) we first solve the density \( f \) from (23) and then use (24).

It remains to explain how we approximate the integrals in (23) and in (24). To do this, we choose a piecewise smooth parametrization \( x(t) \), \( t \in [0, 2\pi] \) for the boundary curve \( \partial D \) and discretize it into \( 2n \) points as follows:

\[
x_j = x(t_j), \quad t_j = \frac{j\pi}{n}, \quad j = 0, 1, \ldots, 2n - 1.
\]
We note that by the properties of the Hankel functions the kernel of the integral operator in (23) can be written as

\[ K(t, s) = \frac{\partial \Phi(x(t) - x(s))}{\partial \nu(x(t))} = \frac{ik}{4} \sqrt{t^2 - s^2} J_1(\sqrt{2} \nu(x(t)) \cdot (x(t) - x(s)) \cdot |x'(s)|), \]

where the Hankel function \( H_1^{(1)} \) has an (integrable) singularity at zero. To overcome the numerical problems caused by this singularity, we follow [26] and write the kernel in the form

\[ K(t, s) = K_1(t, s) \ln \left( \frac{4 \sin^2 \frac{t - s}{2}}{2} \right) + K_2(t, s), \]

where

\[ K_1(t, s) = \frac{k}{4\pi} J_1(\sqrt{2} \nu(x(t)) \cdot (x(t) - x(s)) \cdot |x'(s)|), \]

and

\[ K_2(t, s) = K(t, s) - K_1(t, s) \ln \left( \frac{4 \sin^2 \frac{t - s}{2}}{2} \right) \]

turn out to be analytic with diagonal terms

\[ K_1(t, t) = 0, \quad K_2(t, t) = \frac{1}{4\pi} \nu(x(t)) \cdot x''(t). \]

Similarly to [26] we use the following quadrature rules to approximate the resulting integrals:

\[
\int_0^{2\pi} K_1(t, s) \ln \left( \frac{4 \sin^2 \frac{t - s}{2}}{2} \right) f(x(s)) ds \approx \sum_{j=0}^{2n-1} R_j(t) K_1(t, t_j) f(x_j),
\]

\[
\int_0^{2\pi} K_2(t, s) f(x(s)) ds \approx \sum_{j=0}^{2n-1} K_2(t, t_j) f(x_j),
\]

where the first quadrature with weights

\[ R_j(t) = -\frac{2\pi}{n} \sum_{m=1}^{n-1} \frac{\cos(m(t - t_j))}{m} - \frac{\pi}{n^2} \cos(n(t - t_j)) \]

is obtained by replacing \( K_1(t, \cdot) f(x(\cdot)) \) by its trigonometric interpolation polynomial and then integrating exactly, whereas the second quadrature is simply the trapezoidal rule. Now, using the above quadratures, the discretized version of the integral equation (23) can be written as

\[
f(x_i) - 2 \sum_{j=0}^{2n-1} \left[ R_j(t_i) K(t_i, t_j) + \frac{\pi}{n} K_2(t_i, t_j) \right] f(x_j) = 2 \frac{\partial}{\partial \nu(x(t_i))} e^{ikx_i \cdot d},
\]

\( i = 0, 1, \ldots, 2n - 1 \). We solve this system of linear equations with an iterative method, such as GMRES, for \( [f(x_0), f(x_1), \ldots, f(x_{2n-1})]^T \) and evaluate then the far field pattern at observation directions \( \varphi_{\ell} \in S^1, \ell = 1, 2, \ldots, p \) by approximating the integral in (24) by trapezoidal rule:

\[
F(\varphi_{\ell}; d, k) \approx \frac{e^{i\pi/4}}{\sqrt{8\pi k}} \frac{\pi}{n} \sum_{j=0}^{2n-1} e^{-ik\varphi_{\ell} \cdot x_j} f(x_j) |x'(t_j)|.
\]
To simulate the case of noisy data we add 1% Gaussian random noise

$$0.01\frac{1}{\sqrt{2}}(\epsilon_1 + i\epsilon_2) \max_{\phi_\ell} |F(\phi_\ell; d, k)|$$

to each value $F(\phi_\ell; d, k)$ of the far field pattern. Here $\epsilon_1, \epsilon_2 \sim N(0, 1)$ are normally distributed random numbers with mean zero and unit variance. We shall refer to this data as noisy data, while the data without added noise are called noise-free data.

We remark that adding 1% noise to the far-field pattern does not necessarily correspond to 1% data in practical applications. In practice one usually has available point values of the total field with certain error level, and the relationship of such data to the idealized concept of far-field pattern requires a specific application-dependent study.

3.2. Computation of the support function. The main challenge in the numerical implementation of the enclosure method is estimating the value of the support function $h_D(\omega)$ without using large values of parameters $N$ and $\tau$. Increasing $N$ and $\tau$ rapidly lead to large values of $|g_N|$, which causes numerical instability especially with noisy data.

Following the ideas presented in [21, 1, 20], we estimate $h_D(\omega)$ as follows. We choose some $N \in \mathbb{N}$ and a few values $\tau_1, \tau_2, \tau_3 \geq 0$ of $\tau$ and compute the corresponding quantities

$$I_\omega(\tau_j) = \log \left| \int_{\Gamma} F(\varphi; d, k)g_N(-\varphi; \tau_j, k, \omega) d\sigma(\varphi) \right|, \quad j = 1, 2, 3,$$

where the integral over $\Gamma$ is approximated by the sum

$$\frac{\text{length}(\Gamma)}{p} \sum_{\ell=1}^{p} F(\varphi_\ell; d, k)g_N(-\varphi_\ell; \tau_j, k, \omega)$$

with $p$ uniformly distributed vectors $\varphi_\ell$ on $\Gamma$. Then, motivated by (20), we fit a straight line to the points $(\tau_j, I_\omega(\tau_j))$ in a least-squares sense and approximate $h_D(\omega)$ by the slope of this line. Hence, we propose recovering the convex hull of $D$ approximately by repeating this algorithm for a finite collection of directions $\omega \in S^1$.

To evaluate the indicator function $I_\omega(\tau)$ we compute the values of $g_N$ by using the limited-aperture density (7). To do this, we first form the matrix $G_N$ and the vector $\lambda$ in equation (8) and solve for the coefficients $\beta$. Since the matrix $G_N$ becomes ill-conditioned for small apertures $\Gamma$ (see below), we use truncated singular value decomposition with truncation level $10^{-6}$ to regularize the equation.

The fact that the matrix $G_N$ becomes ill-conditioned for small apertures can be seen as follows. Consider the case when $\Gamma = \{-e^{i\theta} : |\theta| < \epsilon\}$ with $0 < \epsilon < \pi$. Since

$$\int_{-\Gamma} \varphi^m \varphi^j d\sigma(\varphi) = \begin{cases} 2\sin \frac{(m + j)\epsilon}{m + j}, & \text{if } m + j \neq 0, \\ 2\epsilon, & \text{if } m + j = 0, \end{cases}$$
we see that $G_N$ has the form

$$
\begin{pmatrix}
1 & \sin \epsilon & \cdots & \sin (2N-1)\epsilon & \sin 2N\epsilon \\
\sin \epsilon & \frac{1}{\epsilon} & \cdots & \frac{(2N-1)\epsilon}{\sin (2N-1)\epsilon} & \frac{2N\epsilon}{\sin (2N-1)\epsilon} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\sin (2N-1)\epsilon}{2N\epsilon} & \frac{\sin (2N-2)\epsilon}{\epsilon} & \cdots & 1 & \frac{\sin \epsilon}{\epsilon} \\
\frac{\sin 2N\epsilon}{(2N-1)\epsilon} & \frac{\sin (2N-1)\epsilon}{(2N-1)\epsilon} & \cdots & \frac{\sin \epsilon}{\epsilon} & 1
\end{pmatrix}.
$$

From this we see that when $\epsilon$ is small, $G_N \approx 2\epsilon (1)$, where $(1)$ denotes $(2N+1) \times (2N+1)$ matrix whose all elements are equal to one. Hence, the matrix $G_N$ becomes nearly singular for small apertures.

We remark that the proposed algorithm consists of numerical integration quadratures, solution of a (small) system of linear equations and standard least squares fitting. Therefore, the inversion method is inexpensive computationally.

Finally a comment related to the regularity of the directions $\omega$. In [20] a so-called rejection rule for non-regular directions was proposed. This was to eliminate the negative effect to reconstructions caused by corrupted values of the support function in non-regular directions. Same type of rule can be applied to the algorithm presented above. However, in this paper we use no rejection rule but compute and use the values of the support function for non-regular directions as well.

In the following section we illustrate the proposed method and the choice of the parameters $N$ and $\tau$ with numerical examples.

4. Numerical results. In this section we present a set of numerical results of the proposed implementation of the enclosure method.

In all the examples the far field pattern data was generated by using the method described in Section 3.1 with 600 discretization points on the boundary $\partial D$ of the obstacle. To achieve rapid convergence, for polygonal obstacles we applied appropriate changes of variables yielding more dense grid near the corners than elsewhere on $\partial D$. The wave number is $k = 1$ in all examples. Other parameters including the number of discretization points on the aperture $\Gamma$ are reported for each result separately.

The reconstructions were computed as explained in Section 3.2, and they are shown as follows: gray areas in the plots depict the reconstructed convex hulls of the obstacles, and the correct boundaries of the obstacles are indicated by black curves. The directions $\omega$ were chosen to be 16 uniformly distributed vectors on $S^1$ unless otherwise stated.

Reconstructions in the first two figures, Figures 2 and 3, make use of the far field pattern data on the full aperture $\Gamma = S^1$, while in the last two figures, Figures 4 and 5, the aperture $\Gamma$ is only 1/2 and 1/4 of the unit circle $S^1$, respectively. Figure 2 illustrates with a simple example how the method works. In Figure 3 reconstructions computed from both noise-free and noisy data for a smooth and a polygonal obstacle are presented. Figures 4 and 5 demonstrate reconstructions from limited-aperture far field data in forward- and back-scattering type settings.
Figure 2. Step-by-step illustration of the method; each $\omega \in S^1$ and the slope of the corresponding fitted line determine a half-plane in which the (sound-hard) obstacle lies. Left: straight lines fitted to the points $(\tau, I_\omega(\tau))$ (the points indicated by circles in the plots) for four directions $\omega = (1,0), (0,1), (-1,0), (0,-1)$. Right: reconstruction after each step. Gray areas in the plots show the computed convex hulls and black curves indicate the correct boundary of the obstacle. In this example $N = 6$, and the incident direction is $d = (1,0)$. The aperture $\Gamma$ here is the whole unit circle discretized uniformly into 512 points.
Figure 3. Reconstructions from noise-free and noisy far-field patterns corresponding to two sound-hard obstacles. Gray areas in the plots depict the computed convex hulls, and black curves indicate the correct boundaries of the obstacles. The parameters are $N = 4$ and $\tau = 0, 0.5, 1$ on the first row, and $N = 5$ and $\tau = 0, 0.5, 1$ on the second row. The incident direction is $d = (1, 0)$. The aperture $\Gamma$ here is the whole unit circle discretized uniformly into 512 points.
Figure 4. Polygonal sound-hard obstacle and limited-aperture data. First column: the apertures $\Gamma \subset S^1$ indicated by the bold parts of the circles, and the incident direction $d = (1, 0)$ shown inside the circles. Second and third column: reconstructions for each aperture from ideal and noisy data, respectively. Gray areas depict the computed convex hulls, and black curves indicate the correct boundary of the obstacle. The number of discretization points on $\Gamma$ is 256. The values of the parameters are $N = 4$ and $\tau = 0, 0.5, 1$. 
Figure 5. Smooth sound-hard obstacle and limited-aperture data. First column: the apertures $\Gamma \subset S^1$ indicated by the bold parts of the circles, and the incident direction $d = (1,0)$ shown inside the circles. Second and third column: reconstructions for each aperture from ideal and noisy data, respectively. Gray areas depict the computed convex hulls, and black curves indicate the correct boundary of the obstacle. The number of discretization points on $\Gamma$ is 128. The values of the parameters are $N = 4$ and $\tau = 0, 0.5, 1$. 
5. Discussion. We propose a new variant of the enclosure method for two-dimensional inverse obstacle scattering. The method is designed for limited-aperture data consisting of the far field pattern for a fixed wave number, one incident direction and possibly limited-aperture observations.

The method was examined through numerical experiments. This paper should be viewed as an initial feasibility study since the method is tested for the first time, and furthermore, some of the example obstacles are not covered by the theoretical analysis of the algorithm.

To simulate measurement data, the far field patterns of various smooth and polygonal obstacles were computed approximately adapting the method from [26], see Section 3.1 above. Comparing the numerical far field patterns achieved at different discretization levels suggests that the relative point-wise absolute error in the noise-free far field patterns is significantly less than 1%. We simulated noisy measurements by adding 1% relative random error to the far field patterns.

The results shown in Figure 3 are computed from full-aperture data for a one-component smooth obstacle and a two-component polygonal obstacle. The reconstructed convex hulls and actual convex hulls are not subsets of each other: there are some incorrectly recovered areas (false positives) as well as parts of the actual convex hull that are not seen in the reconstruction (false negatives). However, the location and area of the reconstructed set is close to those of the actual convex hull. Also, our experiments with different realizations of the random noise (not shown in figures) suggest that the reconstructions do not change much with the noise.

The results shown in Figures 4 and 5 concern the case of limited-aperture data, both in backscattering and forward-scattering geometries. These cases are more sensitive to noise than the full-aperture case, as expected. The location and area of the reconstructed set vary significantly, and there is a considerable amount of both false negative areas and false positive areas in the results. Studies with many realizations of the random noise component suggest that generally there is a recovered set (of some possibly incorrect shape) near the obstacle, and most of the time the center of the obstacle is included in the reconstruction. The backscattering case is more sensitive to noise in this respect than the forward-scattering case: for some realizations of noise the reconstruction is almost empty.

The method seems to be somewhat sensitive to the choice of the parameters \( N \) and \( \tau \) as well. As a rule of thumb, the larger the distance between the origin and the convex hull of the obstacle, the larger values of \( N \) have to be used to obtain reasonable reconstructions. And when \( N \) is large, \( \tau \) values must be small to avoid numerical instability. This implies that reconstructing obstacles located far away from the origin is difficult. If the obstacle lies close to the origin and this is known a priori, optimal reconstruction is obtained by using smaller value of \( N \) and larger values of \( \tau \).

On the other hand, the regularity of directions \( \omega \) seems not to be very critical provided that the values of \( \tau \) are small. However, a simple way to reduce possible negative effects of non-regular directions is to give the reconstruction as a function obtained by summing characteristic functions of half-planes:

\[
\sum_j \chi_{H_j}(x), \quad H_j = \{x \in \mathbb{R}^2 \mid x \cdot \omega_j < \tilde{h} D(\omega_j)\}.
\]

Showing this function as a grayscale image yields intuitive graphical information on the probability of points belonging to the convex hull of the unknown obstacle.
In conclusion, the limited-aperture enclosure method provides computationally inexpensive means for recovering approximate convex hulls of sound-hard obstacles from limited-aperture scattering data. Some application-dependent tuning of parameters is to be expected. In the case of full-aperture data, the location and area of the convex hull are robustly recovered, but the recovered shape of the convex hull is not reliable. For limited-aperture data the results typically only indicate the general location of the obstacle.
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