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Abstract

It is known that students’ learning approaches, types of motivation, and types of self-regulation are connected with learning outcomes. It is also known, that deep learning approaches, self-regulated learning, and intrinsic types of motivation are connected with creativity. However, in computing pedagogy there is a lack in empirically grounded analyses in integration of the varying educational theories to build learning environments that support creativity. The literature of programming education proposes a variety of theoretical, as well as practical viewpoints in relation to the teaching and learning situation. However, little effort has been put on understanding cultural and contextual differences in pedagogy of programming. Literature shows that education is highly context dependent, and that educational design should account for contextual differences. In programming education, the nature and implications of those differences are hitherto unclear.

In this study, the paucity in research about creativity-supporting learning environments in computing education, and about contextual differences in the pedagogy of programming are addressed through two case studies. In the first context ($C_{UH}$) of this study (Department of Computer Science, University of Helsinki, Finland), a method of learning-by-inventing was designed and integrated into a robotics-based programming class, and its effects on students’ learning were investigated through qualitative analysis of 144 interviews. In the second context ($C_{TU}$) of this study (IT Department, Tumaini University, Iringa University College, Iringa, Tanzania) a number
of interventions for supporting intrinsic motivation and deep approaches to learning were designed, and their effects on students’ learning were studied through qualitative and quantitative methods, and a controlled research setup. In addition, a mixed methods study about contextual factors, which affect the learning environment design was conducted.

In context $C_{UH}$, the results show that the provided environment supported the learning of creative processes through a number of mechanisms. In general, the provided environment was shown to facilitate changes in students’ problem management approaches, and extended students’ deep and surface learning approaches to computer science related problem solving and problem management. In context $C_{TU}$, the results reveal that students face many similar challenges than students in other educational contexts, and that the standard learning environment does not offer enough support for gaining the requisite development. Learning is also hindered by many contextually unique factors. Testing a model where students work on their homework under guidance, facilitated by active student-teacher collaboration did not result in significant advantage over the control group. However, the qualitative results about guided environments were exclusively positive.

In context $C_{UH}$, the analysis suggests that learning of creativity may be facilitated by supporting deep learning strategies, intrinsic motivation, and self-regulated learning through utilizing a combination of open learning environment configuration, learning-by-inventing, and robotics as the vehicle for learning. Secondly, the analysis suggests challenges in context $C_{TU}$ to be addressed through increasing the number of practical exercises, by selecting the proper amount of guidance required in the learning environment, and by implementing educational action research as a standard component into the learning and teaching environment.
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Chapter 1

INTRODUCTION

Creativity and Computing Education

A range of research has been conducted in the area of computer science education. There are studies from pedagogical viewpoints including motivation, cognition, and multiple learning theories, as well as a collection of experience reports making practical suggestions, and observations related to the learning and teaching situation. Some of the trends in the recent decades of computing education suggest the inclusion of student-centered practices such as problem-based-learning (PBL) or inquiry learning (IL), which are argued, among other things, to support intrinsic motivation and deep approaches to learning. Contrasting evidence on alternative approaches have spoken in the favor of more traditional, teacher-driven learning practices. Research about contextual or cultural factors of the learning environment is also inconclusive. Despite the large amount of research, there is no coherent understanding about how pedagogical approaches work in different courses, contexts, cultures, and continents in computer science education.

In universities, computer science is being taught in a myriad ways. Some curricula may focus for example in programming, algorithmic thinking, and problem-solving skills, while other curricula may, for example, emphasize contextually relevant practical skills. While some learning environments utilize student-centered pedagogies, others may prefer alternative pedagogical approaches. In some cases, educators prefer tangible instruments, such as robotics tools in the knowledge construction process, while others may prefer starting from abstract ideas, and utilize visualization platforms to support the learning process. Different learning environments are constructed from a combination of intended learning outcomes, pedagogical
approaches, types of educational resources and educational technology, and grading criteria. Each type of curriculum, and each taught topic promotes a specific view of the learning environment, and defines the required skill set of the teacher.

In general, learning objectives of tertiary education have been categorized in multiple well-justified ways. Learning objectives may range from ones that are narrowly defined and typically easy to measure—such as learning of factual knowledge or specific skills—to those that are more broadly defined and difficult to measure—such as improvement of activating and self-regulated learning skills, and improvement of creative abilities (Entwistle, 2007). One categorization is based on intended levels of understanding (Biggs, 1979).

A survey study (Joy et al., 2009) reviewed major computer science education journals and conference series including over 3500 papers in all, and found that most articles focus on technical descriptions with often very little evaluation from an educational perspective (Joy et al., 2009). It has also been argued, that computing education papers generally lack in having a well justified educational perspective (Randolph et al., 2005). Many papers do not address educational issues, but are based on reports of tool development or of use of technology in the classroom (Joy et al., 2009). Some have argued, that:

“too much of the research in computing education ignores the hundreds of years of education, cognitive science, and learning sciences research that have gone before us. We know that student opinions are an unreliable measure of learning or teaching quality.” (Almstrum et al., 2005)

Computer science is a relatively new discipline, and the identification of appropriate strategies to teach the diverse topics it includes remains open to debate. Even though student-centered, problem-based pedagogical approaches are becoming more common in computing education, in general they are still rare in comparison to more traditional instruction (O’Grady, 2012). It is widely accepted, that understanding how to support deep approaches to learning, creativity and intrinsic types of motivation is a globally important challenge in all disciplines of education. The main motivation for this study comes from a lack of studies about understanding creativity, intrinsic motivation, and learning approaches in the context of computer science education.

In the broad scheme of things, the challenges and problem types of computing are constantly growing more complex. Computer science is increasingly penetrating into other fields of life, which will further expand
the problem types posed to computing professionals. In the future, computing professionals will need to cope with problems of a wider variety, and problems, which will require innovative and multifaceted ways of problem solving. From this viewpoint, broadening students’ skills from working with basic types of problem solving into focusing also in creativity and real-life complexity is a global challenge, too.

Framing the Research

The factors, which affect learning in different contexts, countries, cultures, and continents may differ a lot, but finding ways to support motivation, deep approaches to learning, and creativity can be considered as globally important. Whilst there is an impressive array of research (Trigwell et al., 1999) on deep approaches to learning (Marton and Säljö, 1976), creativity (Csikszentmihalyi, 1996, Mumford, 2003), and intrinsic motivation (Niemiec and Ryan, 2009)—their embodiments in modern creativity-supporting learning environments, as well as their implications to design of novel learning environments of computer science, are hitherto poorly understood. The abundance of competing theories on learning and motivation makes the design of new learning environments a daunting task. How does one combine ideas from educational theories—such as self-determination, problem discovery, creative problem solving, cognitive development, and threshold concepts—so that their combination supports creativity, intrinsic motivation and deep approaches to learning? The paucity in studies on exploring the support for creativity, intrinsic motivation and deep approaches in modern learning environments of computing education leads to the broader research aim for this study, which is set as follows.

**How does one provide support for creativity, deep approaches to learning, and intrinsic motivation in teaching of computer programming and software development?**

In this research, the strategy to address this aim is divided into several actions. Firstly, addressing the aim is seen to require a theoretical model about how to provide a learning environment supportive of creativity, intrinsic motivation, and deep approaches to learning. Second, the theoretical framework needs to be put to practice and researched. In this study, the second phase was conducted in two educational contexts. The first case study was conducted in the context of computer science undergraduate program of the University of Helsinki (denoted in this study as context...
and the second case study was conducted within a newly initiated information technology program: Tumaini University’s BSc in IT Program in Iringa University College, Iringa, Tanzania (denoted in this study as context $C_{TU}$).

Roughly speaking, the research progressed as follows: based on consideration and comparison, a selection of central theories of creativity, motivation, and learning approaches was done, upon which a theoretical framework was built. In the first case of study, turning the theoretical framework to practical arrangements included the usage of LEGO®Mindstorms as a platform for students’ learning. Preliminary visions for the experiment included providing an open learning environment, which would grant students with more freedom over their problem-discovery, problem-solving, and problem management processes. The concrete plans included arranging experimental courses in the University of Helsinki (context $C_{UH}$), and conducting educational research on the courses from the perspective of a number of central learning theories.

In the second case of this study (context $C_{TU}$), the theoretical framework was utilized to improve and analyze the learning environment of computer programming courses in Tumaini University, Tanzania. Because the educational and sociocultural context was foreign, and because programming had been considered as the most challenging topic both for the students and the former teachers in that educational context (Tedre et al., 2011, Tedre and Kamppuri, 2009), it was seen necessary to conduct an additional study (as compared to context $C_{UH}$) for gaining understanding of the contextual challenges in teaching and learning programming. The visions for modifying the learning environment in context $C_{TU}$ included the increase of student-centered activating exercises, and the decrease of instructivist lectures.

**Thesis Structure**

This thesis consists of the present introduction, and the five original research papers (cited as Paper I, II, III, IV, V) that are refereed international journal and conference publications. In order to explore the research phenomenon outlined in this thesis, each paper contributes to the increased understanding on improvement of learning environments of computer science.

Paper I provides a general framework for a learning environment supportive of creativity, intrinsic motivation and deep approaches to learning in computer science. The framework is developed in context $C_{UH}$ (University
of Helsinki, Department of Computer Science, Finland.) Paper II deepens the understanding of students’ behavior in a learning environment, which is based on the framework described in Paper I. Papers III and IV explore contextual elements, which affect the learning environment design in basic programming courses in context $CTU$ (Tumaini University’s IT-programme in Iringa, Tanzania.) Paper V extends the understanding of the learning environment in context $CTU$ by studying the impact of guidance for homework practice, and by exploring the students’ study approaches.

By following this theme, the structure of the present introduction has been modeled upon the research papers in the following way: Chapter 2 introduces background studies in relation to teaching computer programming and software development (section 2.1), this thesis’ theoretical stance on creativity (section 2.2), a model for designing computer science learning environments from the teacher’s perspective (section 2.3)$^1$, and theories to understand students’ actions in learning environments (section 2.4). Chapter 3 introduces the research methods and data, followed by overview of the results in Chapter 4. Finally, Chapter 5 provides discussion of the results, and concludes the thesis.

---

$^1$The learning environment model presented in section 2.3 partly offers such new contribution to the thesis, which is not presented in the articles.
Chapter 2

THEORETICAL BACKGROUND

This chapter introduces the theoretical background for this thesis. Firstly, a survey of recent approaches for teaching computer programming and software development is presented (section 2.1). Secondly, a theoretical basis for supporting creativity is presented (section 2.2). Thirdly, a conceptual framework for designing and analyzing learning environments is presented (section 2.3). Finally, a collection of theories for understanding students’ behaviors in a learning environment is presented (section 2.4).

Computer science consists of three intertwined traditions (Denning et al., 1989). The theoretical tradition deals with verifiable theoretical structures, such as algorithms, data structures, and their properties. The engineering tradition aims at working implementations, products, and inventions. The scientific tradition aims at finding causalities and generalizations based on models, theories, and laws (which in turn derive from empirical observations and measurements). The traditions upon which different curricula and courses are rooted bring great variation to each curriculum’s problem types and to suitable pedagogical approaches (Tedre and Sutinen, 2008).

2.1 Approaches to Teaching Programming

This section presents an overview about computer science education research focusing especially on introductory computer programming courses (generating novice programmers), and on software development courses (turning novices into experts).

Introductory programming (Generating novices)

Programming education is a widely researched and intensely discussed topic. A working group of McCracken et al. (2001) investigated the pro-
programming competency of students, which had just completed their CS1 and CS2 courses. Several universities participated in the study with a combined sample of 216 students from four universities. The disappointing results revealed, that many students did not know how to program at the end of their introductory courses with an average score of 22.89 out of 110 points on an evaluation criteria designed for the purposes of the study (McCracken et al., 2001). Many studies report, that learning programming poses great challenges to many students (see for example: Robins et al. (2003), McCracken et al. (2001), Lister et al. (2004)). One popular explanation for the learning challenges is related to lacks in abilities to problem-solve (Lister et al., 2004).

A number of studies consider the most important aspect of programming education to be related to problem-solving skills (Pears et al., 2007, Palumbo, 1990). Those studies propose that addressing the development of problem-solving skills should be a major goal of the pedagogical design in introductory programming. One extensive literature review drew a strong connection between the learning of programming and the learning of problem-solving skills (Palumbo, 1990). The authors of that review argued that in a typical introductory course in programming, too little time is spent on practice in order to develop the necessary problem-solving skills (Palumbo, 1990). Another popular view of programming education emphasizes the learning of syntax and structure of a programming language; most introductory programming books follow this view (Pears et al., 2007).

Lister et al. (2004) studied a hypothesis that students’ challenges in programming might be related to their “fragile grasps of basic programming principles and the ability to systematically carry out routine programming tasks”, in a study involving students from seven countries. The results revealed, that students’ abilities to carry out code tracing (or “desk checking”), and their abilities to predict outcomes of codes, and values of variables at given points of program execution were generally weak. Lister et al. (2004) suggest that “this is because students have a fragile grasp of skills that are a prerequisite for problem-solving.” A great number of other experiments and research also exists (see for example: Pears et al., 2007). One ongoing debate centers around the appropriateness of different programming languages for teaching programming (Pears et al., 2007).

Results from studies by Soloway and Ehrlich (1984) show, that expert programmers use two types of programming knowledge: 1) generic program fragments known as programming plans, and 2) such rules of the programming discourse, which capture the conventions in programming and govern the composition of the plans into programs. It is suggested, that syntax
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and semantics is not enough, but instead students must be given instruction about “vocabulary terms”, such as program mechanisms, explanations, goals, plans, rules of programming discourse, and plan composition methods, which are scaffolds that expert programmers have learned to know and use (Soloway, 1986).

It is generally accepted that it might take a long time to turn a novice programmer into an expert programmer (Robins et al., 2003). The ability to understand written program code is a good starting point. However, research studies have shown there to be little correspondence between the ability to read a program and the ability to write one (Winslow, 1996, 21).

A typical way to teach CS1 courses in universities is to utilize a traditional pattern of instructional lectures, seasoned with a collection of take-home exercises, followed by a pen-and-paper exam. This is the approach adopted in most introductory programming courses and textbooks, although problem-solving, program design, and constructing an executable program have been suggested to comprise the underlying issues in learning programming (Robins et al., 2003). A number of alternative approaches exist, based on, for example, student-centered approaches (O’Grady, 2012).

There is a range of attempts of implementing a problem solving approach to CS1 courses by bringing student centered and problem based learning into programming courses (Ambrosio and Costa, 2010, Bakar and Shaikh Ab Rahman, 2005, Beaumont and Fox, 2003, Duke et al., 2000, Nuutila et al., 2005, Peng, 2010). Common in adding problem based learning (PBL)-style activities to the learning environment is emphasis put on 1) open-ended “real-world” learning tasks, 2) the changed role of the teacher from an instructor to a coach, and 3) studying in collaborative groups, 4) granting the students more control in terms of planning their studies and setting their own personal learning objectives, and 5) the extension of the learning objectives from basic programming to “life-long learning”, self-regulatory, and group work skills.

How the problem-based activities are implemented in practice and how they are researched differs on multiple dimensions. Some approaches utilize open ended projects (Ambrosio and Costa, 2010, Bakar and Shaikh Ab Rahman, 2005), while some utilize a combination of open-ended and traditional programming tasks (Nuutila et al., 2005), and some report the utilization and development of an extensive ”problem-oriented” learning material, which is intended to guide and lead the students’ thinking to the right solutions (and to learning) (Kurhila and Vihavainen, 2011, Duke et al., 2000). For example, a study (Duke et al., 2000) reports an extensive HTML-material consisting of 160 programming problems, and several hun-
dred webpages consisting of tips and guides of varying difficulty level, while another study (Nuutila et al., 2005) introduces an approach where a combination of group work case-based discussion sessions guided by a tutor are utilized in combination with individual programming assignments, a programming project, and essay tasks. One study (Kurhila and Vihavainen, 2011) was partly based on a modification to the learning environment by adding one-on-one guidance to the homework practice-environment.

In many papers, the changed role of the teacher means the utilization of tutors and assistants in helping group work, or extensive practical sessions where students are able to drop in and out, and where assistants are available to provide support and continuous feedback in students’ individual work (Duke et al., 2000, Kurhila and Vihavainen, 2011). The changed role of the teacher might also mean that there is no lecture sessions at all, or it might mean that the lectures utilize different kinds of learning practices. An example of such learning practice is the utilization of a think-aloud method, where programs are written together with students on-the-fly (Duke et al., 2000). In one approach (Nuutila et al., 2005) students are presented with cases, which the students examine, after which they identify the problems related to the task, brainstorm together, sketch an explanatory model, and establish their own learning goals, after which a period of individual study follows. Finally, closing sessions to discuss and combine each student’s work is held (Nuutila et al., 2005). In one approach (Duke et al., 2000) practical assessment tasks are utilized instead of pen-and-paper exams.

Many of the approaches utilize only learning tasks that students must complete in groups of students (Ambrosio and Costa, 2010, Bakar and Shaikh Ab Rahman, 2005, Beaumont and Fox, 2003, Peng, 2010). Some problem-based approaches report a combination of both group and individual work (Nuutila et al., 2005), while some approaches emphasize only individual work (Duke et al., 2000, Kurhila and Vihavainen, 2011). Many approaches report granting more control to students in terms of arranging their own studies, setting their own learning objectives, and finding their own learning materials. Granting control means also posing additional learning objectives related to self-regulation, group work, and individual study. The amount of guidance and control has triggered debates, as some argue for example that too open learning environments are not suitable for novice learners (Kirschner et al., 2006).

The role of educational technology is one track of research in relation to learning introductory programming. There exists a variety of software tools designed to support learning of programming (see for example Kelleher and Pausch (2005)). One popular and well-studied tool especially aimed at
program visualization in introductory programming courses is Jeliot (Ben-Ari et al., 2011). Recently, the utilization of MOOC (Massive Open Online Course) softwares have also become common as a platform for teaching CS1 courses.

**Advanced programming (Turning novices into experts)**

A common approach to teach software development in universities is to take the software engineering perspective (see for example: Dugan (2011)). Software engineering is the discipline concerned with the application of theory, knowledge, and practice for effectively and efficiently building software systems that satisfy the requirements of users and customers (ACM Information Technology Curriculum Committee, 2005). In software engineering, the concept of life cycle model is used to define phases, which occur during software development (Abran et al., 2004). The common set of phases include requirements analysis, design, implementation, verification, and maintenance. Examples of common life cycle models include the waterfall-model, evolutionary development, the spiral model and iterative or incremental development. Popular iterative models include for example the XP (eXtreme Programming) and Agile models.

*Capstone courses* are courses, which are targeted towards university students who are nearing the completion of their studies, and who have acquired the basic skills from their previous courses. The idea of capstone courses are to teach how to apply the content learned in previous courses to practice. This is often achieved through a final year, group-based software-engineering project. Alternate capstone course models found in the extensive survey study of Dugan (2011) included a research experience course (see Schneider (2002)), but research experience courses were found to be rare in comparison to a mainstream of software-engineering projects, and were often considered by educators as "lacking the authentic experience needed by industry-oriented students".

Teaching of software development through software engineering principles is often done by utilizing a teacher-driven lecture session followed by a practical project, which often aims at simulating a real-world engineering project (Dugan, 2011, Baker et al., 2003). One pedagogical justification is based on the argument that a good way to learn is by practicing in an environment as much similar to “real world” (a job in software industry, for example) as possible. In a number of cases (see for example: dos Santos et al., 2009, Brodie et al., 2008, Qiu and Chen, 2010) such an environment is seen as a favourable way to teach software development. On the other hand, software engineering courses have been critizised for their ignorance

It has been argued that while learning theories have been leveraged in software engineering only in a minimal way, they actually could play a significant role in this domain (Baker et al., 2003). One hypothesis is, that following industry standard recipes and defined processes already in the academia may restrict students’ possibilities to come up with ideas, explore, dwell on subjects, problems and matters of the students’ own learning needs and interests. Thus, it is not well understood, how tuning for efficiency already in academia will affect the students’ efficiency and creativity later on, when entering the “real world”.

Common Pedagogical Trends

Since the shift from behaviorist to constructivist thinking on teaching and learning in the recent decades, student-centered, project-based, and problem-based pedagogical approaches have become increasingly common, also in the context of computer science education. Common examples of pedagogical theories, which follow the constructivist learning paradigm are Problem Based Learning (PBL), Project Based Learning, and Progressive Inquiry (see for example: (Hmelo-Silver, 2004, Jonassen, 2000, Hakkarainen, 2003, Barron et al., 1998)). One important aspect in all these pedagogical theories is that the teacher’s role is switched from a behaviorist model of giving direct instruction towards acting as a coach, or a facilitator of the learning process. In addition, realistic, open-ended projects, and cases are utilized as learning tasks in contrast to fixed, closed-ended tasks.

Wide range of experiments have been reported, which aim at implementing student-centered practices into computing education (O’Grady, 2012). Currently, most studies on problem-based principles in computer science education cluster around describing pedagogical interventions, and students’ reactions (opinions) about the interventions. While a lot of reports on utilizing problem-based principles in CS education exist, only a minority of studies has a more thorough educational perspective, evaluating the approaches beyond student feedback. Even though attempts of implementing problem-basedness exists in courses ranging from introductory programming to software development, it is argued, that currently the penetration and research of problem-based principles in computing education is shallow (O’Grady, 2012).

Many open debates around problem-based, and student-centered in-
struction are ongoing. One of the debates is that about the amount of control between the teacher and the student. Problem-based and similar open environments are typically considered to be more open, granting students more control over their learning. However, problem-based learning, for example, has been criticized for being “minimally-guided”, and as such improper for certain learner groups (Kirschner et al., 2006). Other arguments have responded, that while minimally guided instruction indeed does not fit all learner groups, it is a misinterpretation to conclude problem-based learning as equivalent to minimally guided learning (Schmidt et al., 2007). Other ongoing debates center, for example, around the problem types, which should be utilized in problem-based learning approaches.

The more modern approaches vary quite much in terms of, for example, the tasks and problem types utilized (ranging for example from closed problems to open problems), which kind of classroom interaction is utilized (ranging for example from student-centered to teacher-driven), how much control, and guidance students are granted, and whether group work is utilized and how is it utilized, what is the teacher per student ratio, which kind of classroom tools are utilized. The learning objectives vary from short-term related (programming) objectives, to long-term (problemsolving, self-regulation and active learning styles) learning objectives. The definition of a learning environment may be thought to consist of sets of variables, which properties and values vary over multiple dimensions.

2.2 A Framework for Supporting Creativity

Creativity

Creativity is a widely researched, and intensely discussed concept, defining of which is, however, complex (see for example: Mumford (2003), Sternberg and Lubart (1999)). Sternberg and Lubart (1999) define creativity as “the ability to produce work that is both novel (i.e. original, unexpected) and appropriate (i.e., useful, adaptive concerning task constraints)”, and note that “Creativity is a topic of wide scope that is important at both the individual and societal levels for a wide range of task domains.”

Creativity may also be defined as the ability to challenge assumptions, to recognize patterns, to see in new ways, to make connections, take risks and to seize upon change (Herrmann, 1996). The ability to be creative has been connected to a certain working style or problem-solving process, which involves a persistent process of idea generation, idea evaluation, and the ability to transfer the selected ideas to action (Jackson and Shaw, 2006, 89-108). Csikszentmihalyi (1996) argues, that “creativity occurs when a
person, using the symbols of a given domain such as music, engineering, business, or mathematics, has a new idea or sees a new pattern, and when this novelty is selected by the appropriate field for inclusion into the relevant domain.”

There are a multitude of viewpoints to creativity (see for example Mumford (2003)). However, for the purposes of this thesis, creativity is understood from the viewpoint of several popular studies (Amabile, 1983, Csikszentmihalyi, 1996), according to which, creativity requires the simultaneous presence of three components: intrinsic motivation, certain cognitive processes and working styles, and domain-relevant skills. Highest levels of creativity may be found from where these three components overlap the most (Amabile, 1983). Those three components of creativity are briefly introduced in the forthcoming subsections.

### Intrinsic Motivation

Intrinsic motivation is defined as the motivation to engage in an activity primarily for its own sake, because the activity is perceived as interesting, involving, satisfying, or challenging (Amabile, 1987, Ryan and Deci, 2001, 2000b). In contrast, extrinsic motivation is defined as the motivation to engage in an activity primarily in order to meet a goal extrinsic to the work itself, such as attaining a reward, winning a competition, or meeting some external reward such as recognition. One study (Amabile, 1983) proposed a hypothesis that “the intrinsically motivated state is conductive to creativity, whereas the extrinsically motivated state is detrimental to creativity.” The concept of intrinsic motivation has gained a lot of interest in educational psychology, and in addition to being beneficial for creativity, it has been argued to be a favorable condition in itself, for example for learning (Niemiec and Ryan, 2009).

According to several studies, intrinsic type of motivation is connected to deep approaches to learning, while extrinsic types of motivation connect with surface learning approaches (Marton, 2005, Fransson, 1977). There again, intrinsic motivation has been identified as one crucial component in creativity (Amabile, 1987). One study (Amabile, 1987) introduced the phenomena by using a “maze metaphor”, in which the creative problem-solving process is represented using the metaphor of a maze with various exits representing different kinds of solutions to a problem. Extrinsically motivated straightforward, algorithmic, or step-by-step solutions are represented by a straight path from the entrance to the exit. More unusual or creative solutions require intrinsic motivation and thus can be reached only by taking a more heuristic approach and exploration of the problem
space (the maze) (Amabile, 1987)).

According to some studies, extrinsic rewards, such as positive evaluations or other awards prior to performance, seem to create extrinsic motivation (Amabile, 1987, Amabile and Collins, 1999). On the other hand, if a task is constrained or controlled, it has been argued to result in reduced autonomy, and thus, reduced intrinsic motivation (Amabile and Collins, 1999). The perceived level of autonomy and freedom are related to higher levels of intrinsic motivation, where for example competing for prizes to be offered for best products may restrict intrinsic motivation, and also creativity (Amabile and Collins, 1999). The self-determination theory (SDT) (Ryan and Deci, 2000a) argues that intrinsic motivation can be supported by supporting its three forming factors: autonomy, competence, and relatedness.

In the context of higher education, it has been argued that intrinsic motivation can be supported by promoting a feeling of autonomy (in contrast to a feeling of being controlled), promoting the feeling of relatedness (in contrast to the feeling of isolation), and supporting the feelings of competence (in contrast to the feelings of incompetence) (Ryan and Deci, 2001, 2000b).

**Cognitive Processes**

The required cognitive process of creativity may be defined as a process, which involves the generation of multiple ideas, and the ability to select the good ideas from the pool of available ones. Thus, the process involves persistence in idea generation and idea evaluation. Finally, the good ideas need to be transferred to action (Jackson and Shaw, 2006, pp. 89-108).

The cognitive process of creativity is sensitive to both internal and external barriers. It seems that the type of problem is related to the required cognitive process: well-defined problems may not require a creative cognitive process to be solved, but open-ended problems should be used instead. The problem should also pose enough, but not too much challenge. Other generally acknowledged enhancing factors for the creative process are time for incubation (Sio and Ormerod, 2009), and a positive mood (Davis, 2009). It is argued, that the environment should be psychologically safe.

Thus, previous research about the cognitive processes of creativity has identified a number of factors, which are linked with the process. Those factors include the problem types, challenge level, incubation time, mood, and psychological safety. Connecting with other learning theories, the cognitive process of creativity is linked with deep approaches to learning (Marton and Säljö, 1976), which have further been researched to connect with epis-
temological positions (Perry, 1970), conceptions of learning (Marton et al., 1993), and other properties of the learner such as attitudes, or orientations.

There exists many pragmatic methods proposed to support creative work. Most of the methods are based on the thought that creativity requires an environment that encourages risk-taking (it does not for example reward for simple but working text-book solutions), and self-initiated projects and provides help and time for developing ideas and individual effort. Some of the methods introduced in the literature include brainstorming (Osborn, 1963), verbal check-lists (Eberle, 2008, Osborn, 1963), picture stimulation and mind mapping (Buzan, 1991), and 3+ (Lavonen and Meisalo, 2009). A general idea in these methods is the purpose of supporting idea generation by suppressing the common tendency to criticize or reject ideas, delete old ways of thinking and encourage new kinds of mental associations using different types of games or tasks.

**Domain Relevant Skills**

A person must be exposed into the domain in question, and must posses the domain relevant knowledge and skills to be able to add to that specific domain. “No matter how enormous mathematical gifts a child may have, he or she will not be able to contribute to mathematics without learning its rules” (Csikszentmihalyi, 1996). Further on, even if the rules are learned, the domain must recognize and legitimate the novel contributions (Csikszentmihalyi, 1996).

Domain-relevant skills are seen as one essential requirement for creativity (Amabile, 1987, Amabile and Collins, 1999). For example, to be able to compose creative music, one has to hold preliminary skills in music. Or, if one is to publish creative results in the domain of science, it is necessary to master things such as scientific research methods, and domain-relevant previous research. In the domain of software development, programming skills are one domain-relevant prerequisite. In learning introductory programming, part of the domain relevant skills are related to skills, which are a prerequisite for the programming-related problem-solving abilities (see for example: Lister et al. (2004)).

**Synthesis: a Framework for Promoting Creativity**

It is now possible to combine a framework for supporting creativity in computer science higher education (Table 2.1). The framework is combined together from five components. The three first components (competence,
### Table 2.1: Conceptual Framework for Supporting Creativity

<table>
<thead>
<tr>
<th>Component</th>
<th>Method of support</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intrinsic motivation</strong></td>
<td></td>
</tr>
<tr>
<td>Autonomy</td>
<td>Provide choice and opportunity for self-direction</td>
</tr>
<tr>
<td>Competence</td>
<td>Use creativity-enhancing methods, provide effectance promoting feedback</td>
</tr>
<tr>
<td>Relatedness</td>
<td>Promote interaction with creative working methods (games and plays)</td>
</tr>
<tr>
<td><strong>Domain-relevant skills</strong></td>
<td>Support learning to recognize one's own skills, and learning needs</td>
</tr>
<tr>
<td><strong>Cognitive Processes</strong></td>
<td>Use creativity-enhancing methods: brainstorming, 3+, and open-space workshops</td>
</tr>
<tr>
<td></td>
<td>Support deep approaches to learning</td>
</tr>
<tr>
<td></td>
<td>Encourage risk-taking and exploration</td>
</tr>
</tbody>
</table>

autonomy, relatedness) derive from intrinsic motivation research. The other two required components are domain-relevant skills (DRS) and cognitive processes and working styles (CP). The table lists these main components, and general guidelines for supporting each component in the learning environment.

## 2.3 Conceptualizing a Learning Environment

This section defines a model through which a learning environment may be defined and analyzed. A learning environment is a combination of teaching practices, physical surroundings, learning tasks, and assessment practices. A learning environment provides scaffolds for a student’s learning trajectory—a path that a learner takes to accomplish learning goals (Dron, 2007, pp. 61-70). The learning environment may generate destructive friction in cases, where the environment is too strictly or too loosely structured in relation to a student’s self-regulation skills. Constructive friction emerges from a proper amount of shared control between the teacher and the student (Vermunt and Verloop, 1999). The learning environment should activate the student’s zone of proximal development (ZPD) (Vygotsky, 1978).

Emotions and motivation affect each other, which together have an effect on performance (Pekrun, 2006). Task involvement is fostered by many emotions, and solving a challenging task often requires a range of emotions. The learning environment should promote a balance between feelings of competence and feelings of challenge (Moneta and Csíkszentmihályi, 1999). Imbalance leads to a decrease in concentration and involvement. As a rule of thumb, a too high challenge is better for concentration than a too low challenge (Moneta and Csíkszentmihályi, 1999). The organismic...
integration theory (OIT) argues, that intrinsic motivation is a favorable state for learning, and the learning environment can support it by utilizing a proper combination of autonomy, relatedness, and competence (Niemiec and Ryan, 2009).

The following subsections present a combination of variables in aim to understand learning environments of computing education.

2.3.1 Intended learning outcomes and assessment

An intended learning outcome defines what a student is expected to be able to do after exposure to teaching (Biggs and Tang, 2011). Intended learning outcomes may be categorized between easily definable and easily assessable “short-term” learning outcomes, such as memorizing of factual information or understanding how a certain algorithm works, to more ill-defined, difficultly assessable “long-term” learning outcomes, such as acquisition of new learning skills, self-regulation skills, problem-solving skills, deep approaches to learning, or active learning skills, for example. In a study, researchers found out that it took years for change in learning styles to show up in test scores (Lonka and Ahola, 1995). Short-term learning outcomes are typically more straightforward to measure.

The assessment tasks should be in a proper constructive alignment (Biggs and Tang, 2011) with the intended learning outcomes, and with the teaching activities. If not, students can “escape” by engaging in inappropriate learning activities such as surface approaches to learning (Biggs and Tang, 2011, pp. 99).

One property of intended learning outcomes and assessment is control, which means how much control the students and the teacher have in defining the intended learning outcomes and the assessment procedures. In a very open environment, students may participate in setting their own intended learning outcomes (and assessment tasks), while in a typical university course the teacher is in full control of the intended learning outcomes and the assessment tasks. From the teacher’s perspective, there is variation in how much the learning outcomes and assessment tasks are determined by institutional demands, and other background factors.

2.3.2 Learning tasks

The learning environment provides the student with certain learning tasks, i.e. problems, which the student solves in order to learn. A variety of problem types can be found in education, which may include for instance logical problems, algorithmic problems, story-problems, rule-using problems,
decision-making problems, troubleshooting problems, diagnosis-solution problems, strategic performance problems, case-analysis problems, and design problems (Jonassen, 2000). Problems share a number of properties, for example they are subject-relative and context-dependent (Mills, 1956, pp. 76). Problems may also be classified according to their openness. In closed (well-structured) problems the starting point, solving technique, and goal state are known (Sutinen and Tarhio, 2001). In open (ill-structured) problems the starting point, technique, and goal can all vary from closed to open. Other problem classifications include the dimension between pseudo-problems, authentic problems, and ethical problems. The selection of problem types in computing education is usually highly related to the computing tradition, and to the intended learning outcomes.

### 2.3.3 Tradition of computing

Computer science consists of three intertwined traditions (Denning et al., 1989) (see section 2). Although the traditions are deeply interwoven, most problems (learning tasks) typically emphasize one of the traditions over the others. The traditions may be tacit within a department’s ethos, and thus invisible to the teacher and the learners. Each tradition of computing determines techniques, theories, and working modalities in computing practice.

### 2.3.4 Problem control

Solving a problem is often only one stage in a process of solving multiple problems. Many problems raise more new problems than they solve, and thus the process of managing the solving of multiple problems is important in a learning environment. In computing education, problem control can be closed/controlled by the teacher (teacher gives certain tasks to solve), or it can be controlled for example with an industry-standard software engineering model (in software development courses), or it can be more open (a science-like research project, or a design-oriented software course) (Apiola et al., 2012). Other restrictions or limitations include the selection between individual work and groupwork, and the particular platform or environment where the problem is to be solved. Another factor is the width versus depth of problem coverage: the environment may provide a wide range of material to be touched only on the surface, or vice versa: a narrow range of topics with increased depth.
2.3.5 Subenvironments

The learning environment typically contains a number of subenvironments. The subenvironments may include for example a classroom environment (lectures), exercise meetings, the homework environment, and exam environment. A subenvironment may also be digital, for example a program visualization environment such as Jeliot (Ben-Ari et al., 2011). Each of the environments have their own unique characteristics, and may contain multiple factors, which enhance or restrict students’ learning.

The classroom environment is a typical subenvironment known in higher education. Usually the classroom environment means lectures or exercise sessions where a teacher or several teachers interact with a group of students. A classic distinction between interaction styles is that between teacher-driven (instructivist), and student-centered (constructivistic) interaction styles. Although many opinions exist, the general trend is against instructivist teaching, which has been argued to connect with surface learning (Entwistle, 2007, Biggs and Tang, 2011), extrinsic motivation (Hoskins and Newstead, 2009), bad learning outcomes, insufficiency of stimulating higher order thinking, and low attention (Biggs and Tang, 2011). Examples of constructivist classroom interaction may include for example peer instruction (Mazur, 1998), think-aloud modelling, work-along exercises, concept maps, and many others (Biggs and Tang, 2011).

The amount of control, and guidance in different subenvironments may vary. Examples of teacher-controlled subenvironments include lecturing and tutorials, where the teacher is highly in control. Environments, which contain more of student participation may include peer-assisted studying, various types of group work, and various types of interactive exercise sessions. Subenvironments outside of university premises may include home-environments, libraries, and other places, which all have their own unique factors, which influence the learning situation. The home environment is, for example, typically highly individually managed.

2.3.6 Learning materials and available resources

Learning materials can be of a variety of types. Other resources available in the learning environment may include for example availability of facilities, electricity, light, computers (measured by for example guaranteed access hours), books, libraries, digital libraries, tables and other furniture, as well as availability of support and guidance from peers, teachers, and assistants.
2.3 Conceptualizing a Learning Environment

2.3.7 Control

An open environment grants full control to a student, while a closed environment gives the teacher full control over the learning situation. In an open environment, the learning is similar as visiting a marketplace: the learners interact with those market stalls (subenvironments), which fulfill their learning needs (Meisalo and Lavonen, 2000). The learner may also be in control of the intended learning outcomes, assessment, learning tasks, and even the amount of control in different environments (the student may be granted the control to choose the amount of control). If the learners are left with more control, they should be able to understand the consequences of their choices (Dron, 2007).

Synthesis: CS Learning Environments: Teacher’s Perspective

The most relevant variables introduced in the above sections are summarized in Figure 2.1. In the upper part of Figure 2.1 are the intended learning outcomes, which can be set on a continuum from long-term learning outcomes to short-term learning outcomes, and which can be either controlled by the teacher or the student (as discussed in section 2.3.1). A learning
A learning environment consists of a number of subenvironments (second section in Figure 2.1). As discussed in section 2.3.5, the amount of guidance may vary in different subenvironments from minimally guided to maximally guided. Also, the interaction styles may vary on a continuum between instructivist and constructivist, as well as the amount of peer-interaction, which may vary on a range from low to high.

Learning tasks (third section in Figure 2.1) are given to students in aim for them to achieve the intended learning outcomes. Learning tasks in computer science can be categorized on three continuums based on the openness of the starting point, solving technique, and goal state of each task (see section 2.3.2). A learning environment may contain an unlimited amount of learning tasks. Learning tasks are related to the intended learning outcomes.

Other central properties of the learning environment (fourth section in Figure 2.1) include the problem control (section 2.3.4), which can vary from open to closed, the overall control in the learning environment (section 2.3.7), and the tradition of computer science, which can vary between the theoretical, scientific and engineering traditions (section 2.3.3). Theoretically speaking, any selection for the values of the variables can be made by the teacher. In practice, the configuration options are influenced by forces such as the characteristics of the surrounding context (sometimes denoted as the “design milieu” (Duveskog et al., 2013)), the skills of the teacher, and other factors, part of which can be hard to operationalize. The presented model can hardly be conclusive or exact: it is a well recognized issue, that in educational settings it can be considerably difficult to treat classroom settings, combined with social and psychological issues, motivation, and conceptions as independent or dependent variables (for example: Juuti and Lavonen (2006)).

In this study, the present model is utilized in several ways. Firstly, to contrast a typical learning environment for software development (see section 2.1) a new kind of learning environment is provided and researched in context $C_{UH}$ of this study. This is accomplished by “switching” the student more control over setting the intended learning outcomes (as compared to typical learning environments in context $C_{UH}$), by promoting open-ended learning tasks, and by granting the students freedom in problem control. The classroom environment is also “switched” from instructivist to constructivist with high peer-interaction. Secondly, in context $C_{TU}$ of this study, several modifications for a typical learning environment of introductory programming are inspected. Generally speaking, the classroom
environment is “switched” from instructivist to constructivist by developing a variety of contextually relevant classroom pedagogies. In addition, a new configuration to the homework environment is inspected by studying the impact of increased guidance.

2.4 Students’ Actions in a Learning Environment

The learning environment provides the student with problems to learn how to solve, and the student then takes an approach for solving the required problems, utilizing the scaffolds and support structures offered by the learning environment. The types of students’ approaches to solving the problems may differ on a large scale.

A student’s learning process is proposed to be affected by a number of factors. The student’s learning process has been researched for example from the viewpoint of approaches to learning, self-regulation, cognitive processing, metacognitions, learning orientations, conceptions of learning, motivation, affect, social interaction, context, and meta-affect (see for example: Marton and Säljö, 1976, Pintrich, 2004, Lonka et al., 2004, Hannula, 2004). The process of problem solving (through which learning may partly happen) is affected with motivation, emotions, knowledge transfer, memory processes, language parsing, intellectual ability, and expertise (see for example: Kotovsky, 2003).

Two mainstream research tracks on student learning are the SAL (Students’ Approaches to Learning) track, and the SRL (Self-Regulated Learning) track (Lonka et al., 2004). SAL is based on European research, while SRL is based on North-American research. SRL learning models have been criticized for being overcomplicated to be valuable for educators or educational researchers. In contrast, the SAL models have been criticized for oversimplifying learning (Biggs, 2001).

Approaches to Learning (SAL)

Research on deep and surface approaches started in the mid-1970s (Marton and Säljö, 1976), and have since been followed with a broad range of research. The surface approach to learning is described as an information-reproducing approach, while the deep approach is described as the knowledge transforming approach. Deep approaches to learning have been shown to produce better learning outcomes in comparison to surface learning approaches (Marton and Säljö, 1976). It has been shown, that a student may switch between learning approaches in different learning tasks (Richardson, 2005), and also within one study task. Switching of learning approaches
has been confirmed for example among engineering students (Marton and Säljö, 1976, Laurillard, 2005).

A student’s learning approach is not seen as a stable tendency of a student, but it is seen to be formed as a result of the interaction between the student and the learning environment (Marton and Säljö, 1976). It has been shown, that the choice of a student’s learning approach is also affected by the student’s general conception of learning (Marton, 2005, Marton et al., 1993, Van Rossum and Schenk, 1984), the student’s conception of the specific learning task, and the student’s conception of what is required of her (Marton and Säljö, 1976). In addition, it has been shown that intrinsic motivation generated by a non-demanding and supportive learning environment is related to deep approach to learning, and extrinsic motivation resulting from threat to self-esteem and ego-involvement is connected with surface learning approach (Fransson, 1977).

Deep and surface learning approaches have been found by a number of studies, and their existence has been confirmed among a number of study topics, for example in the domains of problem solving and engineering (Marton, 2005, Laurillard, 2005). In this study, approaches to learning were analyzed “directly” by investigating students’ problem-solving approaches in relation to programming and other learning tasks, as well as through students’ conceptions of learning in general, the specific learning tasks they were given, what is required of them, and openness of their learning environment. This was done because approaches to learning have been confirmed to influence students’ learning outcomes.

**Self Regulation (SRL)**

Learning related self-regulatory behavior may be described from four dimensions: motivation/affect, behavior, cognition, and context (Pintrich, 2004). According to Pintrich (2004), self-regulatory activities follow a time-ordered sequence consisting of making plans, setting goals, monitoring, controlling, reacting and reflecting. However, there is no strong evidence about the time-order, and thus different phases may also operate in parallel, and dynamically for example in cases, where plans and goal setting activities update themselves on the basis of information received from control threads (Pintrich, 2004).

*The cognition dimension* represents activities and strategies for planning, monitoring and regulation of cognition. It includes activities for activating prior cognitive and metacognitive knowledge, and includes regulation of cognitive functions such as memory, reasoning, learning, problem-solving, and thinking strategies. *The motivation/affect dimension* consists of regu-
2.4 Students’ Actions in a Learning Environment

The behavior dimension includes management and planning of time and effort. This includes allocating time, making schedules, capability to control effort and persistence, and help-seeking behaviors. The context dimension includes activities for modifying the context. The context is often restricted by the learning environment, but for example in some student-centered classrooms students are encouraged to gain more control for example by designing their own learning tasks (Pintrich, 2004).

In this study the SRL framework is operationalized by looking at students’ reports on coping strategies, metacognitive knowledge, positive and negative affects, and time and effort regulation. This was done because self-regulation behaviors have been studied to have an impact on learning outcomes.

2.4.1 Properties of the Learner

A certain kind of behavior (deep or surface learning approach, coping strategy, self-regulation mechanism, motivational state) is a combined result from the interaction process between the student and the learning environment, and a more general tendency to behave in a certain manner. For example, deep and surface learning approaches are seen as resulting from the interaction between the learner and the environment (Marton and Säljö, 1976). However, more stable tendencies of behavior will have their own influence for the learning activities performed by the student. Those properties may include learning orientations, conceptions, previous skills, personal interests, and personality variables.

The direction and domain of the orientation may vary, for example students may have certain orientations towards their studies in full, but may have different kind of orientations towards specific study topics, courses, study methods, or learning situations. The orientations may develop and change during studies, and they can be seen acting as mediators between contextual background factors (see section 2.4.2), and the actual study approaches (see previous section 2.4).

Learning Orientations

Learning orientations are more stable tendencies to act in certain ways, and may provide explanations to, for example, which kind of course or topic preferences the students have. Study orientations can indicate how
students attribute the basic meaning of their studies, which will influence essentially setting of goals, planning, organizing, and approaches to learning in different learning tasks (Lonka et al., 2004).

Students’ general study orientations have been categorized for example into three dimensions: the utilizing, internalizing, and achieving orientations (Biggs, 1979). The utilizing orientation is well resonated with surface approaches to learning, and it is characterized by extrinsic motivation in terms of avoiding failure, minimum effort, and syllabus-boundedness. The internalizing orientation is well resonated with deep approaches to learning, and it is intrinsically motivated and syllabus-free; student studies beyond the requirements and beyond the topic. The achieving orientation revolves around winning, and it utilizes a systematic approach for gaining highest possible grades using both deep and surface approaches, whenever appropriate (Biggs, 1979).

Other studies, which were based on inventories to look at university students’ more general approaches to learning are for example the Approaches to Studying Inventory (API), Revised Approaches to Study Inventory (RASI), Approaches and Study Skills Inventory for Students (ASSIST), the Inventory of Learning Strategies (ILS), Inventory of General Study Orientations (IGSO), and the Reflections on Learning Inventory (RoLI) (Lonka et al., 2004). All the inventories of student’s approaches to learning are more or less based on Marton and Saljo’s (Marton and Säljö, 1976) original distinction between surface and deep approaches. For example the IGSO (Inventory of General Study Orientations) (Mäkinen et al., 2004) has repeatedly produced the following scales representing students different orientations towards their studies: the deep-, anxious surface-, achievement-, systematic-, work-life-, practical-, social-, and lack of interest-, orientations (Lonka et al., 2004). Another study categorized study orientations to academic, work-life, and non-committed (Mäkinen et al., 2004).

Ylijoki (2000) identified one main disciplinary “tribe” within computer science students of a certain department. That “tribe” was described as professionally or industrially oriented, emphasizing hard expertise and respect for pragmatic skills. That orientation was seen to be influenced by an institutional moral order and culture (Ylijoki, 2000). In this thesis, students’ learning orientations were looked “directly” by looking at students’ views on their larger goals in relation to their studies, as well as through students’ reports on their failure avoidance, adherence to syllabus, amount of effort, and emphasis of achievement. This was done, because learning orientations have been studied to have an impact on learning outcomes.
Conceptions of Learning and Intellectual Development

Conceptions of learning started as a topic of study based on an assumption, according to which the students’ perceptions of learning tasks reflect their past experiences of similar situations, and in that way mirror the differences in students’ preconceived ideas about what it takes to learn (Marton, 2005). Marton et al. (1993) found the following six qualitatively different conceptions of learning: increasing the quantity of information, memorizing, acquisition of facts and methods, abstraction of meaning, interpretive process aimed at understanding reality, and changing as a person. Similar conceptions of learning have been confirmed to exist by a number of research studies worldwide (Richardson, 1999).

The students’ general conceptions of learning have been suggested to represent a time-ordered developmental hierarchy, although there is not yet strong evidence to support this claim (Marton, 2005). However, this hypothesis has received support from comments of informants who did mention a process of transition between the conceptions (Marton, 2005), as well as observed similarities between the conceptions of learning with Perry (1970)’s longitudinal study of students’ intellectual development. Students conceptions of learning have been found to correlate strongly with students’ deep or surface approaches to learning (Van Rossum and Schenk, 1984).

In addition to general conceptions of learning, research studies have confirmed that situation-specific conception about learning affects students’ approaches to learning (Marton and Säljö, 1976). Those studies have resulted in quite strong evidence, which indicates that the type of testing affects students’ approach to learning. This can also be called the “backwash effect”, which means that students adopt an approach, which is determined by their expectations of how their learning will be tested (Marton and Säljö, 1976). For example, in the context of problem solving, students who concentrated more on what is expected of them were more likely to adopt surface approaches to learning (Laurillard, 2005).

This study analyzed students’ conceptions of intellectual development through the six conceptions of learning described by Marton et al. (1993), as well as through their notions of the backwash effect (students learn what they think they will be tested on). This was done, because conceptions of learning were, based on earlier research, assumed to have an impact on students’ motivation, which in turn has been studied to impact learning outcomes.
2.4.2 Background Factors

Background factors may include complex factors related to a country’s educational system, sociocultural variables, and a wide range of other factors, which may indirectly or directly have an influence on students’ learning. The curricula sets quite much demands for a student. In addition, there are a whole lot of informal and implicit demands regarding studies, the so-called hidden curricula of a university or a faculty, an ethos of the department which is often not visible (for example: Bergenhenegouwen, 1987). A student’s study goals and the hidden or visible institutional demands may collide, which may result in the generation of attitudes. There is a line of research on study cultures in different academic disciplines (for one example, see: (Ylijoki, 2000)).

Social forces may influence the situational learning approaches through mediating learning orientations, or according to some studies, also directly: social forces form a very important aspect of fixation and negative transfer (Pretz et al., 2003). Peers, culture, and language play a major role in all phases of the problem-solving process (Pretz et al., 2003). In addition, group’s standard practices may have become entrenched so deeply that they impede changes in the group members’ ways of thinking (Pretz et al., 2003). For example the familiarity or unfamiliarity to solve a certain type of problem, or to work in a certain kind of learning environment is affected by previous education, culture, language, and group work issues. These, in turn, may influence the learning process through mechanisms such as fixation and negative transfer.

Complex socialization processes include the generation of social norms, attitudes and values, which may later be internalized to one’s personality system. They may further form the basis for interests, preferences, motivational orientations, conceptions, learning approaches, and other properties of the learner (Lonka et al., 2004). Other background variables, which have at least been shown to indirectly influence students’ study orientations include parents’ educational background, cultural capital, and family interaction in childhood (Lonka et al., 2004). Background variables may also include “rules” for interaction, such as the power distance between teachers and students, cultural norms for classroom interaction, and individualistic versus collectivistic study habits, and culturally acceptable dress-codes.

In this study, background factors were inspected through looking at group work issues, students’ background education, and variables of the sociocultural context. These variables were selected, because they are hypothesized to have an impact to students’ learning outcomes.
Chapter 3

METHODS AND DATA

Educational research can roughly be divided into two categories: research about education, and research for education (Juuti and Lavonen, 2006). While the former (sometimes denoted as basic education research) has an intellectual objective, the latter (sometimes denoted as applied education research) has a more pragmatic objective to improve learning and teaching praxis. This study utilizes a combination of basic and applied education research.

The aims of this study were of two kind: to design new learning environments, and to explore how they work: i.e. to gain insight and understanding about students’ learning in two new (as compared to typical learning environments in the corresponding contexts) types of learning environments. Similar to educational design-research, the project started from a situation where one recognizes that there is something problematic in the learning environment, and neither researchers nor teachers know exactly how to act in the prevalent circumstances (Juuti and Lavonen, 2006).

Two different educational contexts were selected, because teaching is context-dependent by nature (see for example (Wiliam, 2008)), and the inclusion of two different kind of contexts was presumed to richen and widen the scope and the results of the study. There exists a low amount of studies in developing country contexts related to computer science and information technology education, which led to the selection of the developing country context as the second context for the study.

In this study, one of the challenges was that the contexts of research and the phenomena under study (student learning, and the learning environment) are very much intertwined. Those characteristics led this study to be designed as an action research (Noffke and Somekh, 2009) study. More specifically, the study utilized a mixture of research approaches typical in educational research including case study procedures, qualitative content
analysis, mixed-method studies, as well as a controlled experimental research setup.

Case study principles were selected, because they are seen to fit situations where the boundaries between the phenomenon and context are not clearly evident (Yin, 2003, pp. 13), where the aim is in-depth exploration of, e.g. an educational program (Creswell, 2009, pp. 13), and where the meta-question is “what can be learned from a single case?” (cf. Randolph, 2008, pp. 53). The case study strategy is commonly seen to suite education research well (Stake, 1995, ch.10). Qualitative content analysis, mixed-method studies, and controlled experimental setups are widely used tools in multiple situations of educational research.

This thesis contributes to the following research tasks:

1. To increase the understanding of supporting the learning of creativity (including intrinsic motivation and deep approaches to learning) in tertiary level computer programming and software development education

   “Creativity is a topic of wide scope that is important at both the individual and societal levels for a wide range of task domains (Sternberg and Lubart, 1999)”. This applies also to higher computing education, where there is a need for research about creativity and innovation friendly instructional approaches. In many contexts of higher computing education, there is a lack of research about interventions to support students’ learning of creative processes.

2. To increase the understanding of contextual factors, which influence the design of learning environments of computer programming

   Pedagogical literature shows that educational design should account for differences in the ways of learning and teaching between industrialized and developing countries, and between different educational contexts in general. In educational research, both contextual understanding and knowledge in educational theories are necessary preconditions (Wiliam, 2008). However, little effort has been put on understanding cultural and contextual differences in teaching programming and software development.

The activities included in this research consisted of working as a teacher and educational researcher in two one-semester experimental courses at the Uni-
Table 3.1: Collected Data

<table>
<thead>
<tr>
<th>Study (Paper)</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual interviews</td>
<td>144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>144</td>
</tr>
<tr>
<td>Group interviews</td>
<td></td>
<td>2*5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classroom observation</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Homework observation</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surveys</td>
<td></td>
<td>30</td>
<td>25</td>
<td>55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Controlled research setup</td>
<td></td>
<td></td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Study transcripts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

versity of Helsinki, Finland (context $C_{UH}$), where a data consisting of 144 hours of transcribed interviews, combined together with observation notes was collected. The second case included a 1.5 year period working as an assistant lecturer at Tumaini University’s Iringa College in Iringa, Tanzania (context $C_{TU}$), being in charge of a number of programming courses including introductory programming, advanced programming, programming projects, artificial intelligence, and programming in C. The second case included collecting of a variety of data through surveys, interviews, observations, and an experimental research setup.

Data

The bulk of collected data included in this research is listed in Table 3. For the purposes of Papers I and II, a qualitative data containing 144 student interviews (1 hour each), combined with classroom observations was collected. Additionally, for the purposes of Paper II, students’ study transcripts were inspected. For the purposes of Paper III and IV, a data consisting of two group interviews (5 students each) was collected, amplified with classroom observations, and a survey data with 30 participants. For the purposes of Paper V, classroom observations, homework observations, a survey data with 25 participants, and data from a controlled experimental research setup were collected.

To be more specific, Papers I and II included three different data collection methods to collect three sets of data: semi-structured interviews, observation notes made by the researchers during and after each learning session, and students’ study transcripts. Sampling for interview data was a comprehensive sample, and it consisted of 72 initial interviews and 72 concluding interviews. All dropped-out students were reached for the concluding interviews, too. The interviews were semi-structured, and in the
initial interviews students were asked to broadly describe their studies, including their personal interests. In the concluding interviews students were asked to describe, in detail, their learning process throughout the course. The interview protocol was tested with two randomly selected computer science students before the actual interviews. Interviews were tape-recorded and transcribed, and for the purposes of this study, quotes were translated from Finnish to English.

Data saturation point was met roughly halfway the interview data after which no new theoretical constructs were encountered. However, as some theoretical constructs described in Papers I and II that were looked for were not encountered at all, the full data set was analyzed. A number of phenomena outside the theoretical constructs were also identified: those are described in more detail in Papers I and II. The same procedure was done on the observation notes. Study transcripts were analyzed by looking at students’ phase of studies, grade point averages (GPA), and course preferences (previous courses taken).

Papers III and IV included three different data collection methods to collect three sets of data: semi-structured interviews for teachers, semi-structured group interviews for students, and a survey for students. Six previous teachers of programming were interviewed either face-to-face or electronically. The students’ data were collected through conducting two group interviews consisting of the best five students from the programming class from the semester, which started in autumn 2010, and five other randomly chosen students from the same course. The first group of students consisted of four males and one female, and the second group consisted of three males and two females. The interviews were conducted at an office at the university campus. Each interview took approximately 2 hours of time. All interviews were built around the themes “Biggest obstacles for learning programming”, and “Ways to improve teaching of programming”.

For the purposes of Paper IV, the central themes arising from the interviews and research literature were combined, and from those themes a structured survey was generated. The survey contained 59 items on a seven-point Likert scale (1=not at all true, 2=very little true, 3=slightly true, 4=moderately true, 5=quite true, 6=very true, 7=completely true). The survey was administered to \( N = 50 \) second year IT students, with a response rate of 60% (\( n = 30 \)). As for demographic data, the gender of the sample distributed over 19 males (63.3%) and 11 females (36.7%), with an average age of 29.9 years (min 20, max 45). As previous education, 63.3% (19 students) had received secondary school education, 23.3% (seven students) had received a diploma in education, while 6.7% (two students) held
a diploma in some other field than education.

The interviews and the following survey were designed to be applicable to all computer programming courses, although the answers reflected especially the experiences from the Programming II course, which the interviewed students had just completed. The interview data were analyzed by two researchers (the authors of Paper IV) independently by identifying the central themes raised by the students during the interviews.

Paper V included three types of data: observation data, which was collected by the participating teacher-researchers by writing detailed notes during guided practices sessions. Secondly, a survey study was conducted among the students. The survey asked 12 questions, which measured the students’ perceived utility of the different components of the provided learning environment (course materials, classroom interaction, unguided practice, and guided practice). The survey also collected demographic data. The impact of guidance in the homework environment was inspected by utilizing a controlled pretest-posttest research setting.
Chapter 4

RESULTS

4.1 Overview of the Articles

**Paper I** (context $C_{UH}$) answers the research questions “How creativity can be supported by opening the learning environment”, “How does the students’ experience of the provided learning environment reflect the provided theoretical base”, and “How does a robotics kit work as a vehicle for students’ learning in the provided learning environment”. The paper studies a contextually unique configuration of the learning environment (see Figure 2.1), which is based on the theoretical framework for creativity (see Table 2.1), and where the learning environment is generally set as very open. In that learning environment the classroom interaction is mostly constructivistic and inclusive of peer-interaction, and the overall problem control is open, and aimed towards inventions. The paper looks at the collected data through its theoretical base of creativity including aspects of intrinsic motivation, cognitive processes and working styles, and domain relevant skills. The paper also looks at the data for implications of the effects of the robotics kit to motivation and learning approaches.

**Paper II** (context $C_{UH}$) broadens the research conducted in the learning environment described in Paper I by answering the research questions “Which kind of learning approaches do students undertake in an open learning environment”, and “Which factors of the learning environment support, and which undermine different choices between students’ learning approaches”. The paper looks at the collected qualitative data through a number of central learning theories.

Firstly, the study analyzes students’ approaches to learning through students’ conceptions of four things: learning in general, the specific learn-
ing tasks they were given, what is required of them, and openness of their learning environment. Secondly, the study analyzes intrinsic motivation (as defined by the self-determination theory SDT) through looking at students’ reports on their conceived level of autonomy, their feelings of competence, and their reports on collaborative (relatedness) aspects of their study work. The study analyzes students’ conceptions of intellectual development through their conceptions of learning, as well as their notions of the backwash effect (students learn what they think they will be tested on). Students’ learning orientations are looked through students’ reports on their failure avoidance, adherence to syllabus, amount of effort, and emphasis on achievement.

**Paper III** (context $C_{TU}$) studies practical approaches based on the theoretical framework of creativity (see Table 2.1) for improving the learning environment of programming courses. Firstly, the learning environment was opened (see Figure 2.1) by reducing the amount of instructivist lecturing, and by adding class time dedicated to practice, in which the role of the teacher was changed to that of a coach or a facilitator. Secondly, affective support for students was promoted. Thirdly, *coding-while-lecturing*, a contextual adaptation of a pedagogical method was developed, where the process of writing and desk-testing programs is constantly demonstrated by programming on-the-fly, while at the same time reflecting on the process and encouraging the students to reflect also. While desk-testing the program, students were repeatedly queried about the state of the program and about the values of the variables. Fourthly, the role of exercises and practice was pressed.

The collected qualitative data is analyzed through looking at students’ reactions and opinions towards the positive aspects as well as the downsides of each of the interventions in relation to learning.

**Paper IV** (context $C_{TU}$) utilizes group interviews and quantitative surveys, and studies several crucial elements, which may affect the learning and teaching of computer programming in context $C_{TU}$. The paper answers the following research questions: “What are the students’ and teachers’ perceptions about improving programming education” and “How do students view themselves as learners.” The paper analyzes the data through issues related to intrinsic motivation, deep versus surface approaches to learning, self-regulation, study-orientations, and background factors.
4.2 Results (Context $C_{UH}$)

**Paper V** (context $C_{TU}$) centers around the amount of guidance given by the learning environment. The focus of study in this paper is in the effect of granting more guidance to the students’ homework environment (see Figure 2.1). The study reports on developing and testing of a model where students work on their homework under guidance, facilitated by active student-teacher collaboration, continuous feedback, and student support. The research methods included observations, student feedback, and a controlled pretest-posttest experimental research setup. The research questions for the study are “What are the main factors that influence a student’s problem-solving process when working with practical exercises” and “What is the impact of guided exercise sessions to learning outcomes.” The results revealed issues related to intrinsic motivation, approaches to learning, self-regulation, study-orientations, and background factors.

4.2 Results (Context $C_{UH}$)

This section provides an overview of the main results in Papers I and II.

In general, the studied learning environment was found to be different compared to learning environments typically provided for learning software development in context $C_{UH}$. The data shows, that the learning environment directed students towards an experimental learning approach, and that the learning environment was in many cases supportive of intrinsic motivation. The learning approaches were found to connect with students’ orientations towards their studies, and to students’ conceptions of learning as well as students’ previously learned problem-solving as well as problem management approaches. For example, some students were not completely ready to assume the increased amount of control offered by the learning environment, but would have wanted to give the control back to the teacher. In other words, they were unable to cope with the openness and criticized the lack of definitive objectives and technical guidelines. The students’ social interaction and reflection patterns were new compared to other courses.

The research data shows, that the toolkit utilized as the platform for students’ work (LEGO®Mindstorms) affected students’ motivation in a couple of ways. Firstly, students’ initial motivations to enter the course were attributed to the novelty value of the robotics kit, as well as to a mental association with playfulness and freedom connected to the robotics kit. In addition, students attributed the motivating effects of the robotics kit to it’s tangible aspects: the effect of a program code can be perceived with one’s own senses, the robot actualizing in “real life”, communicating and moving within it’s environment. When working with the robotics kit,
motivation was found to be affected by the robotic kit’s good suitability for an explorative working approach, and it’s provision of multiple kinds of computing problems with varying challenge levels. Overall, the projects as well as their subproblems were often more challenging than students had first anticipated. Students’ sense of ownership was increased by the fact that they were lent their own robotics kits, and they were given freedom in all phases of their work.

In relation to learning orientations, the results show that students have topic orientations among the various computing topics. In relation to their present studies, the data indicated topic orientations of students’ towards three main classes: theoretical and scientific topics, such as algorithms, mathematics, physics, and theory of computing; pragmatic topics, such as software engineering and interaction design; and applied topics with interest towards arts, humanities, and social sciences. Variation was found in how fixed the orientation was, and whether the orientation was distinctly in one class, or spread among the classes. In other words, some students had a clear view of their topic orientation, while some showed interest towards topics across the three classes.

The data also revealed traces of motivational components as properties of students’ orientations. For example, most students reported an extrinsic component in studying, involving motives such as growing as a professional and obtaining qualifications for the labor market. The intrinsic component involved interest in the actual computer science-related study topics, and interest in working on own extra-curricular projects. Characteristics of both deep and surface approaches to learning arose from the research data, which confirmed that both approaches are adopted in the provided learning environment. Deep approaches to learning were found to connect with intrinsic sources of motivation, while surface learning approaches did connect with extrinsic motivation.

This learning environment required the students to search and select the problems, which they wanted to work with. The required problem discovery process was found to include a number of challenges. The challenges included, for example, how to circumscribe the problem, how to update the task’s problem space, and how to continuously evaluate the appropriateness of one’s problem solving strategy to the problem at hand. Many times, these activities were found to require additional self-regulation activities in comparison to those required in other courses. Another issue was connected with the perceived difficulty of problems. In many cases, students found that problems, which they had selected turned out to be more complex than they had prima facie looked like.
Table 4.1: Two Identified Problem Management Approaches (Paper II)

<table>
<thead>
<tr>
<th>Serialistic Approach</th>
<th>Exploratory Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear and iterative</td>
<td>Cyclic and free-moving</td>
</tr>
<tr>
<td>Serialistic</td>
<td>Holistic</td>
</tr>
<tr>
<td>Risk-averse</td>
<td>Open to risks</td>
</tr>
<tr>
<td>Industrial by nature</td>
<td>Hobbyist by nature</td>
</tr>
<tr>
<td>Closed-ended</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Outcome-oriented</td>
<td>Experiment-oriented</td>
</tr>
</tbody>
</table>

On one hand, these aspects of students’ actions in the learning environment seemed to facilitate deep approaches to learning, and they seemed to push learners towards the zone of proximal development (ZPD) (Vygotsky, 1978). On the other hand, cases where students were not able to update their problem spaces accordingly, or were in general unable to cope with the openness, often resulted in decreased intrinsic motivation. This in turn resulted in increased surface learning approaches.

The data exposed a continuum of approaches related to students’ general problem management processes; the way the students treat the management of a set of problems. The students’ problem management approaches were found to form a continuum from serialistic to exploratory. The serialistic problem management approach treats the set of problems with a fixed set of linear steps to be followed, with similarities for example with the waterfall software engineering model. To contrast the serialistic approach, the exploratory problem management approach was found to be a more organic, flexible, exploratory, and iterative process. In practice, students made prototypes, they flexibly jumped back and forth between designs, constantly switching prototypes, and models, making comparisons of different solutions, and performing scientific experiments.

In Table 4.1, central characteristics of the identified two problem management approaches are presented. The problem management approaches were found to be attached to students’ problem discovery, problem selection, as well as their problem solving approaches. Since the learning environment is built upon open problem discovery, problem selection, and problem solving, in this environment the exploratory approach arguably worked better compared to the serialistic approach. The two problem management approaches have clear parallels with deep and surface approaches to learning, and it seems that although the serialistic approach is extremely well suited for the industry, it does not seem to be well suited for learning. This is because the serialistic approach does not promote deep approaches to computer science related problem solving, problem management, and problem discovery, and it does not invite the student to break deep into
the ZPD (Vygotsky, 1978). In contrast, in the exploratory problem management approach the learner drifts away from pre-determined models and solutions into the development of one’s own problems, approaches, models, prototypes, and solutions.

The factors, which influenced students’ selections of problem management approaches were, based on the data, unclear. One hypothesis is, that the problem management approach is related to the backwash effect, which has been studied to influence students’ learning approaches (see section 2.4). The backwash effect means that students choose such approaches, which they think they will be rewarded for, often based on their experiences from other learning environments. However, conclusive traces of the backwash effect were not found in the data.

It was also found, that students’ conceptions of the learning environment were found together with a student’s topic orientation to influence motivation. In this case, the learning environment did not restrict the types of problems, but welcomed all problems if they were related to computer science. Even though, some learners perceived the learning environment for example to be exclusively a hands-on, time-intensive engineering workshop. Indeed, such topics were found to be popular. However, in the case of some students, their conceptions of the learning environment restricted them from choosing a topic of their own preference. For example, a theoretically oriented student might have dropped out of the course, caused by a perception that the course could not offer a platform for problems of her preference.

Finally, the results confirmed that the theory, which states that creativity requires the simultaneous presence of three broad components (intrinsic motivation, domain relevant skills, and certain cognitive working styles), is useful in supporting creativity also in this educational context. The results also confirmed, that creativity theory can be successfully turned into practical teaching arrangements by opening the learning environment and by utilizing creativity supporting games and plays in the learning sessions (see Figure 2.1). The resulting configuration of the learning environment is given the name learning-by-inventing.

4.3 Results (Context $C_{TU}$)

This section provides an overview of main results in Papers III, IV and V.

The pedagogical approaches described in Paper III were built upon a number of central theoretical notions of intrinsic motivation and cognitive processes (see Table 2.1.) In concert with the central components for
intrinsic motivation (autonomy, competence, and relatedness) the pedagogical approach was designed to provide social interaction, introduce optimal challenges, cut down evaluation, and move students away from beliefs that good or bad performance is caused by students’ internal properties, and by providing opportunities for self-directed learning.

Conjointly with central notions of cognitive processes (deep learning, experimental learning, reflection, and contextual relativist views of knowledge), the pedagogical approaches were designed to employ constructivist models and experiments, support of reflection, and demonstration of persistent problem solving. The approach utilized ideas of open learning environments in the classroom, where students were free to work on a number of learning tasks. Affective support was designed in line with the self-determination theory by promoting competence and empowerment, and marketing the relevance of programming to multiple applications and career opportunities, drawing connection with IT-work, and emphasizing careers, which students presumably find interesting, such as web-development.

As the cognitive development levels, as well as multiple other characteristics of students in a group may vary greatly in context $C_{TU}$, it was found to be important to have multiple kinds of support structures for differing students. Therefore, to address the challenge of supporting the requisite cognitive development of students, a large set of practical exercises was designed. The exercises were aimed at providing intellectually challenging tasks for students at varying stages of development. The exercises ranged from extremely easy to slightly more difficult to very challenging. The data shows, that at the beginning many students reported that they had to work and struggle a lot doing the exercises, which is not a negative thing at all. The data shows, that while working with the exercises, there was a specific point when some of the students started to learn programming.

Based on theories of cognitive development, a contextual adaptation of a pedagogical tool was developed (coding while lecturing), where the process of writing programs is constantly demonstrated by programming on-the-fly, while at the same time reflecting on the process with the students. The results show, that the approach discouraged the students from taking surface approaches to learning. An additional benefit of coding while lecturing was that the teacher was able to keep aware of students’ cognitive development. The results show, that students reacted to the coding-while-lecturing approach in various ways. On the one hand, the data shows, that students did enjoy the approach and were interested, often active, and intensively observant of the class. On the other hand, this kind of approach was new students, which led to some confusion for example in relation to
note-taking habits. Some students considered the coding-while-lecturing approach good but the difficulty too high.

The results of Paper IV reveal, that a lack of support for feelings of competence and students’ perceived relevance of programming affects motivation, which leads to generation of negative emotions. Repeatedly failed attempts to solve programming exercises were reported to decrease one’s feelings of competence and increase the perception of programming as extremely difficult. On the other hand, feelings of success were reported to quickly increase perceived feelings of competence, resulting in increased intrinsic motivation, inclusive of flow experiences. Lack in prerequisite knowledge and background skills were considered as important challenges.

Experimenting (deep) and memorizing (surface) learning approaches were both found, but they were not found to be associated. Instead, students were switching between their old and new learning styles when conducting their studies in introductory programming. Also, a connection between a perceived poorness of one’s programming skills, and a surface learning strategy was found, as well as a connection between a surface learning strategy and positive attitudes towards plagiarizing. The data shows, that the students as well as previous teachers were well aware of a need to supplement deep learning and problem-solving skills.

In addition, language problems were identified as an important issue by students and teachers. Also, habits of working in groups were found to cause challenges in cases, where the group work is manifested in unproductive ways. Students were found to be well aware of issues regarding group work dynamics, yet students were found to hold a protective attitude towards their own group and themselves. The results also revealed issues related to differing patterns of classroom interaction between teachers from varying educational contexts.

The results show, that many of the underlying issues (motivation, group work dynamics, need for deep learning approach, need for interaction in the classroom) are partly of the same kind in other contexts, continents, and cultures. However, the means for supporting each component may vary a lot in ways, which will in context $C_{TU}$ partly remain to be discovered. The data confirms, that like many other things, pedagogy cannot be imported from foreign practices and ideas alone, but it is crucial to understand the local practices of teaching and learning.

The data confirmed, in this particular context $C_{TU}$, the argument that problem-solving skills and learning of programming are very much connected with each other. In this context, the acquisition of well-functioning learning strategies and skills seems to be affected by group work strategies,
motivational profile, and issues related to study approaches. It was found, that one important aspect in learning programming seems to be the work that students are required to do on their own time, outside the instructed learning sessions. For one reason or another, in too many cases students are not able to find effective ways of working, they lose motivation, and they resort to rote-memorizing, or even plagiarism.

The results show, that a major part of the challenge can be attributed to lack of effective learning skills required in learning programming, and thus, to unfamiliarity with applicable problem-solving skills. Those students who lack applicable problem-solving skills are in risk of resorting to unproductive learning strategies, such as rote memorizing. When that method fails, some students utilize extrinsically motivated strategies, such as free riding in group work, copying from other students, and plagiarizing. It is important to note, that none of these issues are particular to this context, but can probably be found all over the world in one form or another.

Paper V reports results from an experiment, where guidance was added to students’ “homework” environment. Survey data, observation data, and quantitative data from a controlled pretest-posttest experimental research setup was collected. A class of students was randomly split to half. The first group conducted their homework exercises under guidance, while the second group worked on their own. The experimental and control groups were switched half-way the study, so that everyone received equal amount of guidance during the course. The learning outcomes were frequently measured by giving both groups quizzes after the completion of each set of exercises.

The results show, that students’ problem-solving processes were affected by the multiple problem types, which students faced during their work with the exercises. Examples of common problem types revealed by the study were difficulties with understanding the task description, challenges in formulating a plan for solving the problem, and syntax problems such as missing commas in the source code. The data shows, that the continuous feedback loop provided by the learning environment was effective and a necessary scaffold to overcome the above-mentioned problems that the students faced. The results also show, that the guided exercise sessions were motivating and were appreciated by the students. The results also show, that the students considered programming to be a difficult, but also an interesting topic.

The survey results show, that while students considered the guided learning sessions as very valuable, still they perceived unguided exercises to be slightly more useful for learning compared to guided exercises. Thus,
It seems, that there is a role for both activities. Time management and self-regulation issues were brought out by the study. Students reported issues related to task-switching, time management and prioritizing when they work with homework from multiple courses, which affects their choices between deep and surface approaches to programming tasks. The results show, that the guided environment could directly address some of the learning barriers related to self-regulation issues, and also issues of group work dynamics by restricting the study topic to programming and by setting the group dynamics rules. However, externally given rules might have also inhibited some positive aspects of students’ group work and work dynamics, which makes it unclear whether the outcomes were solely positive.

The results of the controlled research setup were found to contradict the positive observations during the guided exercise sessions. All learning tasks in the pretest condition and both posttest conditions resulted in no statistically significant difference between the performance of the two randomly assigned groups. The results show, that in the workshop situation many students started to understand certain learning tasks and perform well in them. Despite their apparent mastery of the concept and skill, in the exam, the same students failed to solve similar tasks that they had successfully completed in the workshop sessions. This might result from an imbalance in constructive alignment between the learning environment and the assessment tasks (Biggs and Tang, 2011, pp. 95). One explanation is that students indeed do learn equally effectively under guidance and outside of guided environments, and that the qualitative results from participant observation and student feedback were misleading. Further experiments are however needed to confirm either of the alternative hypotheses.

### 4.4 Contributions of the Present Author

For Paper I, the present author designed the research setting including the educational intervention together with the two other authors of Paper I. The present author conducted all data collection required for the study, as well as approximately 90% of surveying the literature, data-analysis as well as the writing.

Paper II utilized mostly the data collected for Paper I. The research design was done completely by the present author. The data analysis and writing was done in a co-operation between the authors of Paper II, in a way where the present author was responsible for approximately 90% of the work.

In Paper III, the present author contributed on designing the educa-
tional interventions and designing the research. In data collection, co-operation was received from the second author of Paper III. Data-analysis, literature survey, as well as writing the paper was conducted by the present author approximately by 75%.

In Paper IV, the second author provided valuable co-operation in most phases of conducting the research including research design, data collection, data analysis, and writing. Most part of the work, with an overall rate beyond 80%, was conducted by the present author.

In Paper V, research design, and data collection was conducted approximately 60% by the present author. Data collection included co-validation of course learning outcomes between the authors of Paper V, and collecting survey results as well as observation notes, and arrangements related to the controlled research setup. Data analysis, literature survey, and writing was done by the present author with an overall workload of 80%, leaving approximately 20% for the second and third authors.
Chapter 5

DISCUSSION AND CONCLUSIONS

In context $C_{UH}$, the research and design of a learning environment, based on a theoretical framework of creativity, intrinsic motivation and deep approaches to learning, combined with robotics as a learning tool, yielded a number of interesting insights into students’ learning in an opened learning environment. A couple of findings, however, rise above the others.

Firstly, the learning environment together with the robotics toolkit did offer students a rich assortment of computer science related problems, which did attract a number of students of varying personal interests. Partly based on it’s novelty value, the robotics toolkit also offered a powerful trigger for motivation to enter the course. Secondly, the learning environment made it possible for students to choose such project management approaches, and to focus their efforts on their preferred specific sub-problems of a project in ways, which are not always supported in typical university courses in context $C_{UH}$.

Several phenomena were connected to the free selection of project management, problem management, problem discovery, and problem solving approaches. From the learning environment’s part, the above factors were found to have an impact on students’ intrinsic motivation. On the other hand, intrinsic motivation was affected by students’ conceptions of learning in computing, which confirmed results from previous research. In the best cases a student learned to deal with the extended autonomy by self-regulating the problem parameters, or by switching into an alternative problem altogether, when faced with a challenge of too high level. Thus, in this learning environment, students’ were required to take deep and surface approaches to learning and problem solving, and also to problem management.
Finally, it was found that the theoretical framework of creativity (see Table 2.1) could be successfully applied into a university course by making modifications to the learning environment (see Figure 2.1), and according to the results, the model suits such purpose well. This configuration of the learning environment, which is called learning-by-inventing, stood in direct contrast to the usual practices where the teacher gives either a list of homework problems to solve, or a larger assignment at the beginning of the semester.

In context $C_{TU}$ of this study, turning creativity theory into practice by supporting intrinsic motivation and deep approaches to learning was approached from a number of perspectives. First, a shift to an open environment was promoted by ridding a traditional model of instructivist lecturing and adding of student-centered classroom practices. Since students of context $C_{TU}$ were used to more closed environments where the teacher is in full control, the changes in mindsets did not happen overnight. Second, changing the group work dynamics without destroying well-functioning group work spirit proved not to be an easy task. The results showed that cultural ways of working in groups offer benefits when the help, which students are willing to give each other is manifested in productive ways. However, group work strategies may also hinder learning of some group members, if a group focuses on utilizing the skills of the most competent group members.

Thirdly, classroom practices such as development of coding-while-lecturing practices worked well in forcing students out of rote memorizing learning approaches. However, again it was found that students need time and space to become more active and reflective in the classroom, since they are used to different modes of teaching and learning. Fourthly, an adaptable model of exercises ensured students’ experiences of feelings of success. Each student was able to go hands-on and get the sense of competence and grounds for cognitive development. Fifthly, selecting the proper amount of guidance to students’ homework environment proved to be an important variable, which affects the students’ learning. However, although the observation notes, as well as the opinions of researchers, teachers, and students all spoke exclusively in the favor of guided learning, the quantitative results showed no statistically significant difference in the learning outcomes between guided and unguided groups.

In addition to results from practical teaching approaches, a number of contextually relevant variables, which affect students’ learning were revealed by this study. Firstly, the results show, that need for supplementary teaching in deep learning and problem solving skills is an important addi-
tional learning objective in this learning environment. The issue is partly caused by background factors, such as a lack of proper science and math teaching in primary and secondary education in Tanzania. During their programming studies, students were found to be switching between their new (deep processing) and old (surface processing) approaches to learning.

Secondly, the need to increase the support on intrinsic motivation was recognized by the study. It was also revealed that the underlying factors impacting the motivation may be more complicated than a proposed dual-component model consisting of the lack of feelings of competence and a low perceived value of programming. Thirdly, group work dynamics issues were recognized as important both by the students and by previous teachers. However, students were found to hold protective attitudes towards their own group and themselves. Fourthly, language problems were identified as an important issue. Fifthly, cultural differences regarding classroom pedagogy and other teaching arrangements especially concerning foreign teachers was identified as an important issue. Sixthly, additional factors include a serious lack in availability of computers, other facilities, and resources in general.

5.1 Future Suggestions

In context $C_UH$, one important question for further exploration is related to learning objectives. This research showed, that students’ skills in coping in a more open environment varied. All students are professionals in passing computer science courses, where problems are given by someone, they are clearly articulated, there are supportive materials available, and there is often at least one correct solution for each problem. Some students were able to cope well in a more open environment and learned to set and revise their own problems, while some students considered something to be wrong. In the future, a number of new configurations for a learning environment could be designed and researched. Those learning environments would—in the best case—encourage students to invent, to follow their own interests, and teach them to set their own learning objectives, and assessment tasks.

Teaching software development by utilizing the software engineering model is optimized to minimize risk. However, teaching to avoid risk-taking may prevent the development of creativity, since inventing involves taking risks. In addition, students often possess their own ideas and approaches to solving certain computing problems, which the learning environment should update. If the learning environment does not promote and require risk-taking with new ideas, conceptual change is not likely to happen.
In programming, this can become highly tangible. If a programmer has learned to avoid risks and knows that one’s existing habits can be used to solve a certain problem, one may not be open for learning more powerful approaches. While mastering the industry standard models is a must for information technology professionals, additional learning environments could also be provided, which would give more room for the creation of novelties. That would also require that students learn more capabilities of handling uncertain situations, and that they learn more abilities to deal with the related negative affects, such as frustration.

This study has challenged the utilization of an industry-oriented software engineering model (for example: Dugan (2011)) for learning software development. Creativity does not take place only by accident but it can be supported with existing theoretical knowledge and practical models. Following a software engineering model teaches one way of managing a set of problems, which the student is supposed to solve when designing and writing computer software. In a very open learning environment, a student has the freedom to either choose a problem management approach, which he is already familiar with, or then to invent a completely new way of working. Assuming the students to find new working strategies for themselves is a lot to ask. Thus, a more rigorous introduction and hands-on training of a creative working style should be given in the future.

The approach presented in this study is related to a number of commonly known approaches such as Problem Based Learning (PBL), Project Based Learning, and Progressive Inquiry (see for example: (Hmelo-Silver, 2004, Jonassen, 2000, Hakkarainen, 2003, Barron et al., 1998)). The common denominator of these approaches is the upgraded role of the teacher. Instead of giving direct instruction and knowledge the teacher facilitates, and coaches the learning process. Realistic, open-ended cases and project goals are emphasized in the abovementioned approaches. In the context of computing education, the learning-by-inventing approach provided in this study has extended other common student-centered approaches by granting students freedom in setting their own learning objectives, and by focusing explicitly on inventing and creativity.

In context $CUH$, this thesis proposes several options for further studies. First, better support structures for teaching of a creative working process should be explored. Second, the reasons why some students performed better and felt more comfortable in the open learning environment compared to other students poses many important research questions. The interplay between creative problem solving, a student’s success in other studies (GPA), and psychological characteristics, combined with phenomena of so-
cial interaction together form a complex construction with many possible hypotheses and research questions for further investigations.

In context $C_{TU}$, this thesis has focused on researching the development of introductory programming education.

During the short history of developing teaching of computer programming in context $C_{TU}$, teaching of programming has predominately been the responsibility of foreign visiting experts. The foreigners have brought in their own pedagogical approaches and teaching techniques, as well as their pedagogical biases. While many of their teaching efforts have shown positive signs, still the present approaches have not worked very well for students of context $C_{TU}$. Some intentional revisions to the learning environment have been made. However, generally speaking, the current approaches have not resulted in satisfactory learning outcomes in programming courses.

Several suggestions for facing the challenges in teaching and learning programming can be made. Firstly, research efforts should be put on designing learning materials and exercise tasks, which would be aligned properly with the needs of the students. Secondly, emphasis should be put on design and research of other possible support structures and scaffolds in the learning environment. In this track of research and development acts, one important direction is the search for efficient guided environments, such as instructed exercise sessions. Such exercise sessions should utilize the top performing programming students from previous classes as teaching and research assistants, which is a widely utilized and well approved practice in universities worldwide. Other directions include studying of visualization platforms, automatic assessment, and MOOC-based interventions.

Thirdly, it is important that all development, teaching, and research acts are not isolated to programming courses only, but they must be systematically aligned with other courses of the BSc in IT graduate program. All development and research acts must be planned in co-operation with the university administration, which for example needs to accredit the steep increment of allocated practice hours in certain courses, as well as the utilization of grading methods and other arrangements, which may differ from the standard regulations of the university.

Finally, maybe the most important thing is, that the teaching acts in relation to programming courses are not sufficient alone, but must be extended with increased amount of research acts, also. This means, that basic education research is required for better understanding the educational context, as well as the students. Equally important is to add applied education research, which is essential for gaining better understanding of best
practices in programming education by systematically testing the impact of different educational interventions with scientific methods.
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