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Abstract

Neutron irradiation induces structural nano-scale changes in steels that in the long term cause degradation of the mechanical properties of the materials. These processes are important to understand to e.g. ensure the integrity of the steel wall of the reactor pressure vessel during the operational lifetime of a nuclear power plant. In this thesis, some of the irradiation defects have been studied by using as a model alloy the iron-carbon (Fe-C) system, as iron and carbon are the basic elements in any steel.

The interactions between C and vacancy (V) clusters and between C and self-interstitial atom (SIA) clusters have been studied using Molecular Dynamics simulation techniques. This way C-V clusters, such as C₂V and CV₂, able to trap large SIA clusters, have been identified and characterized. The interaction of SIA clusters, represented by toroidal absorbers, and straight dislocations with point defects, migrating in a 3D or 1D regime, have also been studied by calculating the sink strength, using Object Kinetic Monte Carlo (OKMC). Good agreement with theory is found for both toroidal absorbers and straight dislocations. It is also found that the master curve for the 3D to 1D transition is well reproduced for toroids and fairly well for dislocations. The master curve can thus be said to be valid for any shape of absorbers. It can also be concluded that OKMC takes correctly into account the sink strength of absorbers of any shape.

Using the results from the MD studies of the characterisation of irradiation defects and the latest data collected from other MD, \textit{ab initio}, Atomistic Kinetic Monte Carlo and rate theory studies in the literature, an OKMC model for the irradiation-induced nanostructure evolution in Fe-C has been constructed. The model was validated by reproducing experimental data in terms of vacancy and SIA cluster densities and mean sizes from irradiation experiments at low (340 K) and high operational temperature of light water reactors (560 K), as well as reproducing experimental data from an experiment of post-irradiation annealing up to 700 K. The new model has allowed a deeper understanding of the effect of carbon on the irradiation defect evolution. It was found that the effect of the immobile C-V complexes can be introduced using generic traps for SIA and vacancy clusters. These generic traps have a binding energy that depends on the size of the trapped cluster, which is supported by previously performed atomistic studies. Different trap regimes need to be used at low and high temperatures to account for the different populations of 1/2\langle111\rangle and \langle100\rangle SIA loops at different temperatures, as
observed in previous TEM studies. The traps are found to have an important function as nucleation points that promote the growth of larger clusters.

The nanostructure evolution model, which is the main result of this thesis, is fully based on physical considerations and only uses a few parameters for calibration. The model is found to be capable of reproducing the experimental trends both at 340 K, 560 K and for annealing up to 700 K; thereby providing insight into the physical mechanisms of importance to determine the type of nanostructural evolution undergone by Fe alloys during irradiation.
Common abbreviations

- **appm**: Atomic parts per million
- **APT**: Atom-Probe Tomography
- **BWR**: Boiling Water Reactor
- **bcc**: Body-centred cubic
- **C**: Carbon
- **Cu**: Copper
- **DBTT**: Ductile-to-brittle transition temperature
- **dpa**: Displacements per atom
- **Fe**: Iron
- **EAM**: Embedded-atom method
- **fcc**: Face-centred cubic
- **KMC**: Kinetic Monte Carlo
- **LWR**: Light Water Reactor
- **MD**: Molecular Dynamics
- **MMC**: Metropolis Monte Carlo
- **Mn**: Manganese
- **N**: Nitrogen
- **Ni**: Nickel
- **OKMC**: Object Kinetic Monte Carlo
- **PAS**: Positron Annihilation Spectroscopy
- **PWR**: Pressurized Water Reactor
- **RPV**: Reactor pressure vessel
- **RT**: Rate Theory
- **SANS**: Small-Angle Neutron Scattering
- **SIA**: Self-interstitial atom
- **TEM**: Transmission Electron Microscope
- **V**: Vacancy
- **VVER**: Vodo-Vodyanoi Energetichesky Reactor
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Chapter 1

Introduction

In 1951, four light bulbs at the National Reactor Testing Station in Idaho were lit by the world’s first electricity generated by nuclear power, using the Experimental Breeder Reactor I (EBR-I), a liquid metal cooled fast reactor [1]. Ever since then, nuclear power has been an important way of generating electricity. In 2010, 428 nuclear power plants existed in 30 countries and they produced about 16% of the global electrical power supply or 370 GW [2]. In Finland, four nuclear power plants are connected to the grid and they produce 30.6% of the national electrical power supply (2011) [3]. A fifth reactor is currently under construction in Olkiluoto, which will further increase the nuclear energy supply. Belgium has seven reactors, which produce more than half of the national electricity, and France has 58 reactors, producing 77.7% of the national electricity (2011) [3], to pick a few examples. Nuclear energy is important in the modern society, as it is dependent on cheap electricity: The total cost of nuclear generated electricity is on average only 0.034 EUR/kWh (2009) [2]. Nuclear energy also has a very low carbon footprint and does not generate any long-lived greenhouse gases, like CO2 or CH4, which are believed to be major contributors to the serious environmental issue of the global warming [4].

Nuclear power plants are usually categorized into different generations [5]: To Generation I are counted the prototype reactors built in the 1950s–1970s. Most of them are now decommissioned. Generation II (1970s–1990s) constitutes most reactors that are in use today, including the Boiling Water Reactors (BWR), the Pressurized Water Reactors (PWR), the CANada Deuterium Uranium reactors (CANDU), the Russian reactor designs of Vodo-Vodyanoi Energetichesky Reactor (VVER or sometimes WWER) and Reaktor Bolshoy Moshchnosti Kanalniy (RMBK), and the Advanced Gas-cooled Reactor (AGR). Generation III (1990s–2010) is the current state-of-the-art of nuclear reactor design. This generation has, among other things, improved safety compared to Generation II reactors. The European Pressurized Reactor (EPR), which is the design of the reactor now being built in Olkiluoto,
Finland, belongs to this generation. Other examples are System 80+, AP 600 and Advanced Boiling Water Reactor (ABWR). There are many new reactor designs proposed, which are divided into Generation III+ and Generation IV. Generation III+ has improved efficiency, compared to Generation III, and examples of reactors in this category are AP 1000, Advanced Pressurized Water Reactor (APWR) and Economic Simplified Boiling Water Reactor (ESBWR). In Generation IV are reactor designs that are expected to have lower constructing and operation costs, enhanced safety systems (especially passive safety systems), higher energy production efficiency, resistance to proliferation issues and reduced volumes of radioactive waste. They are expected to be available after 2030 [5]. Fusion reactors are not included in the generations, but a lot of research is currently on-going in this form of nuclear power technology as well. The first prototype reactor large enough to produce excess electricity is currently under construction in Cadarache, France, and planned to be finished 2020 [6]. The advantages with fusion, compared to the fission technologies, are that the fuel materials are deuterium and tritium, which are elements found abundantly in sea water, and the fusion power plants will produce almost no radioactive waste.

Many of the Generation II reactors were built in 1965–1980 and have now reached, or are approaching, the end of the designed life-time, which is normally 40 years. Since it is expensive and sometimes politically difficult to build new nuclear power plants to replace the old ones, the life-time of many Generation II nuclear power plants have been prolonged. In order to do so, the safety and integrity of the reactors have to be ensured. Neutron irradiation during the operation of the nuclear power plant is known to induce nano-scale defects in the steels of the reactor and cause hardening and embrittlement of the materials. Especially the reactor pressure vessel (RPV), that contains the fuel assemblies, is vulnerable to this kind of degradation, as it is extremely hard and expensive to repair or replace. The life-time of the RPV and the rate of the degradation processes in the steel it is made of will thus in effect determine the life-time of the whole power plant.

The degradation of the RPV steels can be assessed by mechanical testing of surveillance capsules, made of the same steels as the RPV and placed nearer to the core of the reactor. The capsules thus endure a higher irradiation flux than the RPV wall and the degradation rate will thus be faster, allowing an estimation of the hardening and embrittlement rate of the RPV walls. The number of surveillance capsules is, however, limited and especially towards the end of the designed life-time of the reactor, other means of ensuring the integrity of the steels have to be adopted.

Deeper understanding of the physical processes driving steel degradation is expected to contribute to define adequate integrity assessment plans beyond the surveillance. Computer simulations have been an essential tool in materials science for more than sixty years. Simulations enable a deeper understanding of the underlying physical processes in materials, that are not always possible to study with experiments. Simulations can thus also contribute to the interpretation of experimental results.
In multi-scale modelling, different computer simulation techniques are used to simulate the processes of the materials on different levels, ranging from the atomic to the macro scale. By using results from high-accuracy small-scale simulations as input to other more approximative, but large-scale, simulations, a multi-scale model can potentially be built to understand macro-phenomena, such as hardening and embrittlement of steels under irradiation. Such a model has to be built step by step, beginning from a thorough understanding of the atomic interactions and the atomic-scale irradiation defects in the materials; followed by an understanding of the nanostructure evolutions, i.e. the change in densities and size distributions of populations of nanometre-sized defect clusters over time, in simple model alloys, such as pure Fe and Fe-C. After that, other elements, such as Cu, Ni and Mn can be added until a complete model for the nanostructure evolution of the RPV steels under irradiation can be constructed. When the nanostructure evolution is known, these results can be used in higher order simulations, such as Dislocation Dynamics and Finite Elements. The final goal is to understand macroscopic changes in mechanical properties of the materials, such as the irradiation-induced hardening and embrittlement of the steels. This is the aim of the European PERFORM60 project of the 7th Euratom Framework Programme [7], which this thesis research project has been a part of.
Chapter 2

Purpose and structure of this study

The purpose of this thesis is to develop a computer model for the radiation-induced nanostructural evolution in Fe-C systems, the base alloy for any steel. The model makes use of the Object Kinetic Monte Carlo (OKMC) simulation method to simulate the long-term (from days to decades of years) evolution of irradiation defects, whose characteristic parameters are obtained by other simulation methods, such as Molecular Dynamics (MD) simulations, which are also used in this thesis. In particular, the interactions between carbon and vacancy clusters and carbon and SIA clusters have been simulated. The results obtained with the model can be used by other simulation techniques, such as Dislocation Dynamics and Finite Element simulations, to estimate the long time scale embrittlement and hardening processes in RPV model alloys and in the long term contribute to the development of a model for the degradation of RPV steels under irradiation.

This thesis contains five papers, of which four are published or accepted for publication in the international peer-reviewed Journal of Nuclear Materials and one is submitted to the same journal. The papers are numbered I–V and included after this summary. The structure of this summary is as follows: In this chapter, all publications are shortly presented, as well as the specification of the author’s contributions. In Ch. 3 is an overview of reactor pressure vessel steels and irradiation damage in metals in general and in particular in Fe-C. In Ch. 4, the computational methods, MD and OKMC, are presented in detail. Ch. 5 summarizes the work to characterize and parameterize the irradiation defects in Fe-C. In particular, MD studies of the interaction between carbon and vacancy clusters and carbon and self-interstitial atom clusters are discussed, as well as OKMC calculations of the sink strength of dislocations and dislocation loops. In Ch. 6, the OKMC model for the nanostructural evolution under irradiation is presented, followed by the simulation results and applications of the model. Finally, the summary and perspectives of the thesis are given in Ch. 7.
2.1 Summaries of the original publications


This work is dedicated to understanding the interaction of carbon-vacancy complexes with glissile dislocation loops, which form in Fe, Fe-based alloys and ferritic steels under irradiation. We apply large scale atomistic simulations coupled with the so-called ‘metallic-covalent bonding’ interatomic potential for the Fe-C system, known to be the most consistent cohesive model available today. With these techniques we have studied (i) the stability of vacancy-carbon clusters; (ii) the interaction of octahedral carbon with 1/2⟨111⟩ loops; (iii) possibility of the dynamic drag of carbon by 1/2⟨111⟩ loops and (iv) the interaction of 1/2⟨111⟩ loops with the most stable vacancy-carbon clusters expected to occur under irradiation. Finally, we have shown that carbon-vacancy complexes act as strong traps for 1/2⟨111⟩ loops.


The sink strength of dislocations and toroidal absorbers is calculated using Object Kinetic Monte Carlo and compared with the theoretical expressions. We get good agreement for dislocations and loop-shaped absorbers of 3D migrating defects, provided that the volume fraction is low, and fair agreements for dislocations with 1D migrating defects. The master curve for the 3D to 1D transition is well reproduced with loop-shaped absorbers and fairly well with dislocations. We conclude that, on the one hand, the master curve is correct for a wide range of sinks and that, on the other, OKMC techniques inherently take correctly into account the strengths of sinks of any shape, provided that an effective way of appropriately inserting the sinks to be studied can be found.

The Object Kinetic Monte Carlo technique has proven capable of simulating in a realistic and quantitatively reliable way a whole irradiation process. We have developed a model for simulating Fe-C systems using a physical description of the properties of vacancy and self-interstitial atom (SIA) clusters, based on a selection of the latest data from atomistic studies and other available experimental and theoretical work from the literature. Based on these data, the effect of carbon on radiation defect evolution has been largely understood in terms of formation of immobile complexes with vacancies that in turn act as traps for SIA clusters. It is found that this effect can be introduced using generic traps for SIA and vacancy clusters, with a binding energy that depends on the size of the clusters, also chosen on the basis on previously performed atomistic studies.

The model proved to be suitable to reproduce the results of low (<350 K) temperature neutron irradiation experiments, as well as the corresponding post-irradiation annealing up to 700 K, in terms of defect cluster densities and size distribution, when compared to available experimental data from the literature. The use of traps proved to be instrumental for our model.

**Paper IV: OKMC simulations of Fe-C systems under irradiation: sensitivity studies**  
V. Jansson and L. Malerba. Submitted to *Journal of Nuclear Materials*.

This paper continues our previous work on a nanostructural evolution model for Fe-C alloys under irradiation, using Object Kinetic Monte Carlo modelling techniques. We here present a number of sensitivity studies of parameters of the model, such as the carbon content in the material, represented by generic traps for point defects, the importance of traps, the size dependence of traps and the effect of the dose rate.

**Paper V: The nanostructure evolution in Fe-C systems under irradiation at 560 K**  

This work extends our Object Kinetic Monte Carlo model for neutron irradiation-induced nanostructure evolution in Fe-C alloys to consider higher irradiation temperatures. The previous study concentrated on irradiation temperatures < 370 K. Here we study the evolution of vacancy and self-interstitial atom (SIA) cluster populations at the operational temperature (∼560 K) of light water reactors, by simulating specific reference irradiation experiments.
The model had to be adapted to account for the existence of two kinds of SIA clusters, \( \frac{1}{2}(111) \) and \( (100) \), as observed in electron microscopy examinations of Fe alloys neutron irradiated at the temperatures of technological interest.

The model, which is fully based on physical considerations and only uses a few parameters for calibration, is found to be capable of reproducing the experimental trends, thereby providing insight into the physical mechanisms of importance to determine the type of nanostructural evolution undergone by the material during irradiation.

### 2.2 Author’s contribution

The author set up and carried out all simulations in Paper III and IV. In Paper V, the simulations were supervised by the author and the analysis scripts were written by the author. Paper III–V were written by the author. In Paper II, the author wrote all parts and carried out all simulations, except the parts concerning the dislocations. In Paper I, the author set up and carried out the MD calculations of the interaction and dissociation energy of a carbon atom with vacancy clusters and the interaction of carbon with the 7-SIA cluster.

### 2.3 Other publications by the author


Molecular Dynamics study on the the effect of helium (He) on the irradiation damage in tungsten (W) after displacement cascades. It was found that the overall effect of He in interstitial positions was to increase the amount of damage, while He in substitutional positions reduce it, due to the effect He has on the recombination of tungsten interstitials.
Chapter 3

Irradiation damage in Nuclear reactors

Light Water Reactors (LWR) are thermal reactors that use normal water as coolant and neutron moderator, as opposed to heavy water. The fuel is composed of fissile elements, such as uranium or, to a much lesser extent, plutonium. The two most common Generation II types of reactors are Boiling Water Reactors (BWR) and, especially, Pressurized Water Reactors (PWR). Schematic overviews of the basic principle for electricity generation for BWR and PWR are shown in Figs. 3.1 and 3.2, respectively. The main difference between the two reactor types are that PWR use two separate coolant circuits, while BWR only use one.

The central part of an LWR is the reactor pressure vessel (RPV), inside which the fuel assemblies are placed, forming the core of the reactor, and where the fission reactions take place, as shown in Fig. 3.3. The integrity of the steel wall of the RPV is of paramount importance for safety reasons, as it is the most important barrier to contain the radioactive material. Surrounding the RPV is still an outer containment structure as the last physical barrier of safety. The RPV is usually cylindrical in shape, made of low alloy bainitic steel. Internally, the surface is cladded with about 5 mm layer of austenitic stainless steel, such as Type 308/309, for corrosion protection. Typical dimensions of a RPV are 430 tonnes in weight, 12 m in height and an inner diameter of 4.4 m with a wall thickness at the core belt.

Figure 3.1: Schematic overview of the BWR [8].
line region of 180–250 mm. At the top of the RPV are coolant inlet and outlet nozzles with diameters of about 1.5 m [10].

The scale of the RPV can better be seen in Fig. 3.4, that shows the RPV of the American Shippingport Atomic Power Station in Beaver County, PA, during transportation in 1956. The large size of the RPV means that it is nearly impossible or economically unfeasible to replace it and subsequently the lifetime of the RPV will determine the lifetime of the nuclear power plant. Due to the neutron irradiation, about 0.1 displacements per atom (dpa) are accumulated in the vessel during 40 years of operation, leading to embrittlement and hardening of the steel wall of the RPV. In a worst case scenario, loss of coolant, while under significant pressure, will induce large thermal stresses in the material with cracking and catastrophic failure as a possible outcome. The risk is especially high if the steel is cooled under the ductile-to-brittle transition temperature (DBTT). A good understanding of the embrittlement processes of the RPV steel under irradiation and the temperature at which brittle fracture may occur is thus of utmost importance.

The degradation of the RPV steels are monitored by the use of surveillance capsules of steels identical to those used for the construction of the vessel (base and weld material). The capsules are mounted nearer to the core and thus will endure a higher neutron irradiation flux. Typically, a capsule will accumulate after 10 years as much fluence as the wall will accumulate during 30 years of operation. The capsules are periodically tested for tensile strength, ductility, Charpy notched bar, tensile “dog-bone, and fracture mechanical properties. This way the rate of degradation of the actual RPV wall can be estimated [10]. However, the number of capsules is limited and therefore the number of possible tests are limited too. In particular, the availability of capsules for tests beyond the original designed lifetime of the reactor is limited so that there is a lack of data for extrapolation to high dose (~0.2 dpa). It is in this context that the development of physical models, such as applying a multi-scale modelling approach, becomes of interest [13].

Figure 3.2: Schematic overview of the PWR [9].
Figure 3.3: Schematic overview of the RPV and the core [11].

Figure 3.4: The RPV of the Shippingport Atomic Power Station, PA, USA, during transportation in 1956 [12].
Figure 3.5: Schematic diagram showing the Charpy V notch impact toughness as a function of temperature for unirradiated and irradiated steels and the change of the upper shelf energy (USE) due to irradiation.

3.1 RPV steels

The RPV is made of ferritic-bainitic low alloy steels with bcc structure. The most common steels used in western nuclear power plants are manganese-molybdenum-nickel (MnMoNi) steels, similar to the ASTM A533B1 or ASTM A508-3 specifications. Another alternative is the manganese-molybdenum-chromium (MnMoCr) steel A508-2. In Germany, 22NiMoCr37 or 20MnMoNi55 steels are used and in France 16MnD5. In USA, steels such as SA-533 Grade B: Class 1, SA-508: Grade 2 are used [10, 14]. Eastern designs, such as VVER-440 and VVER-1000, use chromium-molybdenum-vanadium (CrMoV) steels under the specification 15Ch2MFA. Iron (Fe) and carbon (C) are the most important elements as they are the base element in any steel and therefore also in RPV steels. Other important elements are copper (Cu), phosphorus (P), nickel (Ni), silicon (Si) and manganese (Mn). For an overview of the chemical composition of different RPV steels, see [14]. In the initial microstructure of the RPV steels, ferritic, tempered martensitic or bainitic microstructures are usually found: cementite (Fe₃C), Mo₂C, M₂₃C₆, M₇C₃, V(CN) and other carbides or carbo-nitrides, depending on the alloy type and heat treatment of the steel [15].

The RPV steels initially have high fracture toughness. However, irradiation during power plant operation leads to increased tensile strength or hardening and reduction in ductility. Irradiated RPV steels have the impact energy curve shifted to higher temperatures and the upper shelf energy is lowered when the impact toughness is measured in a Charpy V test (see Fig. 3.5). Also the DBTT is raised due to neutron irradiation; a phenomenon known as radiation embrittlement [14]. Hardening will also result in a change of the tensile properties, as can be seen in a stress-strain diagram (Fig. 3.6), where the yield stress and ultimate tensile strength are increased with increased neutron fluence.
The most important factors for embrittlement and hardening are the neutron field (neutron flux, flu-ence and energy spectrum); the irradiation temperature; impurities, such as Cu and P; and alloying elements, such as Ni and Mn. The most important factor of the neutron field is the neutron fluence, where already a fluence of $10^{22}$ m$^{-2}$ ($E > 1$ MeV) has an influence on the hardening and embrittle-ment. The temperature is important as irradiation damage is a thermally activated process: It depends on atomic processes, such as diffusion, recombination, annihilation and segregation of defects, that all strongly depend on the temperature. Generally, higher temperature gives less irradiation damage and significantly so in the 150–400 °C (423–673 K) range. The operation temperature in a LWR is usually somewhat less than 300 °C (573 K) [16]. Cu, Ni and P have been shown to enhance irradiation embrittlement significantly, which is why these elements have been restricted to below 0.1 wt% for Cu and 0.020 wt% for P in RPV steels. Ni is restricted in VVER-1000 reactors to below 1.5 wt% [17].

Irradiation produces point defects such as self-interstitial atoms (SIA) and vacancies, that can form clusters. These point defects make nano-scale changes in the alloy’s matrix that leads to hardening [18]. Embrittlement without hardening is also possible as the point defects enhance the diffusion of solute atoms, such as phosphorus, which will go to grain boundaries and change the local chemistry, thereby reducing grain cohesion. This phenomenon is called radiation induced segregation (RIS) and can change material properties, such as the strength or oxidation resistance [14, 19, 20]. Non-hardening embrittlement is measurable by Charpy or fracture mechanical tests.

Solutes can also form defects called precipitates under radiation. These precipitates can be divided into three categories: copper-rich precipitates, manganese-nickel-rich precipitates or so called ”late-blooming phases“. These clusters of solutes can be more than 1 nm in diameter. They are difficult to observe in Transmission Electron Microscopy measurements (TEM), but other experimental techniques, such as Small-Angle Neutron Scattering (SANS) and Atom-Probe Tomography (APT)
are able to identify them very clearly. The precipitates are able to pin dislocations and thus hinder their movement. The decreased mobility of dislocations leads to increased yield strength and matrix hardening, measurable by hardness tests.

The effect of irradiation hardness and embrittlement in the RPV steels can be mitigated by thermal annealing [10]. By heating the steel using e.g. electrical heating elements and hold it for 150 h and then slowly cool it again, the neutron-induced nanostructural damage will decrease and the copper-rich precipitates will grow so large that they are less effective in blocking the dislocations. Thermal annealing will thus reduce the neutron irradiation induced tensile yield stress and hardness increases and at the same time increase the fracture toughness and ductility of the material. However, such a procedure is not easily realized if not foreseen when the plant is designed. While VVERs are equipped for this annealing, PWRs are generally not.

3.2 Radiation damage in metals

Irradiation damage is caused mainly by energetic neutrons (>1 MeV) that collide with atoms in the material and interact with their nuclei. The interaction times are less than a femtosecond ($10^{-15}$ s). The irradiation effect can be divided into three main outcomes: activation, transmutation and atomic displacement [13, 21, 22]. Activation makes a previously stable atom unstable and radioactive by the absorption of a neutron in the nucleus by inelastic interaction. With transmutation, new chemical elements are created by either absorption of a neutron or emission of a particle from the nucleus, thereby changing the atomic number of the latter. This way extracted protons form hydrogen (H) and alpha particles form helium (He) impurities. Atomic displacements occur when the neutron interacts elastically with an atom, displacing it from its lattice position and forming an interstitial atom and a vacancy. Atomic displacement is the most important irradiation damage mechanism concerning the degradation of RPV steels.

The atom first hit by a neutron is called the primary-knock-on atom (PKA) and it typically starts a chain reaction where a number of other atoms also are displaced, forming a large cascade with a number of sub-cascades, as shown in Fig. 3.7 and Fig. 3.8 [23–26]. Some of the energy of the recoiling atom is lost inducing electronic excitation in the material, but if the energy transferred from the neutron to the atom after the collision is higher than the threshold energy for displacement, $E_D$, energy is also transferred via elastic and inelastic collisions with other atoms [22, 27, 28]. The deposited energy, excluding the part lost due to electronic excitations, is called damage energy, $E_D$, as it may, if high enough, cause displaced atoms to displace other atoms and therefore damage the crystal. The overall lifetime of a displacement cascade is only in the order of a few picoseconds ($10^{-12}$ s) and
the affected region is only about ten nanometres (∼10⁻⁸ m) in diameter [13]. After the cascade, stable cascade debris in the form of vacancies (empty lattice sites) and self-interstitial atoms (SIA; off-lattice atoms) or clusters of these are left in the material. These defects will have an impact on the macroscopic properties of the material [13, 19, 29–36]. The total damage, measured as displacements per atoms (dpa), is calculated according to the NRT standard (see Sec. 4.2 and Eq. (4.11)). In this work, results from MD cascade simulations with a damage energy ranging from 5 keV to 100 keV have been used (See e.g. Paper III). The RPV wall accumulates about 0.1 dpa during 40 years of operation.

![Figure 3.7: Schematic representation of the structure of a cascade.](image)

Both vacancy and SIA defects can migrate, but SIA defects generally migrate faster than vacancy defects [31, 33]. Both defects may disappear at so-called sinks, which may be dislocations, grain boundaries or free surfaces, but vacancies and SIA defects are also sinks for each other, as they will annihilate when they interact [29, 38]. If two defects of the same kind interact with each other, they will cluster. Vacancy clusters usually take a roughly spherical form and become less mobile with increased size. If they grow large enough, they will become voids, visible in TEM. Small voids and even single vacancies are detectable in pure iron and model alloys for RPV using Positron Annihilation Spectroscopy (PAS); small voids are also detected by Small-Angle Neutron Scattering (SANS) [39–41].

SIA clusters form platelets that may have different configurations and different mobilities. TEM studies have observed SIA loops with two kinds of Burgers vectors, 1/2⟨111⟩ and ⟨100⟩ (see Fig. 3.9), in neutron-irradiated pure iron [42–44] and model alloys for RPV steels [45, 46]. 1/2⟨111⟩ loops have been observed in both experiments and in MD simulations to migrate in one dimension and are said to be glissile. If they grow large enough, they will appear like dislocation loops in TEM. Small SIA
Figure 3.8: MD simulation of a displacement cascade produced by a 30 keV Xe ion on Au. A cross-section of the three-dimensional simulation box is shown at different points in time during the cascade. The temperature of the atoms, represented by spheres, are given by the colour scale. In the end, irradiation defects in the form of point defects and dislocation loops are created. [37]
clusters are not detectable experimentally, but have been simulated with MD (See e.g. [47–51]). The mobility of ⟨100⟩ loops is still debated, but it is at least a lot less than for 1/2⟨111⟩ loops [47, 50]. Whereas 1/2⟨111⟩ loops have been observed to be created in cascades in MD simulations [52–54], the origin of the ⟨100⟩ loops is also still under debate. Mechanisms for the creation of ⟨100⟩ loops by interactions between two 1/2⟨111⟩ loops have been proposed by MD and self-evolving Atomistic Kinetic Monte Carlo (AKMC) studies [55, 56]. Neither loops nor voids are generally observed in irradiated RPV steels, at least at operation conditions; most likely this happens because they do not grow large enough to be detectable [13, 19, 39–41]. Both 1/2⟨111⟩ and ⟨100⟩ loops are however commonly observed in other ferritic alloys, such as high-chromium ferritic/martensitic steels and other Fe-Cr alloys [13, 50, 51, 57, 58].

Copper-rich precipitates are common defects in irradiated RPV steels, as revealed by TEM, SANS and Atom-Probe Tomography (APT). Copper is a common element in RPV steels and almost insoluble in iron, which is why precipitates are easily formed. Other elements like phosphorus, nickel, manganese and silicon are also found in these precipitates, as well as in non-copper precipitates at high doses (>0.1 dpa) in other alloys with low or no copper content [41, 59–65].

In austenitic steels, the dominant nanostructural defect is the Frank dislocation loop. This loop is made up of SIAs oriented in a faulted configuration, making the loop sessile. The loops can only migrate after unfaulting [66]. Finally, in pure face-centred cubic (fcc) metals and austenitic steels, stacking-fault-tetrahedra defects have also been observed [67–71].

3.3 Knowledge on irradiation damage in Fe-C

Iron and carbon are the most important elements in steels. In order to understand the nanostructural evolution in any steel under irradiation, the Fe-C system needs to be properly understood first. Since
the 1960s, a relatively large number of irradiation experiments on Fe-C materials have been performed, but few experiments report data with a completeness that would make them useful for the development of an OKMC model. Due to computational restrictions on the OKMC technique, as well as in terms of relevance for the problem of RPV steel embrittlement, only experiments with neutron irradiation with a dose less than 1 dpa are of interest.

The available experiments of interest can be divided into four groups: Irradiation at below 370 K with subsequent annealing [42, 72], irradiation below 370 K (with no subsequent annealing) [44, 73–77], irradiation in a range of different temperatures [78, 79], and irradiation at the operation temperature of the RPV (∼570 K) [39–41, 43, 45, 46, 80–86]. These experiments do not only differ from each other in terms of temperature, but usually also in chemical composition, which is not always reported with the exactness needed for development of a nanostructural model. The material is usually reported as "iron" or "pure iron", but this rarely means that the material would be completely clean of other elements, like C, N, H and O, which together in some experiment were reported to be of the order of 0.1 weight per cent (wt%). The cumulative content of substitutional impurities were in some cases as high as 0.5 wt%. A detailed review of these experiments can be found in [87].

In order to be able to verify a nanostructural evolution model, the experiments with the most complete data sets for different dose and different temperatures in ranges that are feasible to simulate using OKMC had to be singled out. For low temperature, the experiments by S. J. Zinkle, B. N. Singh, M. Eldrup et al. [44, 76] provide data for "pure iron", with about 2 weight parts per million (wt. ppm) N and 15 wt. ppm C (about 80 atomic parts per million (appm) together), irradiated at 343 K to 0.23 dpa with TEM and PAS studies to reveal the nanostructural evolution for both vacancies and SIA clusters for different dose. B. L. Eyre and A. F. Bartlett [42] used iron irradiated at 333 K to 0.78 dpa that they annealed up to ∼770 K. The evolution of the SIA clusters were studied using TEM. Finally, the REVE campaign [39–41, 46, 83–86] provides data on Fe-C material irradiated at ∼560 K up to 0.19 dpa with PAS, SANS, APT and TEM studies of the nanostructural evolution at different doses. The C content is estimated to be less than 20 wt. ppm. (about 134 appm).

OKMC is able to simulate nanostructural evolution in terms of defect number density and size distributions, which can be compared directly with experimental data. Single vacancies and vacancy clusters are detectable by PAS and the number density of vacancy defects can thus be measured. PAS, however, does not distinguish between vacancy cluster sizes larger than about 50. SANS and TEM can only resolve vacancy clusters larger than size ∼50 (around 1 nm in diameter). These three techniques can thus together give a quite complete picture of the vacancies in the material.

The other important type of defect in Fe-C materials is the SIA cluster that becomes a dislocation loop at sizes visible in the TEM (around 1–2 nm in diameter). PAS and SANS can not detect SIA
defects, therefore TEM is the only option. SIA clusters smaller than the TEM resolution are thus not experimentally detectable. For the visible SIA clusters, both the number density, the size distribution and the Burgers vectors are normally reported. For iron materials irradiated at <370 K, the glissile 1/2⟨111⟩ SIA loops are dominating [44, 73–77], which will grow but keep their Burgers vector if annealed even up to 700 K [42, 72]. In iron, if irradiated at 550–600 K, however, the sessile ⟨100⟩ SIA loops are dominating [41, 45, 46, 80–83].

The migration of 1/2⟨111⟩ SIA loops have been studied both by TEM and in MD simulations. TEM show the loops to go in a fast back and forth motion in one dimension along the closed packed direction of iron and its alloys [49, 88, 89] and the same has been observed in MD simulations, as well [47, 48, 90]. However, in experiments the movements appear to be occasionally stopped by obstacles, too small to be observed in TEM [88]. Arakawa et al. [49] also estimated the migration energy of the 1/2⟨111⟩ SIA loops to be ∼1.3 eV, which is much higher than the value of 0.05 eV, given by MD simulations. The higher experimental migration energy suggested that the SIA loops are slowed down by invisible obstacles. This hypothesis was furthermore supported by OKMC simulations [91–94], that estimated that some kind of traps with a binding energy of ∼1 eV or higher to the SIA loops are needed to prevent all SIA defects to disappear to sinks, such as grain boundaries, in order to have agreement of the model with experiments. The nature of these SIA traps was still an open question four years ago, but proposed candidates were C atoms, vacancy clusters, and C-V complexes, as will be discussed in Ch. 5 and is also the topic of Paper I.
Chapter 4

Methods

Computer simulations are sometimes categorised as something between a theoretical and an experimental method. Whereas a simulation method might be based on first-principles physics, which is the case in Density Functional Theory (DFT) or *ab initio* calculations [95], usually considerable approximations are used, which means that the models need to be verified by other means, such as experiments or theoretical calculations. Computer simulations are usually faster and cheaper than doing the real experiments, that in nuclear materials science can take years to perform, and can thus make predictions to help decide which experiments are worth performing. Simulations are also able to give a more detailed picture of what is happening, e.g. on the atomic level that is often hard, if not impossible, to observe in experiments.

*Ab initio* calculations are based on first-principles physics and thus often provide quite accurate values of properties of atomic systems. The high accuracy, however, poses heavy restrictions on the size of the simulated system ($\sim 10^2$ atoms), as the calculations become very expensive in terms of CPU-time. To speed up the computing time and allow larger systems to be considered, more approximate methods, such as e.g. classical Molecular Dynamics (MD), need to be used. The exactness is decreased, but larger systems and longer time scales can be studied. Since these less accurate methods are no longer based on exact physical laws and thus no longer purely theoretical deductions from fundamental principles and equations, the results need to be verified by experiments. It is, however, not always possible to do experiments to reproduce MD results, because of differences in scales and resolutions. In that case, the results from MD simulations might be used as input to holistic higher order simulations, such as Object Kinetic Monte Carlo (OKMC), Atomistic Kinetic Monte Carlo, Dislocations Dynamics or Finite Elements, to eventually be verified by experiments. In multi-scale modelling a chain of such simulation techniques are thus constructed from highly accurate *ab initio* calculations at small time and spatial scales to higher order and more approximated simulation techniques at larger scales, until the whole chain of models can be completely verified by experiments.
In this thesis, the two different simulation techniques of MD and OKMC have been used. They will be described more in detail in the two following sections.

4.1 Molecular dynamics

Molecular Dynamics was introduced by B. E. Alder and T. E. Wainwright in 1957 [96] and a few years later independently by A. Rahman [97]. It is a simulation method that considers the movements and interactions of atoms or molecules or any system of roughly spherical objects such as e.g. atoms or planets by solving Newton’s equations of motion. The forces between the particles need to be given in the form of an inter-particle potential. On the nano-scale, which is the relevant scale for this thesis, systems of up to $10^9$ atoms can be simulated with MD.

The general MD algorithm is described in Fig. 4.1. The first step is to give all $N$ atoms initial positions $r_i$ and velocities $v_i$. The positions are normally given according to the crystallographic lattice of the material, such as body-centred cubic (bcc) or face-centred cubic (fcc). The velocities are randomly distributed to the atoms according to the Maxwell-Boltzmann distribution and the given initial temperature of the system. In the second step all forces $f_i(r_i)$ are calculated.

In the third step the new positions, $r_i(t_{n+1})$, and velocities $v_i(t_{n+1})$ are calculated for an incremental increase of time, $t$, by a time step $\Delta t$, and by solving Newton’s equations of motion. The equations of motion for a system with $N$ atoms may be solved using the Lagrangian or the Hamiltonian formalism. The Lagrangian general equation of motion is [98]

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = 0,$$

(4.1)

were $q_i$ is the generalized coordinate of atom $i$, $\dot{q} = \frac{dq}{dt}$ and

$$L(q, \dot{q}) = K(q, \dot{q}) - V(q, \dot{q})$$

(4.2)

is the Lagrangian function, that is the difference between the kinetic energy, $K$, and the potential energy $V$. Using Cartesian coordinates, we get that

$$q_i = r_i,$$

(4.3)

$$K(r) = \sum_i^N \frac{1}{2} m_i \dot{r}_i^2,$$

(4.4)

$$V = V(r)$$

(4.5)
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Figure 4.1: The outline of the MD algorithm.
and the resulting equations of motion become

\[ m_i \ddot{r}_i = \nabla_{r_i} L = -\nabla_{r_i} V(r_i) = f_i \]  

(4.6)

where \( f_i \) is the force acting on atom \( i \) and \( V(r_i) \) is the interatomic potential.

The Lagrangian or Newtonian formalism thus gives a system of \( 3N \) equations of 2nd order ordinary differential equations, that may be solved e.g. using the Verlet-Størmer algorithm [99, 100].

The time step, \( \Delta t \), is usually constant throughout the simulation and needs to be chosen small enough to keep the energy conserved in the system. A normal value of the time step is 1–4 fs. A smaller time step makes the simulation more accurate, but increases the duration of the simulation. It is needed only to treat cases of fast atomic motion, such as in the case of the first phases of displacement cascades.

After the time, \( t \), is increased with the time step, \( \Delta t \), the desired physical quantities of the system are evaluated, such as the temperature, the number of clusters and their energetic properties, or, depending on the statistical ensemble used in the simulation, the total energy or pressure of the system.

The algorithm described above refers to the simulation of a NVE system, a microcanonical ensemble, where the number of atoms, \( N \), the volume, \( V \), and the energy, \( E \), are conserved. This is the simplest ensemble to simulate. For systems where the energy is not conserved, as in e.g. cascade simulations, other ensembles are used, such as NPT (isothermal-isobaric), where \( P \) is the pressure; NVT (canonical ensemble) or \( \mu \)VT (grand canonical ensemble), where the chemical potential, \( \mu \), is conserved. To obtain average values like the temperature and the total energy, the statistical average of the ensemble is assumed to equal the time averages of the system, according to the ergodic hypothesis [101].

The simulation cycle is repeated step two to six until the maximum time \( t = t_{\text{max}} \) has been reached, at which point the simulation stops.

The main constraints of the MD method is the availability of CPU-time. Effectively, atomic systems are restricted to be of a few tens of million atoms at most, as the CPU-time increases as \( O(N^2) \). Using a cut-off of the inter-atomic interaction ranges, it can be reduced to \( O(N) \). Simulated times above \( t = 100 \) ns are also hard to reach. The constraint on the system size is partly overcome by using periodic boundary conditions, where the simulation box is mirrored in \( x, y \) and \( z \) direction, to simulate bulk material (of infinite amount). The simulation box still needs to be large enough to avoid boundary artefacts, such as e.g. an atomic cluster interacting with its own mirror image. Finally, the MD method is dependent on the availability of reliable interatomic potentials to correctly simulate a particular system.
4.1.1 Interatomic potentials

The central step of the MD algorithm is to solve Newton’s equations of motion, Eq. (4.6). These equations assume the nuclei to be point-like classical particles. The electrons are assumed to be so rapid and light-weight compared to the nuclei, that their explicit motion can be disregarded using the Born-Oppenheimer approximation [102]. This approach of using classical dynamics, instead of the more accurate approach of quantum mechanics, is to a degree corrected by the interatomic potentials that describe all the forces between the atoms based on the ground state of the electronic system. These potentials are either based on experimental or theoretical ab initio data or more often a mixture of the two. The quantum mechanical effects will thus be included in the over-all description of the system that the potential provides.

A classical potential can be written as

\[ V = \sum_i V_1(\mathbf{r}_i) + \sum_{i,j} V_2(\mathbf{r}_i, \mathbf{r}_j) + \sum_{i,j,k} V_3(\mathbf{r}_i, \mathbf{r}_j, \mathbf{r}_k) + \ldots \]  \hspace{1cm} (4.7)

where \( V \) is the total interatomic potential, \( V_1 \) is the single particle potential that considers external forces on particle \( i \), \( V_2 \) is the pair potential between two atoms \( i \) and \( j \), and \( V_3 \) the three-body potential, that might have angular dependencies. Higher order terms, such as four- and five-body potentials are sometimes used for chemical and biological applications. The simplest potentials only consider the two first terms. \( V_3 \) is included in some potentials for increased accuracy, but it will also make the computations longer. \( V_2 \) and \( V_3 \) are enough to describe the basic mechanical and structural properties of most elements and simple compounds.

The only pairwise potential used in this work is the Fe-C potential by R. A. Johnson et al. [103] (See Paper I). The Fe-Fe part is from [104] and then modified in [103] to allow for impurities of C and N. The two-body central force is designed to match the elastic modulus: sharply repulsive at close separation and goes to zero halfway between the second and third neighbouring atoms. The potential is fitted to reproduce the C migration energy, the experimental activation volume, defined as the difference in volume between a crystal in an energetically stable configuration and in a saddle point configuration, experimentally measured to be essentially zero [105–107]; and the binding energy between a C atom and a vacancy. The migration path for the carbon atom is the straight line from one octahedral point to another with the tetrahedral position as the saddle point. The potential approximates the experimental value of the energy of a C in solution in Fe relative to Fe3C and gives the correct relaxation strength for internal friction, but does not correctly reproduce the formation volume.

Embedded-atom method (EAM) type potentials approximate the material by a homogeneous gas of free electrons and a constant density derived from the nuclei. The atoms are thus embedded in
this model material, called jellium. EAM is a semi-empirical method, suitable for metallic systems with no directional bonding. Covalency, significant charge transfer and Fermi-surface effects are not considered. However, EAM potentials are an effective way to calculate the structural and energetic properties of metals [108].

Two EAM potentials for Fe-C are used in Paper I: one by C. S. Becquart and J. M. Raulot et al. (henceforth the Raulot potential) [109] and one by D.J. Hepburn and G. J. Ackland [110]. Both potentials use the Fe-Fe part by G. J. Ackland et al. [111], which is also of EAM type and known to be one of the best potentials for describing pure Fe and its lattice defects. The Raulot potential is a many-body potential fitted to ab initio data for Fe-C and C-C interactions in low concentrations of C in Fe. The potential was especially designed to reproduce the energy and forces acting on C atoms in tetrahedral and octahedral positions (Cf. 4.2). The Hepburn potential, also a many-body potential addressing Fe-C and C-C interactions, was developed to give correctly the interactions between C and SIA defects and the correct energetics of carbon-vacancy complexes, such as C_V and CV_2; it correctly describes the angular dependent carbon-carbon interaction in bulk Fe and correctly reproduces a strong repulsion of carbon in the vicinity of a ⟨110⟩ dumbbell and the correct solvation energy of C in Fe, as obtained by ab initio calculations.

The Johnson potential has been used in a large number of studies of the interaction of 1/2⟨111⟩{110} edge dislocations, SIA clusters and vacancies with carbon [112–114]; making it a good reference potential, even though it does not take into account C-C interactions. The potential also significantly underestimates the solvation energy of C in Fe, i.e. the difference in the crystal energy with and without a C atom, giving 1.32 eV. The Raulot potential gives the overestimated value 10.05 eV, whereas the Hepburn potential correctly reproduces the ab initio value, 6.27 eV [110, 115]. The Raulot potential
reasonably reproduces the C-C interaction in comparison with \textit{ab initio} data, but predicts a strong positive C-(110) dumbbell binding energy, whereas it should be negative according to \textit{ab initio} calculations. The same problem occurs with the Johnson potential.

4.2 Object Kinetic Monte Carlo

The Monte Carlo Method was introduced by Stanislaw Ulam, John von Neuman and Nicholas Metropolis at the end of World War II at Los Alamos National Laboratory in New Mexico, USA, to study the diffusion of neutrons in fissionable materials [102, 116]. The name “Monte Carlo”, coined by Metropolis, came from the extensive use of random numbers in the method, associating it with the famous casinos in Monaco.

The general idea of the Monte Carlo method is to formulate a problem in terms of probability distribution and then sample the distributions randomly, using a random number generator, to get an approximate result that will converge towards the exact answer with enough samplings. The principle is best illustrated by a simple example: The value of \( \pi \) can be approximated by randomly choosing points in a square with side length 1.0, as shown in Fig. 4.3. The blue area in the figure is the set of points that are under the curve \( y = \sqrt{1-x^2} \), that is a 1/4 of a circle with the radius \( r = 1.0 \). If the random points are chosen uniformly between 0 and 1 for both the \( x \) and \( y \) dimension, the probability for choosing a point inside the blue area, inside the circle, is given by

\[
\frac{\text{Blue area}}{\text{Total area (blue + green)}} = \frac{1}{4} \pi r^2 = \frac{\pi}{4} \quad (4.8)
\]

By counting the number of random points chosen in the blue area, \( N_b \), and in the green area, \( N_g \), we will see that the value of the fraction of the total points chosen in the blue area will converge towards \( \pi/4 \) with the growing number of random points. In the end we get that:

\[
\pi \approx \frac{4N_b}{N_b + N_g} \quad (4.9)
\]

An important variant of the Monte Carlo method is the Metropolis Monte Carlo (MMC), described by N. Metropolis \textit{et al.} 1953 [117]. The random positions in the Monte Carlo example above were chosen randomly, completely independently of which points had been chosen before. We can formulate it more generally by saying that every new chosen random point in the system constitutes a new \textit{state}, \( N_i \), where \( i \) is the number of random points chosen in the system, i.e. the set of points inside the
square area. A new state is not dependent on the former states, as a new point is chosen randomly. In MMC, however, new states depend on the previous states. MMC tries to maximize or minimize a function, \( f(x) \), that depends on the state of the system, \( x \). As an example, the state of a system could be the coordinates of \( N \) atoms, \( \{x_i\} \) \((i = [1,N])\), in a gas or solid and the function could be the energy of the system, \( E(\{x_i\}) \). The energy would depend on how close the atoms are to each other and the probability distribution of the system would be \( \rho(E) = \exp(-E/(kT)) \). To find the most energetically favourable configuration, we want to minimize \( E \) by starting from a random configuration \( \{x_i\}_0 \) and vary the position of every atom randomly within a certain limit. After this, the new energy, \( E' \) is calculated for the system again and if the energy has decreased, \( E' < E \), the new state (i.e. the set of positions \( \{x_i\} \)) is accepted; if not, the new state is only accepted with a probability \( \rho(E')/\rho(E) \). This is done by choosing a random number \( u \) between 0 and 1 and if \( u < \rho(E')/\rho(E) \), the state is accepted and otherwise the system is reversed to the previous state. This cycle is repeated until equilibrium with the minimum energy \( E \) is reached and thus the most energetically favourable configuration \( \{x_i\} \) is found.

Kinetic Monte Carlo (KMC) builds further on top of MMC by taking time into account, which is what the word "kinetic" indicates here. In MMC, time is not considered at all. KMC can consider systems of atoms, called Atomistic KMC (AKMC); general objects or atomic clusters (as in this thesis), Object KMC (OKMC); or only events, Event KMC (EKMC). The key is that the probabilities for all possible events for all atoms or objects in the system are pre-defined in terms of frequencies
of events. The system will evolve according to these frequencies. OKMC is the main method in this work, but AKMC results from the literature have also been used.

In AKMC, a (generally rigid) lattice of atoms with possible defects like vacancies and SIA (two atoms at one lattice site) are simulated. The atoms or vacancies may jump to a neighbour site with a certain pre-calculated frequency, related to the energy barrier between the two sites. Since all possible energy barriers of every atom in the system need to be pre-calculated, this is one of the main restrictions on the system size that can feasibly be simulated. OKMC, on the other hand, does not consider every atom in the system, but rather concentrates on the defects and defect clusters themselves. Vacancy and SIA clusters are described in OKMC as objects of simplified shapes, such as spheres of toroids, with pre-calculated probabilities for diffusion and emission, related to the cluster sizes. Bulk atoms are not taken into account explicitly as in AKMC or MD, but a lattice may be used for possible object positions, which is indeed the case for the OKMC code, LAKIMOCA [92], used in this thesis. Other OKMC codes, such as BIGMAC [118], do not use any underlying lattice.

The basic algorithm for KMC [119–121], and in particular OKMC, is shown in Fig. 4.4. The system is initialized at time \( t = 0 \) with a random population of objects according to the desired densities. If cascades are used, the initial system might even be empty with the random population introduced with a cascade in the first simulation step.

The dynamics of the OKMC simulations are defined by the events. Events can be divided into internal and external events. An overview of all objects and events are shown in Fig. 4.5. Internal events are thermally activated events with a probability given by Arrhenius frequencies,

\[
\Gamma^\text{int}_i = v_i \exp\left(\frac{-A_i}{k_B T}\right),
\]

where \( A_i \) is the activation energy for event \( i \), \( v_i \) the attempt frequency, \( T \) the temperature, and \( k_B \), Boltzmann’s constant. In this thesis, the possible internal events are the migration jump of a defect (e.g. a vacancy or SIA cluster), dissociation of a vacancy from a vacancy cluster, or dissociation from a generic trap. For migration, the activation energy equals the migration energy of the defect \( A_i = M^\delta \), where, in the notation of this work, \( \delta \) is \( v \) for vacancy clusters, \( i \) for SIA clusters, and \( f \) for foreign interstitial atom (FIA) clusters, i.e. carbon or carbon-vacancy clusters in this work. A list of all OKMC parameters and their notations are shown in Table 4.1. If the event is dissociation, the activation energy is the migration energy of the defect plus the binding energy of the defect to the parent cluster, \( A_i = M^\delta + B^\delta_d \). Dissociation of a SIA from a SIA cluster is allowed, even though such an event is very rare. Only defects of size one may be dissociated in LAKIMOCA.
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Figure 4.4: The basic residence-time algorithm used in OKMC.
Traps are immobile objects with an associated binding energy to either SIA or vacancy objects, \( A_i = M^\delta_i + B^\delta_i \). The binding energy may depend on the cluster size. Dissociation of a cluster from a trap always means that the whole cluster is released. Dissociation of defects from trapped clusters is still possible if the parameters allow it. Since one type of trap can only trap one type of clusters, such as vacancy clusters, several different traps must be used in the same simulation. In this work, traps are used to simulate C and C-V clusters.

External events are not thermally activated, but are still introduced with a pre-defined probability (frequency), \( \Gamma_i^{\text{ext}} \), in the simulations. Possible external events in this work are electron, neutron and ion irradiation. Electron irradiation is simulated by introducing Frenkel pairs (a vacancy plus an SIA) randomly into the system with a certain dose rate. It is assumed that one electron produces one Frenkel pair. Neutron and ion cascades are likewise introduced according to a specified dose rate. Cascade debris, consisting of SIA and vacancy clusters, are chosen randomly from a database of MD simulations of displacement cascades [53, 122–126]. The MD simulations were done using the Finnis-Sinclair potential for iron [127] and the used cascade energies ranged from 5 to 100 keV. The accumulated dpa is calculated using the NRT formula [92, 128]:

\[
dpa = \frac{0.8E_D}{2E_{DT}},
\]

where \( E_D \) is the damage energy, the fraction of the kinetic energy of the primary knock-on atom (PKA) spectrum that is not absorbed by electronic excitation. This energy is well approximated by the cascade energy in the MD simulations. \( E_{DT} = 40 \text{ eV} \) is the displacement threshold energy for Fe.
Table 4.1: Overview of the most important parameters for OKMC simulations and their annotations: δ = v for vacancy clusters, δ = i for SIA clusters, δ = f for FIA clusters, δ = fv for mixed FIA-vacancy clusters and δ = fi for mixed FIA-SIA clusters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N^\delta$</td>
<td>-</td>
<td>The number of defects in the cluster — all parameters that follow are in principle functions of $N^\delta$.</td>
</tr>
<tr>
<td>$\nu^\delta$</td>
<td>[s$^{-1}$]</td>
<td>The prefactor (or attempt frequency) for the cluster migration.</td>
</tr>
<tr>
<td>$M^\delta$</td>
<td>[eV]</td>
<td>The migration energy of the cluster.</td>
</tr>
<tr>
<td>$\nu_d^\delta$</td>
<td>[s$^{-1}$]</td>
<td>The prefactor (or attempt frequency) for a emission of a defect, $d = i, v$ or $f$, from a cluster.</td>
</tr>
<tr>
<td>$M_d^\delta$</td>
<td>[eV]</td>
<td>The migration energy of a defect, $d$, emitted from a cluster.</td>
</tr>
<tr>
<td>$B_d^\delta$</td>
<td>[eV]</td>
<td>The binding energy of a defect $d$ to a cluster</td>
</tr>
<tr>
<td>$r^\delta$</td>
<td>[Å]</td>
<td>The capture radius around a given spherical object, representing its strain field; when two spheres overlap the two objects react with each other</td>
</tr>
<tr>
<td>$\chi^\delta$</td>
<td>-</td>
<td>Parameter determining the shape of the object. If 1, the geometrical shape of the cluster is a torus, if 0, the shape is a sphere.</td>
</tr>
<tr>
<td>$\eta^\delta$</td>
<td>[eV]</td>
<td>The energy of rotation, used to define a pure probability (not frequency) of rotation of the Burgers vector associated with the cluster. A vanishing value corresponds to fully 3D motion, a value approaching 1 eV or more corresponds to fully 1D motion.</td>
</tr>
<tr>
<td>$E_i^\delta$</td>
<td>[eV]</td>
<td>The energy by which a defect $\delta$ is bound by a generic trap.</td>
</tr>
</tbody>
</table>
Figure 4.6: Schematic representation of the cumulative function of the probabilities of all events \( i = 1 \ldots N_e \) in the system. Event \( a \) is chosen with a probability proportional to the probability of the event, \( \Gamma_a = F(a) - F(a-1) \), using a random number \( u = (0, 1) \).

As seen in the second step in Fig. 4.4, the probability frequencies, \( \Gamma_i = \{ \Gamma_i^\text{int}, \Gamma_i^\text{ext} \} \) (in [1/s]), for all the possible internal and external events, \( i = [1, N_e] \), at the current stage of the system need to be listed. A cumulative function of all possible events is calculated:

\[
F(a) = \sum_{i=1}^{a} \Gamma_i. \tag{4.12}
\]

An event \( a \) is chosen if \( F(a-1) < uF(N_e) \leq F(a) \), where \( u \in (0, 1] \) is a uniform random number, as shown in Fig. 4.6.

After event \( a \) is carried out, the time change, \( \Delta t \), has to be determined. This is done using the residence time algorithm [121],

\[
\Delta t = \frac{1}{\sum \Gamma_i}, \tag{4.13}
\]

where \( \Gamma_i \) are the probabilities for the possible internal and external events at this step. In the long time scale, it has been shown that Eq. (4.13) is equivalent to [120]

\[
\Delta t = -\log u' \frac{1}{\sum \Gamma_i}, \tag{4.14}
\]

where \( u' \in (0, 1] \) is a uniform random number that takes more exactly into account the stochasticity of each event, assumed to follow a Poisson distribution. The OKMC simulations are thus not linear in
time, which can rather be seen as a decoupled parameter that will increase according to the average evolution of the system. It also means that the time scale may be short or long, depending on whether any fast-moving objects are present or only slow-moving objects are in the system. This feature enables OKMC to simulate processes that last from femtoseconds (fs) to years. After the time is updated as \( t = t + \Delta t \), the system is checked for any reactions, that is, whether any two objects are near enough to each other to interact. As a last step, the end conditions are checked and, if they are not met, the list of probabilities will again be calculated and the cycle starts over again.

Reactions are not associated with a probability, but happen instantly if two objects overlap with each other, that is, if the capture radii, \( r^\delta \), of the respective objects overlap. Possible reactions are:

- Clustering of defects of the same kind (V or SIA).
- Annihilation, when one V cluster meets a SIA cluster. The new object will be the difference in size of the two parent clusters.
- Trapping, when a vacancy interacts with a vacancy trap or SIA with a SIA trap.
- Absorption at internal sinks or grain boundaries.

The object shapes, that play an important role for the reactions, are chosen to approximate the strain fields of the clusters. Vacancy clusters and small SIA clusters, FIA and mixed FIA-V clusters are approximated as spheres with capture radii, \( r^\delta \), that depend on the cluster sizes. Traps and sinks are also spherical with a fixed 5 Å radius. SIA clusters with more than 150 SIA, also called loops, are represented as toroids, shown in Fig. 4.7, with a major radius, \( R \), that depends on the size of the cluster (Cf. Sec. 5.1.2) and a fixed minor radius, \( r_t = 7.215 \) Å, that corresponds to the capture radius of a 2-SIA (See Paper III).
Grain boundaries separate the different crystals of homogeneous lattices in a metal and are sinks for both vacancy and SIA clusters, but not carbon. Typically, grains have a diameter that can vary from one to several tens or hundreds of micrometres (µm). In our OKMC code, LAKIMOCA, the grain is approximated by a sphere with a diameter of the average grain size [92, 129]. Defects are randomly distributed inside the sphere when introduced in the simulation by cascades or emissions, and removed when they migrate further than the grain boundary. Since the grain size is normally much larger than the simulation box, every defect will have two positions: one in the simulation box, to which periodic boundary conditions are applied, and one position in the grain, as shown in Fig. 4.8.

The simulation box in OKMC is normally a rectangular cuboid with sides typically 10 to 100 nm long. Cubic boxes should be avoided if 1D migrating defects are used, as this might lead to artefacts [129]. Periodic boundary conditions are normally applied in all three directions, making defects that reach the box boundary re-appear on the opposite side of the box.

OKMC only deals with rates and the simulated system is not required to be in thermodynamic equilibrium. The time scale is dynamic and the time step will vary depending on the objects present throughout the simulation; allowing simulations of time-scales as wide-ranging as fs to years with affordable computation time. OKMC scales computationally as $O(N^2)$, even though the number of objects, $N$, can vary considerably during one simulation. The main disadvantage of OKMC is that all probabilities for the included objects and events need to be known.
Chapter 5

Defect behaviour

In order to correctly build a model for the nanostructure evolution of irradiation defects in Fe-C, all defects need to be correctly characterized in order to know their stability, mobility and how they interact with each other. In Fe-C, the possible defects are vacancy and SIA clusters, carbon interstitial atoms and carbon-vacancy clusters, as already discussed in Sec. 3.3. The mobility of dislocations under load is dependent on the densities of irradiation-induced SIA and vacancy cluster populations, with high densities leading to reduced mobility and subsequent hardening and embrittlement of the material (see e.g. [13]). This thesis only deals with the evolution of the point defects and only considers the dislocations implicitly as sinks for vacancy and SIA clusters. The dynamics of dislocations is dealt with in higher order simulations, such as Dislocation Dynamics and Finite Element simulations, which can use the results of this thesis as input. This chapter summarizes how the vacancy, vacancy-carbon and SIA clusters are characterized and parameterized in order to construct an OKMC model for the defect evolution in Fe-C systems.

5.1 Characterisation of point defects in Fe-C systems

The important parameters needed for an OKMC model are listed in Table 4.1 and also already to some extent discussed in Sec. 4.2. Vacancy, vacancy-carbon and SIA clusters have a mobility characterized by an attempt frequency, $\nu^\delta$, and a migration energy $M^\delta$, where in the notation of this thesis, $\delta = v$ for vacancy clusters, $i$ for SIA, $f$ for carbon and $f v$ for vacancy-carbon clusters. The jump frequency of the clusters are given by the Arrhenius frequencies [130],

$$\Gamma(T) = \nu^\delta \exp \left( \frac{-A^\delta}{k_B T} \right),$$  \hspace{1cm} (5.1)
where \( A^\delta = M^\delta \) for migration jumps. The jump frequency is related to the diffusion coefficients by (see e.g. [130])

\[
D(T) = D_0 \exp \left( -\frac{E_a^D}{k_B T} \right) = f_c(T) \frac{\Gamma(T)d_j^2}{2n},
\]

(5.2)

where \( D_0 \) is the diffusivity prefactor, \( E_a^D \) is the diffusion activation energy, \( f_c \) (\( \sim 1 \) in the case of three-dimensionally randomly migrating vacancy clusters) is the correlation factor, \( d_j \) is the single jump distance, and \( n \) is the dimensionality of the migration (1 for 1D migration, 3 for 3D migration). Assuming \( E_a^D = M^\delta \) and neglecting correlation effects, gives

\[
D_0 \approx f_c \frac{v^\delta d_j^2}{2n} \approx \frac{\nu^\delta d_j^2}{2n}.
\]

(5.3)

In the case of emission the jump frequency is also given by Eq. (5.1) with \( A^\delta = E_{diss}^\delta = M_1^\delta + B_d^\delta \), where \( E_{diss}^\delta \) is the dissociation energy and \( M_1^\delta \) is the migration energy of a single emitted defect from the cluster. \( B_d^\delta \) is the binding energy of the emitted single defect, \( d (= i, v \text{ or } f) \), to the parent cluster, \( \delta \). Emission of a cluster is a very rare event and omitted in the model.

The stability of the clusters is characterized by the attempt frequency of emission of one defect \( d \) from the defect cluster, \( \nu_d^\delta \), the migration energy of the defect, \( M_d^\delta \), and the binding energy of the emitted defect, \( B_d^\delta \). The volume of spherical cluster is determined by the capture radius, \( r^\delta \). Large SIA clusters are assumed to have a toroidal shape, indicated in the parameters by \( \chi^i = 1 \), which is 0 for spherical shapes. SIA clusters also have different migration regimes, ranging from fully 3D, \( \eta^i = 0 \), to fully 1D, \( \eta^i \leq 1 \). Finally, all clusters have a characteristic trapping energy, the binding energy to traps, \( E_t^\delta \), that can be different for different classes of traps. All these parameters are functions of the size in number of point defects in the clusters, \( N^\delta \).

5.1.1 Vacancy clusters

The parameterization of vacancy clusters is explained in detail in Paper III. The same parameters are used at both low and high temperature since there is no essential qualitative change in how vacancy clusters behave at different temperatures. This section summarizes how the parameters for vacancy clusters were chosen.

The migration energy for a single vacancy was chosen according to MD studies with the potential by M. Mendelev et al.: \( M_v = 0.63 \text{ eV} \) [131]. As attempt frequency for migration and emission, the Debye frequency is used: \( \nu_v^\nu = 6 \times 10^{12} \text{ s}^{-1} \). For vacancy clusters of larger sizes, results from AKMC
calculations from [132, 133] are used to get the attempt frequencies for migration and emission, the migration energy, and the binding energy. Since AKMC simulations are expensive and the needed values are only calculated for a selected number of clusters up to size \( N^v = 250 \), the values had to be interpolated using cubic splines and then extrapolated to get values for clusters of size \( M^v > 250 \).

For the attempt frequency, the extrapolation was done by assuming the clusters to migrate by surface diffusion mechanisms, giving a size dependency of the form ([134], as in [135]):

\[
\nu^v \sim \frac{\nu_1}{(N^v)^{4/3}},
\]

(5.4)

For the binding energy, \( B^v \), the values were extrapolated using the function

\[
B^v = 1.71 \text{ eV} + 3.39716[(N^v)^{2/3} - (N^v + 1)^{2/3}] \text{ eV}
\]

(5.5)

that has the formation energy of the vacancy, given by the Mendelev potential, as asymptote. The attempt frequencies and the migration energy parameters were extrapolated by linear functions.

All vacancy clusters of any size are in the model of this thesis described as spheres (\( \chi^v = 0 \)) with the capture radius derived from Table 2 in [92]:

\[
r^v = \frac{3.3a_0}{1 + \gamma} + \epsilon + a_0 \left( \frac{3}{8\pi} \right)^{1/3} \left( (N^v)^{1/3} - 1 \right)
\]

(5.6)

with the interstitial bias \( \gamma = 1.2 \), \( \epsilon = 0.01 \), and \( a_0 = 2.87 \) Å (the lattice parameter in iron). The main idea behind this formula is that the volume of the sphere should correspond to the volume of the number of vacancies it contains with the volume of a single vacancy given by its strain field.

Experiments give that recombinations between a vacancy and a SIA occur at a distance of 3.3\( a_0 \) (see refs. in [92]), which is taken into account in the equation. Also, the larger strain field of SIA clusters, compared to vacancy clusters, is taken into account with the bias factor \( \gamma \). Recombination or clustering between two clusters occur in OKMC when two clusters, defined by their capture radii, overlap. The vacancy clusters always migrate in a fully 3D fashion and thus \( \eta^v = 0 \) for all sizes.

### 5.1.2 SIA clusters

SIA clusters are more complex to parameterize than vacancy clusters, as they can exist in different forms with different mobilities, shapes and stability. In Fe-C systems irradiated at low temperatures (<370 K), \( 1/2\langle 111 \rangle \) SIA clusters are dominating, whereas irradiation at high temperatures (>500 K) results in (pre)dominance of \( \langle 100 \rangle \) SIA clusters, as already discussed in Sec. 3.3. The main difference
between the two kinds of SIA clusters are in shape and mobility, which has to be taken into account, which is why two parameterizations for SIA clusters are used: one for low and one for high temperature. The parameterization for low temperatures is discussed in detail in Paper III and the modifications done for high temperatures are discussed in detail in Paper V. This section will summarize the two parameterizations.

The migration energy of a single SIA has been found experimentally and in ab initio calculations to be 0.3 eV in iron [136, 137] and migrate in a fully 3D fashion. SIA clusters of size 2–5 are more complicated as they might exist in a non-parallel configuration, as seen in MD simulations [138]. As the non-parallel configuration might be more stable, as in the case of the di-SIA, the effective migration energy would be the unfaulting energy, which is larger than the migration energy of the parallel configuration [90, 137, 138]. The processes of unfaulting SIA clusters of size 3–4 are not yet properly understood and hence the unfaulting energy is hard to calculate and still debated. MD calculations with the Mendelev potential provide reasonable estimates of $\sim 0.8$ eV for 4-SIA, which is also used for the 3-SIA cluster in this model, as the existing estimate of $\sim 0.15$ eV with the same potential seems to be an underestimation [138]. No values exist for size 5, which had to be extrapolated from the other values. The chosen migration energy values for SIA clusters of size 1–5 are shown in Table 5.1.

For SIA clusters above size 5, MD calculations give a value of $\sim 0.05$ eV (see e.g. [48]) for $1/2\langle 111 \rangle$ SIA clusters. Preliminary results estimate a migration energy of 0.9 eV for the $\langle 100 \rangle$ SIA cluster [139]. However, since SIA clusters can not be observed if they are smaller than the TEM resolution, it can not be excluded that small invisible SIA clusters of both kinds exist at high temperatures. To simulate the existence of two kinds of SIA clusters at 560 K, an effective migration energy of 0.2 eV had to be calibrated (see Paper V) for SIA clusters of size $6 \leq N^i \leq N^{high}_{th}$, where $N^{high}_{th} = 90$ is the threshold parameter for the high temperature parameterization and also the chosen TEM resolution.
size for visible SIA clusters. Above size \( N_{th}^{high} = 90 \), the migration energy value for \( \langle 100 \rangle \) SIA clusters of 0.9 eV is used.

The attempt frequency for all SIA clusters of size 1–7 are derived using Eq. (5.3) and values from [90]. For sizes larger than \( N^i = 7 \), the formula

\[
\nu^i = \frac{c}{(N^i)^{0.8}},
\]  

was used. Here \( c = 8.11 \times 10^{12} \) was fitted to give the same value for \( N^i = 7 \) as given in Table 5.1.

The emission of SIA is known to be a very rare event, but is not explicitly forbidden in the model. The migration energy of the emitted SIA is chosen to be the same as for a single SIA, 0.3 eV, and the attempt frequency for emission is the Debye frequency \( 6 \times 10^{12} \text{ s}^{-1} \). The binding energy of the emitted SIA is given by the formula reported e.g. in [92]:

\[
B_i^j(N^i) = e_{for} + \frac{(B_i^j(2) - e_{for})((N^i)^s - (N^i - 1)^s)}{2^i - 1},
\]  

where \( s = \frac{2}{3} \), \( B_i^j(2) = 1.0 \text{ eV} \) is the binding energy of the di–interstitial, and \( e_{for} = 4.0 \text{ eV} \) is the formation of the single interstitial.

SIA clusters smaller than \( N^i = 150 \) are approximated as a circular disk with a capture radius \( r^i \). The capture radius of \( 1/2\langle 111 \rangle \) SIA clusters are calculated as

\[
r^i = r^i_0 + \frac{a_0}{\sqrt{\pi \sqrt{3}}}(\sqrt{N^i} - 1),
\]  
\[
r^i_0 = \frac{3.3a_0}{1 + \gamma},
\]  

where \( \gamma = 1.2 \). For the smaller \( \langle 100 \rangle \) SIA clusters, the radius is given by

\[
r^i = r^i_0 + \frac{a_0}{\sqrt{2\pi}}(\sqrt{N^i} - 1).
\]  

For SIA clusters larger than \( N^i = 150 \), a toroidal shape (\( \chi^i = 1 \)) is used with a minor radius (see Fig. 4.7) of \( r_t = 7.215 \text{ Å} \) and a major radius given for the \( 1/2\langle 111 \rangle \) SIA clusters by

\[
R = \sqrt{\frac{a_0^2 N^i}{\pi \sqrt{3}}},
\]
and for the \langle 100 \rangle SIA clusters by

\[ R = \sqrt{\frac{\alpha_0^2 N^i}{2\pi}}. \]  \hspace{1cm} (5.13)

These equations are obtained by approximating the toroid by a circle with the same area as of \( N^i \) SIA clusters by \( R = \sqrt{\frac{\alpha_0^2 N^i}{2\pi}} \). Finally the dimensionality of the migration of the SIA clusters are taken into account with the \( \eta^i \) parameter that can be seen as a rotation energy, giving a probability of change of direction of a cluster according to the Boltzmann distribution, \( \exp[\eta^i/(k_BT)] \). For clusters of size 1 and 2, \( \eta^i = 0 \), giving a fully 3D migration. For larger clusters, \( \eta^i \) is increased gradually until a fully 1D regime is achieved at size \( \sim 12 \) with \( \eta^i \geq 1 \) eV (depending on the temperature).

### 5.1.3 Vacancy-carbon clusters

As already mentioned in Sec. 3.3, \( 1/2 \langle 111 \rangle \) SIA clusters have been observed to be trapped by invisible obstacles with an estimated trapping energy of \( \sim 1 \) eV. A part of this thesis project has been to try to identify these traps. An early candidate was carbon interstitial atoms, but it was shown in Paper I that one C atom is not enough to trap a \( 1/2 \langle 111 \rangle \) SIA cluster: The binding energy between a single C atom and a SIA cluster is well below 1 eV and at least two C atoms would be needed to have a combined trapping energy of more than 1 eV. However, no drag of C atoms by SIA clusters was observed in the MD simulations and since an encounter of a SIA cluster with two C atoms simultaneously is very unlikely, as C atoms do not cluster, the possibility of strong trapping of \( 1/2 \langle 111 \rangle \) SIA clusters by single carbon atoms was ruled out. It was also found in Paper I that the binding of a C atom differs significantly depending on which part of the SIA clusters it interacts with. The strongest binding was found to be with the edge of the SIA cluster, 0.47 eV for a 7-SIA cluster and 0.65 eV for a 61-SIA cluster, using the currently most reliable potential by Hepburn and Ackland [110] (henceforth the Hepburn potential). In the centre of both SIA clusters, no binding with the C atom was found.

Other candidates for the SIA traps were carbon-vacancy clusters. In order to determine the stability of such clusters, the binding energies between a C atom and a vacancy cluster of size 1–6 were calculated using potentials by Hepburn et al. [110], Becquart and Raulot et al. [109] and Johnson [104]. The binding energies between a vacancy and the same C-V complexes were also calculated (see Paper I). The binding energy between defect A and B is defined as \( E_b(A,B) = E(A) + E(B) - E(A+B) - E_{perfect} \), where \( E(A) \) is the total energy of the system (crystal) with defect A and \( E_{perfect} \) is the energy of the system without any defects. The dissociation energy for C and V in small C-V clusters were
Table 5.2: Binding energies between C-V complexes and the edge or the centre of large SIA clusters (size 61 SIAs), according to MD simulations.

<table>
<thead>
<tr>
<th></th>
<th>1/2⟨111⟩ SIA binding energy [eV] [140]</th>
<th>⟨100⟩ SIA binding [eV] [141]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Centre</td>
<td>Edge</td>
</tr>
<tr>
<td>C</td>
<td>0.0</td>
<td>0.6 [Paper I]</td>
</tr>
<tr>
<td>CV</td>
<td>0.3</td>
<td>0.75</td>
</tr>
<tr>
<td>CV2</td>
<td>1.4</td>
<td>0.8</td>
</tr>
<tr>
<td>C2V</td>
<td>0.4</td>
<td>1.4–1.5</td>
</tr>
</tbody>
</table>

also calculated. The dissociation energy of defect $A$ is defined as $E_{diss}(A) = E_b(A, B) + E_m(A)$, where $E_m(A)$ is the migration energy of defect $A$. It was found that according to the potentials by Johnson and Becquart et al., C stabilises small vacancy clusters. However, the Hepburn potential predicts attractive interaction of a C atom only to clusters containing less than four vacancies.

OKMC simulations of the evolution of the trap candidate clusters during irradiation and annealing in Paper III revealed the CV$_2$ to be possibly the dominating cluster at low temperatures (<400 K) and the C$_2$V cluster to be dominating at higher temperatures. The regime change is due to the fact that the C atoms become mobile at ~480 K and will cluster with the CV$_2$ complexes, which will then easily emit one vacancy each, leaving a population of C$_2$V complexes. MD calculations by Anento and Serra also showed later that the CV$_2$ complex have a strong binding of 1.4 eV with the centre of a 1/2⟨111⟩ SIA cluster [140]. The SIA trapping energy, as calculated by Anento and Serra [140], of the small C-V clusters are shown in Table 5.2. At high temperatures (>450 K) only C$_2$V complexes are stable. The interaction of this complex with a ⟨100⟩ SIA cluster has been studied with MD by Anento and Serra and they found a binding energy of only 0.6 eV [141]. The single C atom, however, binds with 1.1 eV to the ⟨100⟩ SIA cluster [141], compared to only 0.6 eV with the 1/2⟨111⟩ SIA cluster (see Paper I).

The conclusion is that different regimes of traps are needed: the trapping energy depends on the irradiation temperature, but does also change with temperature in case of annealing of a system irradiated at low temperature, as shown in Table 5.3. At low irradiation temperatures, below 450 K, only one kind of trap is used for SIA clusters, $E_{i1}^i$, but the trapping energy will depend on the size of the clusters. C-V complexes are more likely to interact with the edge of a sufficiently small SIA cluster, which at low irradiation temperatures are all of 1/2⟨111⟩ type. The dominant traps are C, CV and CV$_2$ with binding energies of 0.6–0.8 eV to the SIA cluster edge. In the model SIA clusters with a size smaller than $N_{th}^{low} = 29$ are thus trapped with 0.6 eV. SIA clusters larger than $N_{th}^{low}$ are more likely to be trapped by a CV$_2$ complex interacting with the centre of the cluster, which will be a much stronger trapping. For large SIA clusters, a strong trapping energy of 1.2 eV is thus used in the model. A higher value,
Table 5.3: Overview of the trap parameters for low and high irradiation temperature (below and above 450 K), as used in this model. All trapping energies are functions of the cluster sizes, $N^\delta$. $E_{i1}^t$ are SIA cluster traps used at both low and high irradiation temperatures, but with different thresholds: $N_{\text{th}}^{\text{low}} = 29$ at low irradiation temperature and $N_{\text{th}}^{\text{high}} = 90$ at high. In case of annealing of a system irradiated at low temperature, $E_{i1}^t = 1.4–1.5$ eV for temperatures $>450$ K (see Paper III). $E_{i2}^t$ are SIA cluster traps used only at high irradiation temperatures. $E_{i}^v$ are vacancy cluster traps.

<table>
<thead>
<tr>
<th>$N^\delta$</th>
<th>$E_{i1}^t$ [eV]</th>
<th>$E_{i2}^t$ [eV]</th>
<th>$E_{i}^v$ [eV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.17 [142]</td>
<td>0.6</td>
<td>0.65 [142]</td>
</tr>
<tr>
<td>2</td>
<td>0.28 [142]</td>
<td>0.6</td>
<td>1.01 [142]</td>
</tr>
<tr>
<td>3</td>
<td>0.36 [142]</td>
<td>0.6</td>
<td>0.93 [142]</td>
</tr>
<tr>
<td>4</td>
<td>0.34 [142]</td>
<td>0.6</td>
<td>0.96 [142]</td>
</tr>
<tr>
<td>5</td>
<td>0.60</td>
<td>1.2</td>
<td>1.23 [142]</td>
</tr>
<tr>
<td>6</td>
<td>0.60</td>
<td>1.2</td>
<td>1.20 [142]</td>
</tr>
<tr>
<td>7–$N_{\text{th}}^{\text{low}}$</td>
<td>0.6</td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td>$N_{\text{th}}^{\text{low}} &lt;$</td>
<td>1.2–1.4, 1.4–1.5&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td>7–$N_{\text{th}}^{\text{high}}$</td>
<td>0.60</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>$N_{\text{th}}^{\text{high}} &lt;$</td>
<td>1.1 [141]</td>
<td>0.6</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<sup>a</sup> Only for system irradiated at low temperature, but annealed above 450 K.

Like 1.4 eV found in MD simulations [140], could possibly be used, but the SIA clusters are already strongly trapped with 1.2 eV at low temperatures, so it would make no difference, as discussed in Sec. 6.1 and Paper IV.

If a system that has been previously irradiated at low temperature and thus contains only $1/2 \langle 111 \rangle$ SIA clusters is annealed to temperatures above 450 K, the trapping energy has to be adapted with raising temperature. Above 450 K, it was shown in Paper III that the C-V traps will change as C atoms become mobile at around this temperature. The dominating CV$_2$ will be transformed to C$_2$V complexes that trap SIA complexes with a binding energy of 1.4–1.5 eV. Annealing simulations in Paper III, which will also be more discussed in Sec. 6.1.3, show that a trapping energy of 1.4–1.5 eV is indeed needed for the large SIA clusters, which is both provided by CV$_2$ and C$_2$V, even though they bind with different strength to different part of the SIA clusters. It is worth pointing out that above ~680 K, also the very stable C$_2$V complexes become unstable and only C atoms remain as weak traps.

At high irradiation temperature, two families of SIA traps are used, $E_{i1}^t$ and $E_{i2}^t$, as also described in Paper V. The former trap family represents here the C atoms, that bind with 0.6 eV to the small $1/2 \langle 111 \rangle$ SIA clusters, which are assumed to be present, and with 1.1 eV to the visible $\langle 100 \rangle$ SIA clusters, which are larger than size $N_{\text{th}}^{\text{high}} = 90$. The $E_{i2}^t$ traps represent C$_2$V complexes that bind
strongly with 1.2 eV to the small SIA clusters, but weakly with only 0.6 eV to the large \langle 100 \rangle SIA clusters. The value of 1.2 eV for small SIA clusters can be seen as an effective trapping energy, between 1.4 eV and 0.6 eV, as we assume both \(1/2\langle 111 \rangle\) and \langle 100 \rangle SIA clusters to be present.

Traps for vacancy clusters were also used at both low and high irradiation temperatures. At low temperature, only vacancy clusters smaller than \(N^v = 7\) need to be trapped; a trapping energy of 0.4 eV was found to be necessary for larger vacancy clusters at high irradiation temperatures and could for consistency also be used at low irradiation temperatures, but it will have no impact on the nanostructure evolutions. The trapping energy for different vacancy cluster sizes are listed in Table 5.3.

5.2 Treatment of the dislocation density

Dislocations are not taken into account explicitly in the nanostructure evolution model. However, dislocations are sinks for small vacancy and SIA clusters and since the dislocation densities in the reference experiments considered in this thesis are very low, the effect of the dislocations has been approximated by spherical sinks instead of long cylinders that would be nearer to the real shape of dislocations. The sink strength for a particular dislocation density, \(\rho_d\), may be expressed as \([143]\)

\[
k_d^2 = Z^\delta \rho_d, \tag{5.14}
\]

where \(Z^v = 1.0\) for vacancy clusters and \(Z^i\) is between 1.2 and 3.0 for SIA clusters, as discussed in Paper V. The sink strength of a spherical sink is given by \([144]\)

\[
k_s^2 = 4\pi R_s n_s, \tag{5.15}
\]

where \(r_s\) is the spherical radius and \(n_s\) is the sink number density. The radius and sink density can now be chosen to give a sink strength equal to the sink strength of the dislocation density:

\[
R_s^\delta = \frac{\rho Z^\delta}{4\pi n_s} - r_1^\delta, \tag{5.16}
\]

where the capture radius of the single defect, \(r_1^\delta\), has been removed as the sink strength expressions are derived for dimensionless defects, which is not the case in OKMC simulations. We postulated that only clusters of sizes between 1 and 4 are affected by the dislocation sinks.
5.3 Sink Strength

An alternative to OKMC as a simulation method of the nanostructure evolution in materials is rate theory (RT), that uses differential equations for the rates of production and absorption of all defects in the system in a mean-field approach. By solving the complete system of differential rate equations, the evolution of the system can be calculated. The advantage compared to OKMC is that RT models use concentrations as variables, therefore the volume of the system is not a limiting factor. Moreover, precise equations are written, thereby being it possible to identify terms that can be neglected or to work out easily the steady-state regime. The disadvantage is that it is implicitly considered that events occur with the same rate everywhere in the volume (mean-field approximation), i.e. spatial inhomogeneities are not accounted for. Moreover, the intuitive and versatile objects in OKMC are replaced with abstract equations and rates, which requires more approximations to be introduced. For an overview of RT, see e.g. [29, 31].

RT and OKMC have been shown to be equivalent methods [145–147] and can in principle be used to solve the same kind of physical problems, as long as it is computationally feasible. The two methods can complement each other by giving different insight or dealing with different moments of the evolution of the system. Many analytical equations have been derived for RT, describing properties of irradiation defects, such as the absorption probability of a 3D migrating point defect by a sink, e.g. a dislocation loop. The rate of annihilation by a sink is in RT normally defined as $Dc k^2$, where $D$ is the 3D diffusion coefficient, $c$ the defect concentration and $k^2$ the sink strength. The sink strength is a very important parameter in RT, as it defines the rate at which a mobile defect interacts with a cluster or dislocation of a given shape and size. Many analytical expressions have been derived for the sink strength of absorbers of different shapes, such as spherical absorbers, toroidal absorbers and straight dislocations (see e.g. [144]).

In Paper II, we apply the OKMC method to test the analytical expressions for the sink strength of straight dislocations and dislocation loops for different sink densities, straight dislocation tubes of different size, and loops of different shapes and sizes. In OKMC the sink strength is calculated as [129]

$$k^2 = \frac{2n}{d_j^2 \langle n_j \rangle}, \quad (5.17)$$

where $\langle n_j \rangle$ is the average number of jumps performed by the defect, $n$ is the dimensionality of the motion of the defect. In this work $n = 3$ is used consistently as we only compare with theoretical expressions derived using 3D diffusion coefficients. The jump distance $d_j$ is defined in the bcc lattice
as the first nearest neighbour distance,

$$d_j = \frac{\sqrt{3}}{2}a_0.$$  \hfill (5.18)

The sink strength is calculated by introducing migrating defects one-by-one randomly in a simulation box with a population of identical sinks and count how many migration jumps are on average needed to reach a sink and be absorbed. Usually 10000–30000 defects are needed for good statistics.

The sink strength for an array of straight dislocation lines with 3D migrating defects is theoretically calculated to be [148]

$$k_{d,3}^2 = \frac{2\pi \rho_d (1 - \rho^2)}{\ln \left( \frac{1}{\rho} \right) - \frac{3}{4} + \frac{1}{4} \rho^2 (4 - \rho^2)},$$  \hfill (5.19)

where $\rho_d$ is the dislocation density and $\rho = r_d \sqrt{\pi \rho_d}$. For toroidal sinks (such as SIA loops) with 3D migrating defects, the sink strength is given by [144]

$$k_{t,3}^2 = \frac{4\pi^2 n (R^2 - r_t^2)^{1/2}}{\ln (8R/r_t)},$$  \hfill (5.20)

where $R$ is the major radius and $r_t$ the minor radius of the toroid (Cf. Fig. 4.7). In Paper II, we show that both these expressions are in excellent agreement with OKMC calculations, as long as, in the case of loops, $r_t$ is small and $R$ is between $2r_t$ and $15r_t$ and the sink volume fraction is low, as shown in Fig. 5.1. The sink volume fraction is the total volume of the sinks divided by the total volume of the system. For 1D migrating defects, the sink strength for dislocations is given by [38]

$$k_{d,1}^2 = 3 \cdot 2 (\pi r_d \rho^*)^2,$$  \hfill (5.21)

where $r_d$ is the capture radius of the dislocation cylinder and $\rho^* = \rho_d$ for a regular array of parallel dislocations. This expression was also verified with fair agreement using OKMC. No theoretical expression for 1D migrating defects and toroidal absorbers exist, but by adapting Eq. (5.21) for loops, we got an expression

$$k_{t,1}^2 = 6 (n \pi^2 r_t R)^2,$$  \hfill (5.22)

that was in fair agreement with the OKMC calculations in the 1D case. However, the expression, Eq. (5.22), showed only fair agreement with 3D migrating defects.

Of particular interest, concerning the sink strength, is the transition from defects with a fully 3D migrating regime to defects with fully 1D migrating regime. The sink strength will change continuously
Figure 5.1: Sink strength of loops for two different number densities (distinguished by different colours), as a function of the ratio between the major toroidal radius, $R$, and the minor radius, $r_t$, which is here kept constant. The OKMC values are compared with the theory of loops, Eq. (5.20). From Paper II.

as the regime change from 3D to 1D, as has been shown for spherical absorbers [129]. The transition has been theoretically described using a master curve [149]:

$$y = \frac{1}{2} \left( 1 + \sqrt{1 + 4x^2} \right),$$  \hspace{1cm} (5.23)

where $x$ and $y$ are defined as

$$x^2 = \frac{\delta f^2(\delta)_{\text{ch}}^2k_1^4}{12k_1^4} + 1 + \left( \frac{k_3^2}{k_1^2} \right) \left( \frac{k_2^2}{k_1^2} - 1 \right),$$  \hspace{1cm} (5.24)

$$y = \frac{k_2^2}{k_1^2}.$$  \hspace{1cm} (5.25)

Here $k_2^2$ is the sink strength in the 3D limit, $k_1^2$ the sink strength in the 1D limit, $k^2$ the sink strength for a given $l_{ch} = d_j\sqrt{n_{ch}}$, the distance travelled in 1D before change of direction, with $n_{ch}$ being the number of jumps before change of direction. The term $\delta f^2(\delta) \sim 0$ as transversal diffusion is not accounted for in our OKMC calculations. To calculate the sink strengths of the whole transition from fully 3D to 1D is computationally very heavy. The calculations took more than two months for the dislocation loops, but the results were in excellent agreement with Eq. (5.23), as shown in Fig. 5.2. For straight dislocations, only fair agreement was found, as the transition seems to be faster than the theory predicts.
Figure 5.2: The master curve for different toroidal major radii, compared to the master curve, Eq. (5.23). From Paper II.

Paper II shows that OKMC results are in good agreement with theoretical results for dislocation loops and straight dislocations, derived for RT. In particular, since the master curve earlier has been shown to be satisfied with spherical absorbers [129] and now also for dislocations and dislocation loops, the master curve is now confirmed by OKMC to work for absorbers of any shape.
Chapter 6

Nanostructure evolution in irradiated Fe alloys

The previous chapter described how the defects present in iron under irradiation, such as vacancy and SIA clusters and carbon-vacancy clusters, have been characterized and parameterized. This chapter will consider how the populations of these clusters evolve over time, under irradiation conditions or during isochronal annealing, in terms of cluster densities and size distributions, i.e. the nanostructure evolution of Fe-C, using the modelling approach described in Sec. 4.2. The first Sec. 6.1 will describe how the model was developed for the low and high temperature systems and how the model was verified by comparing with experimental results. In Sec. 6.2, the model is applied by exploring the sensitivity of some of its parameters and some environmental parameters, such as the carbon content in the matrix and the irradiation dose rate.

6.1 Development of the model

The work flow for developing an OKMC model is schematically described in Fig. 6.1. The first part is to characterize all defects and defects clusters that will be introduced as objects in the model. For every object, the mobility and stability of the cluster it represents have to be known in order to determine the probability for all processes in the system, as described in Sec. 4.2. These defect properties are obtained by performing simulations with a higher accuracy than OKMC, such as MD, AKMC, RT or ab intio calculations; or by gathering available data from the literature. The most reliable data is collected into a set of parameters that will describe all objects and processes in the model and is thus the core of the OKMC model. The parameterization of the model of this thesis have already been discussed in Secs. 5.1 and 5.2 and is also described in detail in Paper III and V. The second part of the development process, which will be described more in detail in this section, is to verify the model
by running the simulations using the parameterization and then compare with available experimental results.

The most exact way to simulate the nanostructure evolution in Fe-C would be to represent all defects as objects in the model, with all interactions described explicitly in the parameter set. This is, however, numerically cumbersome and in any case not all parameters are known for all objects. In this model, therefore, only vacancies and SIA clusters are represented by objects, while C and C-V complexes are described as immobile traps for vacancy and SIA clusters. In order to simulate C explicitly as an object, the binding energy with both vacancy and SIA clusters of all sizes needs to be known, which is far from the case today. Especially for the interactions between C-V clusters and SIA, only a few cases have been studied, as discussed in Sec. 5.1.3. However, Paper III presents results from simulations where C is indeed described explicitly, although in a simplified model, where the SIA clusters were excluded and only six different C-V complexes (including single V and C) were allowed. These simulations were done in order to estimate the evolution under irradiation, as well as for different temperatures (Cf. Fig. 6.2), of the small C-V clusters, that are believed to be traps for SIA clusters. This way, it could be seen that C and CV₂ complexes dominate at <450 K, whereas C and C₂V complexes dominate at higher temperatures up to ~700 K, at which point even the C₂V complexes will dissociate to V and C. The final complex densities are depending on how many free C atoms are left after the irradiation stage.

As only C, CV₂ and C₂V play a major role as trapping complexes, representing these as static, immobile traps is a good approximation. As different C-V complexes dominate at different temperatures, different trap regimes at low and high temperatures are necessary. Another difference to take into account is that in iron irradiated at a temperature below 370 K, all SIA loops observed had 1/2⟨111⟩
Figure 6.2: Annealing of a (a) carbon-dominated and (b) vacancy-dominated system of small C-V complexes to obtain the temperature dependence. From Paper III.
Burgers vectors, whereas when irradiated at 550–600 K, almost all loops had ⟨100⟩ Burgers vectors.

These two families of SIA clusters have different mobility and different binding energy with C-V clusters, as discussed in Sec. 3.3 and 5.1.2.

### 6.1.1 Irradiation of Fe-C at temperatures below 370 K

For low temperatures, the model was verified in Paper III by reproducing the experimental results by Eldrup et al. [44, 76], who irradiated near-pure iron (about 80 appm C and N) at 343 K up to 0.23 dpa. This experiment was chosen as reference as it provides the most complete data for the vacancy and SIA density and mean size evolution versus dose at low temperatures, as they report both PAS and TEM results.

At this temperature all SIA clusters are assumed to be 1/2⟨111⟩, as was indeed observed in [44], and the traps are assumed to be C and CV₂. C binds to the edge with 0.6–0.7 eV and not at all to the centre of a 1/2⟨111⟩ SIA cluster (see Paper I and [140]) and CV₂ binds to the edge with 0.8 eV and with 1.4 eV to the centre. There are thus two cases with weak and strong trapping of the SIA clusters, depending on where the cluster binds with a C-V complex. Since small SIA clusters are much more likely to bind to the edge and large clusters are more likely to bind to the centre, we made the trapping energy depend on the size of the SIA clusters, so that SIA clusters below size \( N_{th}^{low} \) were trapped by a weak trapping energy, 0.6 eV. SIA clusters above size \( N_{th}^{low} \) were trapped with a strong trapping energy, chosen to be 1.2 eV, as the exact trapping energy of the CV₂ complex was not known at the time. We later saw in Paper IV, that at 343 K, a trapping energy above 1.2 eV (e.g. 1.4 eV, as calculated in [140] with the interatomic potential from [110]) does not change the results. The \( N_{th}^{low} \) threshold parameter is the only calibration parameter of the model and the best fit was obtained with \( N_{th}^{low} = 29 \), which agrees with the calculation in Paper IV that the probability for interaction with the edge SIA in the cluster is about 50 % with clusters at size 19–37. The \( N_{th}^{low} \) calibration parameter is thus physically motivated. Without the size dependence of the traps, all SIA clusters would coalesce into a single large cluster, independently of the simulation box size, which is not physical. This was also observed by Lee et al. [150], even though they used another mechanism for the size dependence than in this model.

The traps are not mobile in LAKIMOCA, which is not a problem as C atoms are not mobile at 343 K. The mobility of CV₂ is not known, but it is unlikely that the complex is mobile at this temperature. No trapping of vacancy clusters of sizes above 6 was used, but results at high temperature, 563 K, (see Paper V) suggested that a weak trapping energy of 0.4 eV of vacancy clusters larger than size 6 is needed. Using such a trapping energy also at 343 K does not change the results as the vacancy clusters at this low temperature are already rather immobile, as was reported in Paper V. The trapping
energy of vacancy clusters of size 1–6 are shown in Table 5.3. The vacancy traps are representing the same C-V complexes as the SIA traps, but in LAKIMOCA different traps have to be used for SIA and vacancy clusters. Since the OKMC simulations only deal with rates, using two separate populations of traps is not a problem as long as the defects are trapped with the right probability.

With these approximations, we showed in Paper III that the vacancy evolution is correctly reproduced in terms of number density and mean size (Cf. Fig. 6.3). The SIA density is also reproduced with good agreement with the reference experiment (Cf. Fig. 6.4), but the mean size for visible SIA clusters is generally overestimated by the model (Cf. Fig. 6.5). However, the reported experimental mean SIA sizes, obtained with TEM, are surprisingly small; the smallest mean size being only \( \sim 1 \text{ nm} \) and the reported TEM resolution 0.5 nm, whereas the normal TEM resolution is around 1.5 nm. It is thus possible that the mean SIA cluster size is underestimated in the experiments. Comparing the evolution with TEM results of the SIA cluster evolution is also generally problematic as the data are rather scarce, scattered and the density error bars are usually not reported, but can be assumed to be around half an order of magnitude.

![Figure 6.3](image.png)

Figure 6.3: The vacancy cluster number density and mean size evolution versus dpa at 343 K. The experimental data are from [76]. From Paper III.

### 6.1.2 The nanostructure evolution under irradiation at 560 K

The model was verified for high irradiation temperatures in Paper V by comparing with experiments from the REVE campaign [39–41, 46, 83–86], where iron with about 134 appm C and N was irradiated
to 0.19 dpa at 563 K. For this experiment, the vacancy clusters are extensively studied with PAS, SANS and TEM, and the density and mean size evolution for SIA clusters is also studied with TEM.

At this high temperature, almost all experimentally observed SIA loops were of $\langle 100 \rangle$ type. However, since MD simulations have observed $1/2\langle 111 \rangle$ SIA loops to be created in cascades, it can be assumed that small SIA clusters of both kinds exist in the system, but only the $\langle 100 \rangle$ SIA clusters grow to become visible loops. The main assumption of the model at high temperature is thus that the SIA
loops below the visibility threshold size, $N_{th}^{\text{high}}$ might be a mixture of the two kinds of SIA clusters, whereas the SIA clusters above size $N_{th}^{\text{high}}$ are all of $\langle 100 \rangle$ type. Consequently, the migration energy of the visible SIA clusters is 0.9 eV [139] and for invisible sizes an effective migration energy of 0.2 eV was fitted. SIA clusters of size 1–6 are not assumed to have a Burgers vector and their migration energy is the same as in the lower temperature simulations, presented in Table 5.1. A more exact description of the system would, of course, have been to use two different families of SIA clusters. However, since it is not well known how $\langle 100 \rangle$ SIA clusters are created, and at which rate, and as the dynamics between the two kinds of SIA loops is not fully explored either, this kind of model would have to have other kinds of approximations instead and eventually many more uncertainties.

The traps are assumed to be C atoms and C$_2$V, as these are the only stable complexes at high temperatures, as discussed in Paper III. The trapping energy is different for the two kinds of SIA clusters and thus the trapping energy will be different for invisible and visible clusters. Two populations of traps were used, corresponding to C and C$_2$V. The used trapping energies are shown in Table 5.3. It can be seen that the $E_{t1}^i$ trap is weak for invisible clusters, but strong for visible ones, whereas the $E_{t2}^i$ is the other way around. As trapped clusters grow, they will be briefly released when they reach the $N_{th}^{\text{high}}$ threshold size, only to be trapped again by another stronger trap. This mechanism promotes growth of large clusters. The threshold parameter was fitted to be $N_{th}^{\text{high}} = 90$, which corresponds quite well to the experimental TEM resolutions, 1–2 nm. The vacancy traps that correspond to the same C-V clusters as the SIA traps, were, however, only of one kind with the small clusters (size 1–6) trapped by the same energy as at low temperature and the larger clusters trapped with a small energy, fitted to be 0.4 eV. The energy of the vacancy traps are listed in Table 5.3.

The bias factor $Z^i$ for the radius of the SIA sinks, as compared to vacancy sinks, given by Eq. (5.16), proved to have a significant effect on the SIA cluster evolution. This value is normally set to be 1.2–1.5, but it was found that a higher value of $Z^i = 3.0$ was needed. This could possibly be due to the fact that the mobility of C atoms is not explicitly taken into account in the model, as all traps are immobile. Several mobile C atoms could possibly bind to the same SIA cluster and thereby reduce the number of nucleation points in the material. As this is not possible in the model, it might be that the overestimated strength of the sinks, by the large bias $Z^i$, is compensating for this limitation of the model by decreasing the nucleation process. The main effect of the $Z^i$ is to delay the visible SIA cluster growth, as discussed in Paper V.

Fe-C under irradiation at 563 K proved to be a more complex system to model than at 343 K, as the SIA and vacancy clusters at high temperature are much more dependent on each other than at low temperature. Changing e.g. the trapping energy of vacancy clusters, $E_{t}^v$, has a significant effect on the SIA cluster evolution. The model was constructed for high temperature by fine-tuning three calibration parameters: the migration energy for invisible SIA clusters, $M_s^i$; the visibility threshold,
Finding perfect agreement for both the density and the mean size evolutions with the experimental data proved difficult, so a compromise solution had to be found that was still physically defendable. Good agreement with both PAS and SANS data was found for vacancy densities (Cf. Fig. 6.6), as well as for SIA cluster density compared to TEM data (Cf. Fig. 6.7). The vacancy mean sizes are slightly overestimated (Cf. Fig. 6.8), compared to PAS and SANS, whereas the SIA mean sizes are slightly underestimated (Cf. Fig. 6.9). However, fair agreement with experiments is still reached for both the vacancy and SIA cluster mean sizes, as shown in Paper V.

### 6.1.3 Isochronal annealing of the pre-irradiated Fe-C system

The third way to test the model was to simulate the post-irradiation annealing experiment by Eyre and Bartlett [42], who used iron irradiated at 333 K and then annealed the material by slowly raising every hour the temperature until it reached ~770 K. They report the visible SIA cluster density and the estimated density of SIAs in visible clusters (SVC). Since the irradiation was done at low temperature, only 1/2⟨111⟩ SIA clusters were observed.

The annealing part of the simulation, as reported in Paper III and shown in Fig. 6.10, was divided into three stages to take into account the change of trap regimes from C and CV<sub>2</sub> complexes below 450 K, to strong C<sub>2</sub>V complexes above, until they dissociate at around 680 K, leaving only C atoms. In the simulation, the temperature was raised every 1 h by 50 K. At the first stage, the small SIA clusters were trapped with 0.6 eV (except size 1–6, which always have the trapping energies listed for $E_{i1}^t$ in Table 5.3) and SIA clusters larger than $N_{th}^{low}$ = 29 were trapped with 1.2 eV, associated with the strong CV<sub>2</sub> complexes. MD simulations later gave a higher value of 1.4 eV for the trapping energy of the CV<sub>2</sub> with SIA clusters [140], which would not have changed the results of the simulations as 1.2 eV is already a very strong trapping energy at <483 K.

At the second stage, at the temperature range of 483–683 K, the best results were obtained by assuming a trapping energy of 1.4–1.5 eV to the second stage, which is in perfect agreement with the MD results for CV<sub>2</sub>, bound to the centre, or a C<sub>2</sub>V complex, bound to the edge of a SIA cluster [140]. At this stage, C atoms become mobile and the CV<sub>2</sub> complexes transform into the more stable C<sub>2</sub>V complexes. The high trapping energy prevents the large SIA clusters, that had emerged during the first and second stage due to coalescence, from disappearing to the sinks. At the third and last stage, it was assumed that the only remaining traps were the weak C atoms, as the C<sub>2</sub>V complexes, the most stable ones, would be the last to dissociate. At this stage the last SIA clusters disappear to the sinks and their densities drop considerably, in agreement with the experimental data.
Figure 6.6: Density of vacancy clusters of sizes observable by PAS and SANS, respectively, versus dpa at 563 K. The data are compared with PAS [39, 41] and SANS data [86] from the REVE campaign. From Paper V.

Figure 6.7: Visible SIA cluster density evolution versus dpa at 563 K. The experimental TEM data are from [46]. The dotted line corresponds to one cluster in the simulated volume. From Paper V.
Figure 6.8: Vacancy cluster mean size versus dpa at 563 K with PAS and SANS resolution. The experimental PAS data (triangles) are from [39, 41]. The SANS data (bullets) show the two peaks of the size distribution at 0.2 dpa from [86]. The lower SANS data point is the major peak. From Paper V.

Figure 6.9: Visible SIA cluster mean cluster size evolution versus dpa at 563 K. The experimental TEM data are from [46]. From Paper V.
Figure 6.10: The density of visible SIA clusters and SIA in visible clusters (SVC) as a function of temperature during the simulated isochronal annealing. Different trapping energy for SIA, $E_i^t = 1.2–1.5$ eV, are used at the temperature of 483 K and higher. Above 733 K, if the trapping energy was decreased to $E_i^t = 0.6$ eV, all clusters disappear, as indicated by the dashed coloured lines. The solid line and the triangular dots are the experimental visible SIA cluster density and the SVC density, respectively, from [42]. The latter points are calculated from the reported visible SIA densities and the cluster diameter data. The dotted black lines indicate the density corresponding to one object in the box (lower line) and the minimum SVC simulation resolution (higher line), respectively. From Paper III.
The model managed to reproduce the visible SIA density and the SVC evolution with fair agreement to the experimental data.

6.2 Application of the model

In the first part of this chapter, it was shown that the model reproduces experimental data for both low and high irradiation temperature, as well as for post-irradiation annealing. It is still instructive to discuss how sensitive the model is to the different parameters, as well as environmental parameters, such as carbon content in the material and dose rate, which will be done in this section.

6.2.1 Parametric studies

The threshold parameters ($N_{th}^{low}$ and $N_{th}^{high}$) have similar functions at both low (~340 K) and high (~560 K) irradiation temperature, as they give the size dependency of the SIA cluster trapping energy. However, at low temperature, the $N_{th}^{low}$ threshold size is coupled to the probability for a C-V cluster to interact with the edge or the centre of a SIA cluster, which varies with the size of the SIA cluster; whereas at high temperature, the $N_{th}^{high}$ threshold size is instead coupled to the visibility threshold for SIA clusters in TEM. The sensitivity of the threshold parameters was studied for low temperature in Paper IV and for high temperature in Paper V. The effect of varying the threshold is similar at both low and high temperature, as in both cases a larger threshold gives a lower density of visible SIA clusters (as shown for low temperature in Fig. 6.11), but larger mean sizes, even though the latter effect is not strong at high temperature. The vacancy clusters are not significantly affected by the threshold parameters at either temperature.

The size dependency of traps for SIA clusters was found to be important for both high and low temperature. In Paper IV, it was also studied at low temperature if the SIA traps could be substituted by an effective migration energy $M_{eff}^{i}(N^i) = M^i(N^i) + E_{i1}^{i}(N^i)$, where the migration energy of the SIA clusters is increased by the trapping energy. The SIA cluster density did, however, not follow the experimental trend at all with this method (Cf. Fig. 6.12) and it is clear that the traps are essential as nucleation points for the growth of large clusters.

For the high temperature model, the other important parameters, beside $N_{th}^{high}$, were the trapping energy of vacancy clusters, $E_{v}^{i}$, the bias for SIA sinks, $Z^i$, and the migration energy for invisible SIA clusters, $M_{i}^{v}$. The bias parameter was already discussed in Sec. 6.1.2; its main effect being to delay the growth of visible SIA clusters. The vacancy cluster trapping energy, $E_{v}^{i}$, was found in Paper V to
Figure 6.11: Number density of visible SIA versus dpa at 343 K for different values of the threshold parameter, $N_{th}^{low}$. The reference experimental data are denoted with triangles [44]. Included in the graph are also data from other comparable irradiation experiments in Fe-C (bullets) [42, 72, 74, 78–80]. See [87] for full details. From Paper IV.

Figure 6.12: Number density of visible SIA versus dpa at 343 K. The dotted line gives the density corresponding to one visible cluster in the box. The reference experimental data are denoted with triangles [44]. Included in the graph are also data from other comparable irradiation experiments in Fe-C (bullets) [42, 72, 74, 78–80]. See [87] for full details. From Paper IV.
be much more important at high temperature than at low temperature, where vacancy clusters migrate
too slowly to be affected. At high temperature, a higher $E_v^i$ (for clusters $N^v > 6$) increases the cluster
densities for both vacancy and visible SIA clusters, as well as the cluster mean sizes. However, the
mean size of the large vacancy clusters of sizes observable by SANS ($N^v \geq 50$) decreases with higher
$E_v^i$ values, as more strongly trapped vacancy clusters leads to more nucleation points and thereby to
slower growth of large vacancy clusters. The best fit was obtained with $E_v^i = 0.4$ eV.

The migration energy for invisible SIA clusters at high temperature, $M_i^s$, was found to have moderate
effect if varied between 0.2 and 0.9 eV, with 0.9 eV being the value of the migration energy attributed
to visible $\langle 100 \rangle$ SIA clusters [139]. With 0.1 eV, no growth of visible SIA clusters is observed. A
value higher than $M_i^s = 0.1$ eV thus slows down the invisible SIA clusters enough for nucleation and
growth of visible SIA clusters to occur. The best fit was found with $M_i^s = 0.2$ eV. The effect on the
vacancy clusters is minimal.

### 6.2.2 Effect of environmental variables

The effect of carbon in the matrix, is studied for both low ($\sim 340$ K) and high irradiation ($\sim 560$ K)
temperature, as reported in Paper IV and V, respectively. The results for the visible SIA density at
low temperature is shown in Fig. 6.13. As the carbon content is represented by the traps, the studies
are done by varying the trap concentration. For both low and high temperature, it was found that a
higher C concentration leads to increased cluster density, but decreased cluster mean size. The traps
work as nucleation points and a larger number of them will slow down the growth of large clusters.
The effect is, however, not large. No significant change is observed at low temperature if the carbon
concentration is decreased by half, from 100 appm to 50 appm, or increased to 200 appm. Above 50
appm, there appears to be a saturation at low temperature, as not all traps become occupied. For SIA
clusters, a significant drop in density is seen only below 5 appm of C content. At high temperature,
the effect is similar, with only moderate changes if the C concentration is changed between 50 and
300 appm.

Finally, the effect of the dose rate was studied in Paper IV for low temperature. The dose rate was
varied from $10^{-11}$ dpa/s, which corresponds to a typical flux on the RPV wall in a commercial nuclear
power plant, to $10^{-3}$ dpa/s, which corresponds to ion irradiation. The reference experiment at low
temperature by Eldrup et al. [44, 76] used a high flux of $7 \times 10^{-7}$ dpa/s, which is typical for test
reactors. Since this model is compared to data from such high-flux experiments, it is important to
study how much the nanostructure evolution would change in a low flux commercial reactor. The
results showed that a lower dose rate gives more time for the clusters to grow by clustering and
coalesce before new defects are introduced in the next cascade. Thus, the cluster densities are lower
Figure 6.13: Effect of C concentration at 343 K: the visible SIA density versus dpa. The reference experimental data are denoted with triangles [44]. Included in the graph are also data from other comparable irradiation experiments in Fe-C (bullets) [42, 72, 74, 78–80]. See [87] for full details. The dotted line gives the density for one visible cluster in the simulation box. From Paper IV.

with lower dose rates, but the mean cluster sizes are larger. The effect is, however, only limited as a change of dose rate by eight orders of magnitude only gives a change of one order of magnitude for both the vacancy and the visible SIA cluster densities (Cf. Figs. 6.14 and 6.15, respectively).
Figure 6.14: Effect of dose on the vacancy density evolution at 343 K. The experimental data are from [76] and correspond to a dose rate of $7 \cdot 10^{-7}$ dpa/s. The black line is the trap density. From Paper IV.

Figure 6.15: Effect of dose rate on the visible SIA cluster density evolution at 343 K. The dotted line gives the density for one visible cluster in the simulation box. The experimental data are from [42, 44, 72, 74, 78–80]. See [87] for full details. From Paper IV.
Chapter 7

Summary and perspectives

In this thesis, radiation-induced defects have been studied using Molecular Dynamics (MD) and Object Kinetic Monte Carlo (OKMC) simulation techniques. A model for the radiation-induced nanostructure evolution in Fe-C has been built using OKMC. The model correctly reproduces experimental data in terms of vacancy and SIA cluster densities and mean size evolutions at both low ($<470$ K) and high ($560$ K) irradiation temperature. The model is also able to reproduce a post-irradiation annealing experiment.

The interaction of interstitial carbon atoms with vacancy clusters and with SIA clusters have been characterized using MD simulations. C atoms alone are found to be not strongly enough bound to SIA clusters to trap them and since SIA clusters are not able to drag C atoms, it is unlikely for several C atoms to trap SIA clusters at low temperature, where C atoms are immobile. However, it has been found that $CV_2$, $C_2V$ and $CV$ complexes are stable and indeed able to trap SIA clusters at the considered temperatures.

The sink strength of large SIA clusters, represented by toroidal absorbers, and straight dislocations were explored using OKMC and the results were found to be in good agreement with theoretical expressions. The theoretical master curve of the transition of 3D to 1D migrating defects was found to be in excellent agreement with toroidal absorbers and in good agreement with straight dislocations. Together with earlier studies, it can thus be concluded that the master curve is valid for absorbers of all shapes.

The nanostructure evolution model shows the importance of SIA-trapping complexes, such as $CV_2$, $C_2V$ and C, to reproduce experimental trends. Different complexes are dominant at different temperatures: At low temperature C and $CV_2$ are the dominant traps and at high temperature, C and $C_2V$ dominate. Above $\sim$680 K, even the $CV_2$ complex becomes unstable and only C atoms remain
as weak traps. The fact that complexes trap SIA clusters with a binding energy which depends on whether they bind to the edge or the centre of the SIA clusters, as seen in MD studies in Paper I and in other studies [140, 141], can be taken into account by having traps with a trapping energy that depends on the size of the trapped SIA cluster. Small clusters are more likely to interact via their edge with C-V complexes, whereas SIA clusters larger than size $\sim 29$ are more likely to interact via their centre. The trapping energy also depends on whether the interaction is with $1/2\langle 111 \rangle$ SIA clusters, which are dominant at low irradiation temperature, or with $\langle 100 \rangle$ SIA clusters which are dominant at high irradiation temperature.

At high irradiation temperature, the model shows that it can not be excluded that small invisible $1/2\langle 111 \rangle$ SIA clusters are present beside the $\langle 100 \rangle$ SIA clusters that grow large enough to be visible in TEM experiments. The model also shows that one main effect of traps are to function as nucleation points for growth of large SIA clusters, visible by TEM. The effect of traps can not be substituted by an effective high migration energy to slow down the SIA clusters, as the cluster density evolution will in that case not follow the experimental trend. The density of carbon seems, however, not to be crucial for the nanostructural evolution, as the C content can be varied between 50 to 200 appm without any significant change of the cluster evolutions. Significant sensitivity of the C density is only observed at very low densities of 1–5 appm. A limited effect of the dose rate on the cluster evolutions is observed. A lower dose rate gives the defects more time to cluster and coalesce into larger clusters, which in turn will lower the cluster densities.

The model presented in this thesis allows for a deeper understanding of the nanostructure evolution under irradiation in iron alloys. No doubt will the model be refined in the future as our physical understanding of vacancy clusters, C-V complexes and SIA clusters increases. More knowledge about the interaction of C with vacancies and SIA clusters would allow for the substitution of the generic traps in the OKMC model with an explicit description of the C atoms. The effect of explicitly using two families of SIA clusters with the different Burgers vectors, $1/2\langle 111 \rangle$ and $\langle 100 \rangle$, and taking into account the dynamics between these families, remains an interesting research topic for future research. However, despite the approximations in the model, it provides a good description of the Fe-C system and a good basis for the development of a model of the nanostructure evolution in RPV steels, which would only require the inclusion of solute elements such as Cu, Ni and Mn. As the model is general, it can in principle be adopted and extended to understand the irradiation-induced nanostructure evolution in any steel; also in Generation III and IV reactors, as well as fusion reactors, even though the higher temperatures and the higher dose rates would make the simulations computationally too heavy to be feasible with the CPU-power available today.
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